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Abstract
The Joint Urban 2003 (JU 2003) experimental campaign took place in downtown Oklahoma
City, Oklahoma, USA, comprising both continuous and puff releases of sulphur hexafluoride
(SF6) tracer gas. In the framework of the UDINEE project, intensive operation period 8 (IOP
8) conducted during the night is simulated using the Parallel-Micro-SWIFT-SPRAY (PMSS)
three-dimensional modelling system. The PMSS modelling system is the assembly of a
diagnostic or momentum flow solver (PSWIFT) and a Lagrangian particle dispersion model
(PSPRAY) accounting for buildings and developed in parallel versions. A sensitivity study is
performed regarding the flow modelling options, namely the meteorological data input, the
characteristics of the turbulence, and the use of the diagnostic or momentum solver. Results
shed light onto issues related to modelling puff releases in a built-up environment. Flow and
concentration results are compared to measurements at the sample locations in IOP 8 and
statistical metrics computed for all puffs released during IOP 8. These indicators illustrate
satisfactory performance and robustness of the PMSS systemwith reference to the modelling
options. Moreover, with moderate computational times and reliable predictions, the PMSS
modelling system proves to be relevant for emergency response in cases of atmospheric
release of hazardous materials.

Keywords Joint Urban 2003 · PMSS modelling system · PMSS validation · Puff releases ·
UDINEE exercise

1 Introduction

Releases of noxious gases or fine particles into the atmosphere are common in many types of
accidents or in cases of malicious action or terrorist attack. Industrial sites and urban districts
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are the most likely places for these events to occur, since they are both densely built-up and
highly populated. Themost severe health effects of toxic releases are feared at small distances
from the source of emission. At such local scales, the airflow and dispersion not only depend
on the meteorological conditions above the built-up area, but are significantly influenced by
the obstacles. Atmospheric dispersion models are thus needed to satisfactorily account for
the effects of the three-dimensional (3D) building geometries.

Atmospheric dispersion models have made tremendous progress in realistically and accu-
rately simulating and predicting the dispersion of airborne hazardous materials in built-up
environments. Nowadays, first responders increasingly acknowledge the potential of mod-
elling to quickly evaluate the impact of hazardous substances on human health and the
environment. The timeliness and reliability of the computations are essential conditions for
implementing the models in decision-support systems devoted to emergency preparedness
and response. Thus, developers and end users of atmospheric dispersion models have a com-
mon interest in assessing the performance of models that could be operated in an emergency
(Armand et al. 2015).

Most of the fast-response systems dedicated to dispersion in built-up areas rely onmodified
Gaussian models. For example, ADMS-Urban (McHugh et al. 1997), PRIME (Schulman
et al. 2000), SCIPUFF (Sykes et al. 2000) and the dispersion model tested by Hanna and
Baja (2009) use simplified flow formulations in the urban canopy and concentration analytical
solutions with assumptions about the initial size of the plume and increased turbulence due to
the urban environment. Gaussian puff dispersion above the urban canopymay also be coupled
with the solving of a transport equation in the street network (Soulhac et al. 2011, 2016). The
urbanized Gaussian models provide results in a short time and are able to account for the
effects of individual buildings on dispersion. However, urbanized Gaussian models hardly
apply to the unsteady flow in and above the urban canopy and the distorted concentration
pattern in-between buildings.

In contrast to simplified models, computational fluid dynamics (CFD) models provide
reference solutions by solving the Navier–Stokes equations, thus properly accounting for
complex flows in built-up configurations. CFD models are categorized into two types:
Reynolds-averaged Navier–Stokes (RANS) and large-eddy simulation (LES), according to
the range of spatio–temporal scales that are resolved ormodelled (Patnaik et al. 2003; Camelli
et al. 2004; Gowardhan et al. 2011). While CFD models often succeed in accurately describ-
ing urban flow and dispersion (see, for instance, Hanna et al. 2006), RANS models and,
LES models even so, require very long computational times, making them unsuitable for
operational use.

To strike a balance between model speed and accuracy, a trade-off is needed in the
resolution of urban flow. Röckle (1990) originally suggested such an approach, using mass-
consistency in combination with local wind observations to solve for the mean flow. This
approach is applied on domains of size ranging from a few hundred metres to several kilome-
tres, within which the 3D building geometries are defined (with a resolution of about 2–5 m).
Vortex flow structures are analytically defined behind, over, around, and between buildings
and in street canyons, and then a mass balance scheme is applied. Kaplan and Dinar (1996)
derived such an operational urban flow and dispersion model for the first time. Afterwards,
the basic model was modified by introducing new flow structures derived from more recent
urban tracer studies and wind- and water-tunnel experiments and coupled with mass consis-
tency algorithms to generate detailed flow fields in the urban environment within a matter of
minutes (Brown and Williams 1998; Hanna et al. 2011).

Lagrangian particle dispersion models are often associated with diagnostic wind models
as they also represent a compromise between simplified Gaussian models and expensive
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CFD models. The mean motion and diffusion of the Lagrangian computational particles are
determined, respectively, by the local wind field and the turbulent velocities obtained from
Lagrangian stochastic differential equations reproducing the turbulent flow. In this respect,
the Micro-SWIFT-SPRAY (MSS) (Tinarelli et al. 2007) modelling system, and its parallel
version (Oldrini et al. 2017), Parallel-Micro-SWIFT-SPRAY (PMSS), have been developed
with the aim at providing a simplified but rigorous solution of the flow and dispersion in
industrial or urban environments in a short amount of time.

The Urban Dispersion INternational Evaluation Exercise (UDINEE) is another challeng-
ing opportunity to validate the PMSS modelling system. The UDINEE project was launched
in 2014 by the European Commission/Directorate General Joint Research Centre in associa-
tionwith theUSDefense Threat ReductionAgency andmajor European institutional research
centres having teams dedicated to airborne hazards. The aim of the UDINEE project is the
evaluation of atmospheric dispersion models that could be used in decision-support systems
following radiological dispersal device (RDD) events. European andNorth Americanmodels
were benchmarked and compared against the puff releases conducted during the Joint Urban
2003 (JU 2003) urban field experiment (Allwine et al. 2004; Clawson et al. 2005; Allwine
and Flaherty 2006). Our study thoroughly analyzes numerical results of the PMSSmodelling
system obtained using different configurations of this system in the framework of the UDI-
NEE exercise. The dispersion of the four puff releases that comprised the JU2003 IOP 8 field
experiment is simulated in order to assess the performance of the PMSS modelling system
in a complex configuration due not only to the urban environment but also to the intrinsic
nature of puff releases, as explained below.

The paper is organized in five parts: Sect. 2 contains a brief description of the PSWIFT
and PSPRAY models, and Sect. 3 summarizes the JU2003 experimental data and modelling
set-up. Section 4 presents and comments on the results of the simulations pointing out the
differences in the flow and dispersion computed using the basic diagnostic flow model and
the newly-developed Navier–Stokes solver in the PMSS modeling system. Section 5 draws
conclusions on the potential use of the PMSSmodel for emergency preparedness and response
in the case of an atmospheric release.

2 Presentation of the PMSSModelling System

The PMSSmodelling system (Oldrini et al. 2011, 2017) is the parallelized version of theMSS
modelling system (Tinarelli et al. 2007, 2013). The PMSS flow and dispersion modelling
system constitutes the individual PSWIFT and PSPRAY models, both used in small-scale
urban mode. In recent years, the MSS modelling system has been parallelized and improved
in terms of numerical model parametrizations with a focus towards risk assessment and
operational handling in built-up areas. The message passing interface (MPI) parallelization
technique was chosen as it allows the PMSS modelling system to share computation on
multi-cores located either in the same computer or in numerous nodes linked by a high-speed
network in supercomputer centres.

The PMSS modelling system can be used in downscaling mode where a calculation is
performed from the mesoscale down to the urban local scale using multiple nested domains
with increasingly higher spatial resolutions. Both meteorological and turbulence data are
downscaled using PSWIFT, while PSPRAY computes the transport and dispersion over the
nested domains. Validation of the PMSS modelling system has been performed on a variety
of test cases, ranging from academic cubes to COST Action ES1006 (Baumann-Stantzer
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et al. 2015). In this paper, we introduce the validation of the PMSS modelling system against
the JU2003 field experiment in the case of puff releases. Details of the latest versions of the
PMSS modelling system can be found in Oldrini et al. (2017), and hereafter only the main
features of the PSWIFT and PSPRAY models are summarized.

2.1 PSWIFT FlowModel

The PSWIFT model (Tinarelli et al. 2007; Oldrini et al. 2011) is a mass-consistent 3D
diagnostic model using analytical relationships for the flow velocity around any buildings
that are present and can handle a complex built-up terrain using terrain-following coordinates.
The model produces diagnostic wind velocity, turbulence, temperature, and humidity fields.

A PSWIFT model calculation of the flow is performed using three sequential steps:

1. A first guess of the flow is derived from heterogeneous meteorological input data, a
mixture of surface and profile measurements, and possibly mesoscale model outputs.

2. The first guess is modified in the zones where the flow is influenced by isolated buildings
or groups of buildings.

3. The mass consistency, with an impermeability condition on the ground and building
surfaces, is obtained by minimizing the difference, over the volume of the domain, to the
flow of step 2 under the mass conservation constraint.

From 2014 onwards, a RANS solver was introduced into the PSWIFT model (Oldrini
et al. 2014, 2016) and it can be used optionally after step 3 described above. The RANS
solver has been developed in order to simulate more accurate velocity and pressure fields
in built-up environments than those obtained with the diagnostic flow model. A typical
application computes a realistic surface pressure field on facades to evaluate infiltration
inside the buildings. The momentum equation has been implemented in the PSWIFT model
with a constraint that keeps the computational time low. Following Gowardhan et al. (2011),
the continuity equation is modified using the artificial compressibility method. While the
flow is known to be incompressible, the mass conservation equation is written as if the flow
were compressible with a time derivative of the pressure and a parameter corresponding
to an artificial speed for the pressure waves. During transient steps, incompressibility is
not verified but when the pressure reaches steady state, the time derivative of the pressure
vanishes and the artificial compressibility equation reduces to the continuity equation. In
the momentum equation, the turbulent Reynolds stress tensor is modelled by a zero-order
closure based on mixing-length theory, and the momentum and pressure equations are solved
using a fractional timestep technique. Themomentum version of the PSWIFTmodel has been
validated on a series of academic test cases such as the rectangular building from theCEDVAL
(Compilation of Experimental Data for VALidation of micro-scale dispersion models) online
wind-tunnel database of Hamburg University (Oldrini et al. 2017). The quality of the wind
and pressure fields tends to be similar to more general CFD codes with the advantage of a
short computational time.

The PSWIFT model is also able to diagnose the turbulence, namely, the turbulent kinetic
energy (TKE) and its dissipation rate, to be used later by the PSPRAYmodel, and is computed
as the superimposition of the background turbulence and the turbulence inside the flow zones
modified by the buildings. The atmospheric background turbulence inherited from the large
scale is evaluated on the basis of boundary-layer parametrizations such asHanna et al. (1982).
The turbulence locally generated by the obstacles is calculated using a numerical scheme
based on the local wind shear (deformation tensor) and the mixing length (derived as a
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function of the minimum distance to the surrounding buildings) assuming the equilibrium of
the production and dissipation terms.

2.2 PSPRAY DispersionModel

ThePSPRAYmodel is a Lagrangian particle dispersionmodel (Rodean 1996) able to take into
account the presence of obstacles; it is the parallelized version of the SPRAYmodel (Anfossi
et al. 1998, 2010; Tinarelli et al. 1994, 2007, 2013). The dispersion of an airborne contaminant
(gas or fine aerosol) is simulated by following the trajectories of a large number of numerical
particles. Each trajectory is obtained by integrating in time the virtual particle velocity that
is the sum of a transport component defined by the local average wind vector provided by
the PSWIFT model, a stochastic component representing dispersion due to the atmospheric
turbulence, and an additional component related to possible buoyancy effects (if any). The
turbulent component is derived from the stochastic scheme developed by Thomson (1987)
by solving a 3D form of the Langevin equation. This equation comprises a deterministic
term that depends on the Eulerian probability density function of the turbulent velocity and is
determined from the Fokker–Planck equation, and a stochastic diffusion term that is obtained
from a Lagrangian structure function.

The PSPRAY model deals with gas dispersion in industrial and urban environments by
considering bouncing against obstacles and computing deposition on the floor and building
walls and roofs. The PSPRAY model treats elevated and ground-level emissions, instanta-
neous and continuous emissions, time-varying sources, plumes without initial momentum or
with initial arbitrarily-oriented momentum, negative or positive buoyancy, cloud spread at
the ground due to gravity, and particle reflection at the domain bottom in the presence of a
dense cloud.

3 Presentation of Data andModel Set-Up

Models participating in the UDINEE international exercise are compared on the basis of
their performance in simulating results from the JU 2003 field experiment. The selection
of the JU 2003 dataset was motivated by the availability of a large amount of tracer and
meteorological information recorded during ten intensive operating period (IOP) days. The
duration of sampling on each IOP day was 8 h during which there were three 20-min sulphur
hexafluoride (SF6) tracer releases and three to six instantaneous puff SF6 releases. Six IOPs
had daytime SF6 releases and four IOPs had night-time releases. For the entire 8-h IOP,
detailed meteorological, turbulence and tracer measurements were available (see Clawson
et al. 2005; Hanna et al. 2007).

The aim of UDINEE is to evaluate the capabilities of atmospheric dispersion models in
simulating the dispersion of particles generated by an RDD explosion. The JU 2003 field
experiment includes neither thermal effects nor source terms with a vertical distribution,
which are typical of an RDD event. Nonetheless, instantaneous releases are straightforwardly
more representative of such an event than continuous releases. Thus, the UDINEE exercise
only considered instantaneous releases from the JU2003 field campaign. In the comparison
exercise, we did not have the resources to run the PMSS modelling system and analyze the
results for all instantaneous tracer release experiments. We focus on a unique IOP, namely
IOP 8, which was also chosen as a previous test case using the MSS modelling system (with
the previous non-parallel versions of the SWIFT and SPRAY models) (Hanna et al. 2011).

123



518 O. Oldrini, P. Armand

IOP 8 occurred on 24 July 2003, and consisted of three continuous releases of 30-min duration
separated by 90 min, starting at 0400 UTC, and four instantaneous releases every 20 min
starting at 1000 UTC, not long before sunrise. In the following sections, time is provided
in either UTC or local time (default is UTC), where local time is UTC−5 h. The next sub-
sections describe the available concentration measurements in IOP 8 and the main features
of the puff releases simulations with the PMSS modelling system.

3.1 On-site Measurements

During the JU2003 experimental campaign, meteorological and concentrationmeasurements
were made, with observation sites used in the comparisons restricted to the approximate
1 km×1 km domain of the simulations (see Sect. 3.2 for more details). Meteorological
devices include 3D sonic anemometers at a height of 8 m above the ground or building
top measuring high frequency wind velocity, turbulence and temperature. The US Army
Dugway Proving Ground deployed a mobile surface meteorological station, referred to as
PWIDS (Portable Weather Information Display System), located upwind of the domain on
top of a post office, at a height of roughly 40 m above the ground. The Pacific Northwest
National Laboratory operated, on the roof of the Civic Center Music Hall, a meteorological
station that was not made available to the modellers during the UDINEE exercise. The layout
of meteorological measurements in the central business district (CBD) of Oklahoma City is
presented in Fig. 1.

Concentrations of SF6 were sampled by fast-response real-time tracer gas analyzers
(TGAs), placed in ten vans, which were mobile throughout all IOPs. The layout for IOP
8 is provided in Fig. 2, which shows the locations of the release and of the TGAs. From
the measurements, the maximum concentration and the time series of the normalized con-
centration were deduced for each release at each sensor location. The measurements were
not provided in the UDINEE exercise, but they were available in Zhou and Hanna (2007).
Moreover, Hamburg University conducted experiments in a small-scale mock-up reproduc-
ing the layout of downtown Oklahoma City. For the extensive analysis of concentration
measurements, see Hertwig (2008).

3.2 Model Set-Up

The simulation domain was chosen to be compliant with the UDINEE exercise requirements,
using a horizontal resolution of 5 m, and a domain size of 1.6 km×1.4 km, leading to 320×
280 points in a horizontal plane. The vertical grid has 57 points, which is probably too many
detailed for the model but was required by the UDINEE exercise. The south-west corner of
the domain is at latitude/longitude 35.462°N/97.522°W.

Building data were provided through two shapefiles: a large-scale one covering Oklahoma
City and a fine resolution one covering the major part of the CBD, the two shapefiles being
combined to cover the full extent of the domain. An overview of the buildings is shown
in Fig. 3, where we note in particular the multiple skywalks that connect buildings in the
CBD.

The UDINEE exercise requirements gave no topography information, and as the terrain
close to the release was flat, no strong influence of the local-scale topography on the flow or
dispersion was expected. Thus, the simulation domain was considered as flat at the average
elevation of Oklahoma City (365 m above sea level). Meteorological variables available as
potential input data available in the framework of UDINEE include,
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Fig. 1 Central business district in Oklahoma City with 3D sonic anemometers (in purple), Portable Weather
Information Display System, and Pacific Northwest National Laboratory (in red) meteorological stations

• Mesoscale model 5 (MM5) calculations available every 3 h, extrapolated on a 1-h basis
and stored in the MEDOC file format, including wind, temperature and mixing height.
MM5 is a mesoscale weather forecast model developed by Penn State University and the
National Center for Atmospheric Research (Grell et al. 1994). TheMM5 calculations were
performed in preparation for JU 2003 (Halvorson et al. 2004; Liu et al. 2006);

• Wind speed, wind direction, and temperature from the single PWIDS station upwind of
the domain, at 10-s sampling time;

• A mixture of wind speed and direction provided by the PWIDS station, and all other data
from MM5 calculations.

Several possible choices of input meteorology for the model have been tested and are
discussed in Sect. 4.2.
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Fig. 2 View of the SF6 sampling
locations in IOP 8. Measurements
by fast-response real-time tracer
gas analyzers are shown in blue.
The release location is also
visible in red

Regarding the PSPRAY model simulations of the tracer concentration, the grid was cho-
sen to be identical to that of the PSWIFT model computations. Dispersion simulations are
performed from 1000 to 1130 UTC, with emissions from the four puff releases as follows:
0.5 kg at 1000 UTC, 0.5 kg at 1020 UTC, 0.3 kg at 1040 UTC, and 0.305 kg at 1100 UTC.

The PSPRAY model’s main parameters are described below:

• Emissions are of 1-s duration corresponding to a 1-s emission timestep, and are located
2 m above the ground inside a 1.6-m cube. This reproduces the experimental releases for
which a 2-m diameter balloon containing SF6 was popped at head height.

• Synchronization timestep is 1 s.
• Concentrations are computed every minute with concentration samples each second. Each
concentration field is therefore produced using 60 concentration samples.

• Tests have been performed using 20,000, 80,000 and 340,000 particles for each source.
The latter value allows modelling of 1 µg m−3 concentration at ground level.

4 Simulation Results and Validation

This section is divided into five sub-sections that successively describe: (1) the method for
comparing the numerical and experimental results of the IOP 8 trials in JU 2003; (2) the
choice of the wind and the turbulence input data in the simulations of the IOP 8 puff releases
with the PMSSmodelling system; (3) themeteorology and dispersion results submitted in the
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Fig. 3 Large view of the domain (top) and close view looking eastward (bottom) of the central business district
in Oklahoma City

framework of the UDINEE exercise; (4) the meteorology and dispersion results obtained by
substituting the diagnostic flowmodel by the momentum flow solver in the PMSS modelling
system; and (5) a discussion based on statistical metrics about the contrasting performances
of the PMSS modelling system based on its numerical options.

4.1 ComparisonMethods of theModel Simulations

In UDINEE, the simulated wind and concentration fields near the ground were assessed by a
combination of qualitative and quantitative comparisons with their values at themeasurement
locations. A qualitative analysis of the contour plots was carried out to compare the modelled
plume with the observed plume, and thus to check if the flow and dispersion models correctly
simulate details such as the channeling through the street network.

Quantitative comparisons assess whether the simulated mean wind speed, wind direction,
or concentration match the observed mean wind speed, wind direction, or concentration
and the degree of scatter. The quantitative metrics are most often defined by the fractional
bias (FB), the normalized mean square error (NMSE), and the fraction within a factor of
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two (FAC2). The equations for FB and NMSE are recalled hereafter, with C0 the observed
concentration, Cp the predicted concentration and overbar the averaging operator,

FB � 2

(
C0 − Cp

)

(
C0 + Cp

) , (1)

NMSE �
(
C0 − Cp

)2
(
C0Cp

) . (2)

Values for the quantitative metrics applied to simulated andmeasured concentrations were
first suggested by Chang and Hanna (2004) and they have been widely used in atmospheric
dispersion model evaluation (see e.g., Schatzmann and Leitl 2011). Acceptance criteria for
the concentrationswere adapted to urban applications byHanna andChang (2012) as follows,

• |FB| <0.67, the relative mean bias is less than a factor of 2;
• NMSE <6, the random scatter is less than 2.4 times the mean;
• FAC2 >0.30, the fraction of Cp within a factor of two of C0 exceeds 0.30.

When assessing the statistical analysis of the numerical results, the emphasis is placed
on the trajectories of the puffs through the street network and the peak concentrations (also
referred to as “concentrationmaxima”) at theTGAmeasurement points. This kind of informa-
tion is crucial from the perspective of emergency preparedness and response and it implicitly
contains travel times of the puffs. Pairing puff-release concentration measurements and pre-
dictions both in space and time results in misleading statistics and does not reflect the actual
ability of an atmospheric dispersion model to capture the dispersion of puffs. As a matter
of fact, observed and simulated puff patterns may be similar, differing only due to small
discrepancies in the wind direction or in the representation of the buildings. There can also
be small and non-significant time shifts between the observed and predicted puff arrival at a
single location, especially when considering that observations are instantaneous single-point
values, which may differ from the spatio–temporal averages produced by model simula-
tions. Moreover, as an ensemble modelling system, the PMSS system does not describe the
behaviour of single episodes, but the average of a large number of episodes, formally termed
realizations, which occur in the same macroscopic conditions. This approach is problem-
atic when simulating experimental instantaneous releases, which are single realizations with
a strong variability among the outcomes of these different realizations. In the case of an
ensemble-averaged model such as the PMSS modelling system, the comparison of space-
and-time paired concentrations is intrinsically questionable due to the statistical nature of the
model. Thus, the following analysis is deliberately restrained to the comparison between the
numerical and experimental concentration maxima.

4.2 Choice ofWind and Turbulence Input Parameters in the UDINEE Exercise

Allwine and Flaherty (2006) report a dense network of meteorological instruments deployed
during the JU 2003 field campaign with the additional collection of upper air data. However,
there was a lack of input profiles in the measurements provided to the modellers in the
framework of UDINEE. The choice of input data for flow was therefore problematic. The
PWIDS station was located at 40 m above the ground upwind of the domain, and provided
the only measurement sensors used as input for the model, since it should be representative of
the incoming flow above the urban canopy. All other sensors were located inside the streets
and were strongly influenced by the surrounding buildings. Hence, their wind measurements
or the average of their measurements can be very different from the incoming flow above
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Fig. 4 Trajectory of the puff of the IOP 8 first release as computed by the PMSS modelling system for various
meteorological inputs. MM5 data only are on the left-hand side; the mixture of PWIDS and MM5 data is in
the middle; the mixture of PWIDS and MM5 data with the skimming zones off is on the right-hand side

the canopy layer depending on the meteorological conditions and the buildings and street
configuration.

Several options were investigated: using only theMM5 data or using amixture of the wind
field provided by PWIDS (and extrapolated vertically) and other meteorological variables
taken from MM5 output. The option of taking the skimming zones into account in the
PSWIFT model was also examined, with skimming zones defined as recirculation flows
between the buildings, and created when using the Röckle-type algorithm (Röckle 1990) in
the PSWIFT diagnostic flow model. Inside a mixture of very tall skyscrapers and regular
buildings, the skimming-zone creation may tend to produce artificially high wind speeds
behind tall skyscrapers as shown in previous PSWIFT model simulations. Thus, a third
option was investigated: using a mixture of MM5 and PWIDS data with the skimming-zone
option turned off in the PSWIFT model.

In the framework of the UDINEE exercise, MM5 data were provided in MEDOC format
as large-scale simulations of the wind field with an actual timestep of 3 h. By contrast,
the PWIDS data were 10-s averages. Since the PMSS modelling system solves the RANS
equations, a 10-min average was considered a relevant time period to average the PWIDS
wind measurements and linearly interpolate the MM5 data. Analysis of the data showed that
the wind direction provided by PWIDS is east-south-east, while the wind direction issued by
MM5 is south–south-east. When using a mixture of PWIDS andMM5 data, 10-min averages
of PWIDS data and 10-min interpolation ofMM5 data were provided as an input to the PMSS
modelling system.

Dispersion computations were performed first with a reduced set of particles (20,000 for
each release) taking only the local turbulence (created by the buildings) into account. This
series of calculations gave an insight into the general trend of the plume. Local turbulence
quantities were computed using wind shear and the mixing-length approach, and are strongly
dependent on the local wind speed and do not take into account larger-scale turbulence.
Figure 4 shows the path followed by puffs near the ground for the first release at 1000 UTC
and for various wind inputs. Wind direction is quite constant during the four releases, and the
flow results are quite similar for each release. The paths shown in Fig. 4 have been compared
to experimental measurements of the 3D sonic anemometers inside the streets, with Fig. 5
showing the maximum concentration seen by each TGA sensor during the first release. The
numbering of the sensors is identical in Figs. 4 and 5, and is also consistent with Hertwig
(2008).

123



524 O. Oldrini, P. Armand

Fig. 5 Maximum concentration (ppt) seen by each TGA sensor during the IOP 8 first release. The larger the
circle size, the higher the concentration. The sensors are numbered near the circle with the values of the
concentration maxima. Sensors numbering is consistent with the pictures in Fig. 4. Coordinates are in metres,
projection is Universal Transverse Mercartor (UTM), zone 14S

Figures 4 and 5 display information for the first release, but patterns for the other releases
are very similar with sensor 4 always measuring the highest concentration. As illustrated by
Fig. 4, the simulations of the PMSS modelling system tend to produce a more westward path
than the field trials, and as can be seen in the left panel of Fig. 4, a more northward path
is produced when using only MM5 output as input data. This is consistent with the MM5
wind direction more to the north than that measured at the PWIDS experimental station.
Thus, MM5 meteorological data input are more representative of the flow on the calculation
domain. Furthermore, the right panel in Fig. 4 shows that it is not beneficial to ignore the
skimming zones in the PSWIFT model as the puff no longer heads in a northward direction.
Finally, the simulations usingMM5 as the onlymeteorological input and taking the skimming
zones into account are now compared thoroughly with the experimental data.

Up to now, turbulence was limited to local turbulence computed using the local shear
tensor. Figure 6 presents the scatter plot of the computed versus measured TKE at each 3D
sonic anemometer location using a 1-h average. First, it can be noticed that the observed TKE
level does not change very much by sensor, with the pattern in Fig. 6 such that most of the
points are an underestimate of the TKE and some points are a strong overestimation of the
TKE at sensor locations. The TKE computed by the local turbulence scheme is too localized
due towind shear being too strong and very local. Globally, the TKE is underestimated despite
the IOP 8 trials being performed at night without thermal mixing. The metrics associated
with Fig. 6 are as follows: FB � –0.22, NMSE � 3.7 and FAC2 � 0.26. Due to too many
underestimations and some overestimations, the distribution of the points in the scatter plot
for the TKE in Fig. 6 and the value of FAC2 is unsatisfactory.

To obtain more consistent values of TKE, background turbulence has been superim-
posed onto the local turbulence. Background turbulence has been computed using the Hanna
parametrization (Hanna et al. 1982), which is calculated using the atmospheric stability and
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Fig. 6 Scatter plot of the TKE (m2 s−2) for each 3D sonic anemometer. The PSWIFT diagnostic flow model
is run with pure MM5 input data and the skimming zones on. Only the local turbulence due to the buildings
is considered. Metrics for this plot are: FB � −0.22, NMSE � 3.7, FAC2 � 0.26

surface friction velocity u∗. In order to obtain a relevant diagnosis of u∗, we performed a
nested approach, where the background turbulence is computed at larger scales with the
first-level wind speed above the ground being typical of the surface layer. Then, the larger-
scale turbulence is provided to the nested urban calculation as the background turbulence
value. Calculating the background turbulence at the urban scale directly would lead to a
wrong evaluation of u∗. Indeed, wind profiles are local profiles between the buildings, not
averaged profiles inside an urban layer with large-scale roughness, and the first level is not
representative of this layer, but has very local values. Hence, the background turbulence has
to be computed at a larger scale and transmitted to the inner urban domain using a nested
calculation within the PMSS modelling system.

4.3 Review of the Simulation Submitted to the UDINEE Exercise

In the previous sub-section, we performed a sensitivity analysis of the puff dispersion results
to the meteorological input data used to drive the model. We have shown that using only the
MM5 input data gives the most representative results regarding the trajectories of the puffs
in IOP 8. Moreover, the influence of the skimming zones in the PSWIFT model diagnostic
computation has been proven to be beneficial. Finally, we have established that taking only
the local urban turbulence generated by the buildings into account does not lead to satisfying
TKE results. Thus, the background turbulence has to be considered, as is the case in the
calculations presented hereafter, which were provided to the organizers of the UDINEE
exercise.

4.3.1 Flow Simulations

From here on, the flow and turbulence simulations use a nested approach with two nest levels.
For the large-scale domain, only MM5 data are used as meteorological input data, with the
large domain having a grid resolution of 500 m, with 5×5×14 points since it is designed
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Fig. 7 Scatter plot of the TKE (m2 s−2) for each 3D sonic anemometer. The PSWIFT diagnostic flow model
is run in two nested domains with pure MM5 input data and the skimming zones on in the urban domain. The
TKE is obtained by the addition of background and local components. Metrics for this plot are: FB � −0.78,
NMSE � 2.1, FAC2 � 0.47

solely for turbulence analysis at the relevant scale to generate background turbulence. This
turbulence is then transmitted to the nested domain, interpolated, and added to the local-scale
turbulence.

Figure 7 shows the new scatter plot of the computed versus measured TKE at each 3D
sonic anemometer location using a 1-h average. The range of the simulated TKE is closer to
the range of the measured values compared to the previous computations (without any back-
ground turbulence). The TKE is no longer systematically underestimated, with a few points
underestimating the TKE when compared to results using only local turbulence. However,
there is still a trend for overestimation. A value of 0.5 mwas chosen for the large-scale rough-
ness length, in order to be consistent with skyscrapers inside the CBD of Oklahoma City.
Considering the turbulence measurements displayed in Fig. 7, this value could be an overes-
timation, however the roughness length is not used as a tuning parameter for turbulence, and
the value of 0.5 m was retained.

The metrics associated with Fig. 7 are as follows: FB � −0.78, NMSE � 2.1 and FAC2
� 0.47, and even if the FB value denotes overestimated computed results, FAC2 is now an
improvement for the plot in Fig. 7 than for the plot in Fig. 6.

Figure 8 shows the scatter plots of the computed versusmeasuredwind speed and direction
at each 3D sonic anemometer location using a 1-h average. The scatter plot for the wind
speed shows a satisfying agreement between the modelled and measured values: most of the
points are within a factor of two, without any trend of the PMSS model to underestimate or
overestimate. For a small number of sensors, a reverse direction (i.e. a discrepancy between
120° and 180°) is observed between the computed andmeasuredwind directions, but the large
majority of the locations have a wind-direction difference<50° between the computations
and the measurements. The metrics are: FB � 0.052, NMSE � 0.36, FAC2 � 0.58 for the
wind speed and FB � −0.31, NMSE � 0.56, FAC2 � 0.78 for the wind direction. The cyclic
character of the wind direction has been accounted for in the calculation of the metrics.
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Fig. 8 Scatter plot of the wind speed (m s−1) (left) andwind direction (°) (right) for each 3D sonic anemometer.
The PSWIFT diagnostic flowmodel is run in two nested domains with pureMM5 input data and the skimming
zones on in the urban domain. Turbulence is obtained by the addition of background and local components.
Metrics for the wind module plot are: FB � 0.052, NMSE � 0.36, FAC2 � 0.58 and for the wind direction:
FB � −0.31, NMSE � 0.56, FAC2� 0.78

4.3.2 Dispersion Simulations

Concentration calculations have been performed using 340,000 source particles to ensure that
it is possible to track concentrations down to 1 µg m−3 in the surface layer. Figure 9 displays
the concentration pattern for the four releases 8 min after the beginning of the release. The
pattern for the four releases is quite similar, but with differences due to slight shifts in the
wind direction. Sensors to the north tend to be more exposed compared to sensors to the west
as time goes by.

Figure 10 shows the scatter plot of the computed versusmeasuredmaximum concentration
(or peak concentration) for each puff release at each TGA sensor location. The maximum
concentrations are obtained from the measured and computed time series with an averaging
time of 1 min, which is a typical value used in statistical Lagrangian particle dispersion
modelling.

The metrics are as follows: FB� −1.04,NMSE � 4.5, FAC2� 0.53. First, it can be noted
that NMSE and FAC2 values satisfy the criteria proposed by Hanna and Chang (2012) for
dispersion modelling in urban environments; FB � −1.04 represents an overprediction by a
factor of about 3, while its value should not exceed −0.67 or an overprediction by a factor of
2. We argue that FB � −1.04 is quite acceptable in test cases as complicated as individual
puff releases in an urban district. FAC2 indicates the overall agreement of the simulations
with measurements. From Fig. 10, it can be observed that the maxima are within a factor of
10 for almost all values. Moreover, the sensor with the largest computed peak concentration
is the same as that with the largest measured value, except for puff release 1. Nonetheless, it
is also apparent that the PMSS modelling system has a trend to overestimate the maximum
values.

4.4 Comparison to Results Obtained with the PSWIFTMomentum Solver

In the previous sub-section,we presented results of the PSWIFT and PSPRAYmodel flow and
dispersion simulations for the four puff releases in IOP 8 field trials. These numerical results
were distributed to UDINEE’s organizers for the intercomparison of models participating in
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Fig. 9 Cross-sections at 2 m above the ground level displaying the tracer concentration field 8 min after each
release (release 1 is top left, 2 is top right, 3 is bottom left and 4 is bottom right). The release location is
specified on the release 1 image with a green circle

the exercise. The local-scale urban-flow computations were carried out using the large-scale
MM5 data as input meteorological data and taking into account skimming zones between the
buildings. Turbulence was computed by superimposing the contributions of both large-scale
and local-scale components. The agreement between the numerical and experimental results
is deemed as correct for the flow characteristics at the sonic anemometer stations and the
tracer concentrations at the TGA sensors.

As mentioned in Sect. 2.1, a momentum solver was recently developed in the PSWIFT
model (see Oldrini et al. 2014, 2016) and is available as an option. All flow computations
presented previously were performed with the diagnostic model in the PSWIFT model as
this is the most common approach to running the PMSS modelling system. However, as the
momentum solver can be used as a subsequent improvement of the turbulent flow simulation,
we also performed computationswith the PSWIFTmomentum solver and the PSPRAYmodel
using IOP 8 data. The results of these simulations are presented hereafter.
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Fig. 10 Scatter plot of themaximumor peak concentrations (ppt) for each puff release andTGAsensor location.
The PSWIFT diagnostic flowmodel is run in two nested domains with pureMM5 input data and the skimming
zones on in the urban domain. Turbulence is obtained by the addition of background and local components.
Metrics for this plot are: FB � −1.04, NMSE � 4.5, FAC2 � 0.53

4.4.1 Meteorology

Additional simulations were carried out using the RANS solver of the PSWIFT model.
Contrary to the diagnostic option of the PSWIFT model, the flow was computed without
nesting for turbulence. Indeed, with the RANS solver turbulence closure, the turbulence is
calculated in a coupled way with the wind field. Turbulence is physically found in the whole
domain and since it is night-time, thermal turbulence is not essential in the simulation.

A scatter plot of the computed versus measured TKE is shown in Fig. 11 at each 3D sonic
anemometer location using a 1-h average. Compared to the diagnostic flow calculation, the
agreement between the model results and the measurements is noticeably improved. The
metrics are as follows: FB � 0.42, NMSE � 0.38, FAC2 � 0.72, with no marked underes-
timation or overestimation of the simulated results, but a general trend of underestimation
as denoted by the FB value. The ranges of computed and measured values are quite similar
and closer to each other than in the simulations using only the diagnostic flow model. This
is illustrated by the much improved FAC2 and NMSE values using the momentum option in
comparison to the turbulent flow computations without this option.

Scatter plots of the computed versus measured wind speed and wind direction are shown
in Fig. 12 at each 3D sonic anemometer location using a 1-h average. The vast majority of
points are within a factor of two considering both the wind speed and the wind direction
results obtained with the momentum solver in the PSWIFT model. The metrics are: FB �
0.25, NMSE � 0.35, FAC2 � 0.58 for the wind speed and FB � −0.34, NMSE � 0.47,
FAC2� 0.83 for the wind direction. Comparing the simulations with the momentum and
diagnostic options in the PSWIFT flow model, one can notice a similar good performance
of FAC2 for the wind speed and direction, a higher value of FB for the wind speed denoting
a slight underestimation of the wind speed when the momentum computation is performed,
and similar good results of FB for the wind direction, and of NMSE for the wind speed and
direction with or without the momentum option. Once more, the cyclic character of the wind
direction has been taken into account in the evaluation of all metrics.
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Fig. 11 Scatter plot of the TKE (m2 s−2) for each 3D sonic anemometer. In this case, the computations were
carried out with the momentum version of the PSWIFT model. Metrics for this plot are: FB � 0.42, NMSE�
0.38, FAC2 � 0.72

Fig. 12 Scatter plot of thewind speed (m s−1) (left) andwind direction (°) (right) for each 3D sonic anemometer.
In this case, the computations were carried out with the momentum version of the PSWIFT model. Metrics
for the wind module plot are FB � 0.25, NMSE� 0.35, FAC2 � 0.58, and for the wind direction FB � −0.34,
NMSE � 0.47, FAC2� 0.83

4.4.2 Dispersion

Figure 13 displays a scatter plot of the computed versus measured maximum concentration
(or peak concentration) for each puff release at each TGA sensor location. The maximum
concentrations are obtained from the measured and computed time series with an averaging
time of 1 min. The metrics are as follows: FB � −0.07, NMSE� 1.3, and FAC2 � 0.55,
which are excellent values regarding the Hanna and Chang (2012) acceptance criteria. Cal-
culations using the flow generated by the momentum solver in the PSWIFT model no longer
systematically overestimate the maximum concentration when compared to the calculations
based on the diagnostic flow model and provide a much reduced NMSE value. The FAC2
values remains at a similar satisfactory value of around 0.5. While there are underestimates
of some intermediate values, the simulated concentration maxima are nowmuch closer to the
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Fig. 13 Scatter plot of themaximumor peak concentrations (ppt) for each puff release andTGAsensor location.
In this case, the turbulent flow input for the PSPRAY model was simulated with the momentum version of the
PSWIFT model. Metrics for this plot are FB � −0.07, NMSE � 1.3, and FAC2 � 0.55

Table 1 Summary of the FB, NMSE and FAC2metrics evaluated for all simulations carried out with the PMSS
modelling system andmeasurements for IOP 8 instantaneous releases of JU2003 (work done in the framework
of UDINEE exercise)

FB NMSE FAC2
Hanna and Chang (2012) reference values (only for
concentration)

|FB| <0.67 NMSE <6 FAC2 >0.30

Flow diagnostic model without
background turbulence

TKE − 0.22 3.7 0.26

Flow diagnostic model with
background turbulence

TKE − 0.78 2.1 0.47

Wind module 0.052 0.36 0.58

Wind direction − 0.31 0.56 0.78

Peak or max. concentration − 1.04 4.5 0.53

Flow momentum model TKE 0.42 0.38 0.72

Wind module 0.25 0.35 0.58

Wind direction − 0.34 0.47 0.83

Peak or max. concentration − 0.07 1.3 0.55

measured values. This demonstrates, at least in this situation, the benefit of using the PSWIFT
momentum solver to simulate the turbulent flow field used as an input for the PSPRAYmodel
dispersion computations.

4.5 Summary and Discussion

The FB,NMSE and FAC2 values obtained for all simulations are summarized in Table 1. The
main comments on these metrics are listed hereafter:
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• Using the PSWIFT flow diagnostic model, the results for TKE are much improved when
taking the background turbulence into account, as can be seen by the improvement inFAC2
and NMSE values while keeping an acceptable value for FB,

• The PSWIFT model flow momentum solver improves the computation of TKE as can be
noted in the values of FB, NMSE and above all FAC2,

• Results for the wind direction and wind speed prove to be equivalently very good in terms
of the FB, NMSE and FAC2 metrics using the diagnostic or momentum wind flow solver
in the PSWIFT model. There is a slight improvement with the momentum flow solver
compared to the diagnostic flow solver,

• The results for the peak concentration for the four puffs at all sensor locations generally
meet the acceptance criteria of Hanna and Chang (2012) with a significant improvement
of FB and NMSE values and a slight improvement of FAC2 the value when using the flow
field from PSWIFT momentum solver compared to PSWIFT diagnostic model. It is worth
noting that the acceptance criteria applicable not only to the urban environment, but also
to the rural environment (which is, in principle, simpler to model) are satisfied.

In our study, the analysis of the tracer concentration is limited to the comparison of the
numerical and experimental concentration maxima. In fact, the comparison of space-and-
time paired concentrations may not be relevant for ensemble-averaged statistical models
like PMSS. In these conditions, one can note that whatever the parametrization, the PMSS
modelling system is able to represent the trajectories of the four puffs in IOP 8 through the
complicated street network of the CBD in Oklahoma City. The simulated peak values are
consistent, both in the location of the sensor measuring the concentration maxima and in
magnitude, when compared to JU2003 field trials. These features are fully consistent with
the needs and expectations of the rescue teams for cases of emergency response (Armand
et al. 2015). Thus, they are key elements regarding the validity of implementing the PSWIFT
and PSPRAY models in a decision-support system devoted to emergency preparedness and
response.

5 Conclusion

Validation performed on JU2003 real-scale data in the framework of the UDINEE exercise
demonstrates a satisfactory agreement between the PMSS modelling system and field data
for IOP 8 regarding both wind and concentration measurements. As the exercise focused
on the JU2003 instantaneous and single realization releases, it was challenging for all the
models involved in the UDINEE exercise and especially for ensemble-averaged models. The
PMSS modelling system is a combination of the PSWIFT model, a diagnostic flow model
optionally initializing a momentum solver, and the PSPRAY model, a Lagrangian particle
dispersion model. In this RANS/Lagrangian framework, the statistical significance of single
realizations is reduced and could lead to bias. Indeed, an individual puff can be transported
to one side of a building, whereas averaged multiple releases can lead to a concentration field
statistically spread around the same building with possibly higher values of the concentration
on the other side of the building.

A sensitivity study using the PMSS modelling system was carried out using different
parametrizations. The validation of the modelling system based on the instantaneous releases
in IOP 8 illustrated the influence of both the large-scale atmospheric component and local-
scale urban component of turbulence (due to the buildings). Taking account of the skimming
zones in between the buildings in the PSWIFT urban flow model was also shown to be
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beneficial in these particular test cases. The use of the skimming zone improves concentration
modellingwhen channeling into the street network plays an important part in the dispersion, as
is very often the case for releases in a dense urban environment. The tendency of the skimming
zone scheme to introduce high wind speeds behind tall skyscrapers is counterbalanced by
improved dispersion in the street network due to improved flow patterns in the street canyons.

With the diagnostic solver in the PSWIFTmodel,maximumconcentrations computedwith
the PSPRAY model are within a factor of 10 for the large majority of sensors, and within a
factor of two for more than half of them. Acceptance criteria for the urban environment pro-
posed by Hanna and Chang (2012) are met for FAC2 andNMSE values, while slightly outside
of the acceptable range for FB values. The performances are improved for the momentum
solver in the PSWIFT model calculations, meeting all the Hanna and Chang (2012) criteria.
In this case, the trend to overestimate concentrations seen in the non-momentum calculation
has disappeared. Comparisons between momentum and non-momentum computations show
other important trends: in particular, when using the momentum computation a much better
turbulence agreement and a more precise maximum concentration are found. Nonetheless,
no overall conclusion can be reached, this test case being one of the first comparisons of this
type between the diagnostic and momentum solvers in the PSWIFT model.

Regardless of which flow simulation option and flow and dispersion parametrization are
used in the PMSS modelling system (of course, with the condition of relevance as in this
sensitivity study), the numerical results regarding the wind speed and direction, the TKE,
and the concentration generally agree with the measurements acquired during the IOP 8
instantaneous releases in JU2003. This demonstrates the robustness of the PMSS modelling
system to take into account even very complex phenomena. Moreover, typical refined city
calculations for a square domain of roughly 1.5-km edge size at a horizontal resolution of
5 m, and a 1.5-h simulation using 340,000 particles, takes around 30 min using a single
Intel Core i5 core at 2.6 GHz. The simulation duration can be reduced to less than 10 min
when using four cores (Oldrini et al. 2017). These moderate durations of the simulations
are acceptable and fully consistent for emergency response planning purposes (e.g., rescue
teams exercises for a potential emergency situation) and for response of the rescue services
and their authorities to a real emergency.

As previously mentioned, the UDINEE exercise was intended to simulate a RDD detona-
tion. While not all phenomena occurring in this kind of scenario were accounted for in the
JU2003 campaign (particularly the thermal effects of the explosion and the vertical distri-
bution of the source term), a first and major step was to identify the capability of 3D flow
and dispersion models to simulate the transport and dispersion of puff releases in a built-up
urban (or industrial) environment. The PMSSmodelling system has demonstrated that this is
feasible by accounting for a balance between the need for accuracy in physics and the need
for fast run times.
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