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Abstract Sensitivity tests using the ‘Consortium for Small Scale Modeling’ model in large-
eddy simulation mode with a grid spacing of 100 m are performed to investigate the impact
of the resolution of soil- and vegetation-related parameters on a cloud-topped boundary
layer in a real-data environment. The reference simulation uses the highest land-surface
parameter resolution available for operational purposes (300 m). The sensitivity experiments
were conducted using spatial averaging of about 2.5 km × 2.5 km and 10 km × 10 km for
the land-surface parameters and a completely homogeneous distribution for the whole model
domain of about 70 km × 70 km. Additionally, one experiment with a higher mean soil
moisture and another with six mesoscale patches of enhanced or reduced soil moisture are
performed. Boundary-layer clouds developed in all simulations. To assess the deviations
of cloud cover on different scales within the model domain, we calculated the root-mean-
square deviation (RMSD) between the sensitivity experiments and the reference simulation.
The RMSD depends strongly on the spatial resolution at which cloud fields are compared.
Different spatial resolutions of the cloud fields were generated by applying a low-pass filter.
For all sensitivity experiments, large RMSD values occur for cut-off wavelengths <1km,
reflecting the stochastic nature of convection, but they decrease rapidly for wavelengths
between 1 and 5km. For cut-off wavelengths >5 km, the RMSD is still pronounced for the
simulation with higher mean soil moisture. Additionally, for cut-off wavelengths between 5
and 30km, considerable differences can be found for the experiment with mesoscale patches
and for that with homogeneous land-surface parameters. Spatial averaging of land-surface
parameters for areas of 2.5 km× 2.5 km and 10 km× 10 km results in larger patch sizes but
simultaneously in reduced amplitudes of land-surface parameter anomalies and shows the
lowest RMSD for all cut-off wavelengths.
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1 Introduction

Soil properties such as soil moisture and soil type, as well as land-use properties such as plant
cover and leaf area index (LAI), determine the partitioning of the available energy into the
turbulent surface fluxes of sensible and latent heat. These turbulent fluxes represent the lower
boundary conditions for the evolution of the convective boundary layer (CBL). Past results
show that surface heterogeneities based on soil properties or vegetation affect both the cloud-
free CBL (Wetzel and Chang 1988; Siebert et al. 1992; Sun and Bosilovich 1996; Raasch and
Harbusch 2001; Pielke 2001;Maronga and Raasch 2013) and cloud-topped CBL (Rieck et al.
2014; Lohou and Patton 2014). For the cloud-topped CBL, surface-atmosphere feedbacks
due to radiative effects of clouds on the surface energy balance and on the boundary layer have
to be considered as well (Huang and Margulis 2013; Rieck et al. 2015). The spatial extent of
land-surface anomalies is considered crucial for the development of secondary circulations.
Spatial heterogeneities, e.g. of soil moisture from scales of the order of 2.5–10 km and above,
often generate thermally-induced circulations similar to sea-breeze flows (e.g., Shuttleworth
1991; Courault et al. 2007). This is shown in observations (Taylor et al. 2007; Dixon et al.
2013) and in modelling studies (Ookouchi et al. 1984; Segal and Arritt 1992; Gantner and
Kalthoff 2010; Garcia-Carreras et al. 2011; Adler et al. 2011). The circulation systems then
introduce additional mesoscale differences to the CBL state. To resolve these processes in
numerical simulations, the grid spacing of the applied model has to be appropriate. In recent
years, the grid spacing of high-resolution and numerical weather prediction (NWP) models
has decreased, implying that model resolution is of the same order of magnitude or even
higher than the horizontal resolution of soil properties and land use. Thus both model grid
spacing and land-surface parameter resolution may influence the simulated CBL.

Several authors investigated the impact of grid spacing on atmospheric processes and the
cloud-topped CBL (e.g., Larson et al. 2012; Barthlott and Hoose 2015). Petch et al. (2002)
found that a grid spacing of one quarter to one eighth of the sub-cloud-layer depth is necessary
to simulate CBL clouds realistically. Honnert et al. (2011) showed that the resolved part of
turbulent energy must be as large as the subgrid-scale (SGS) part if the grid-point distance is
equal to a fifth of the depth of a dry CBL, and more if a cloud layer is present. Other studies
investigated the impact of land-surface patterns of different length scales, e.g. artificial chess-
board patters or prescribed surface fluxes, on the CBL and on boundary-layer clouds (Shen
andLeclerc 1995;Garcia-Carreras et al. 2011;Rieck et al. 2014; vanHeerwaarden et al. 2014).

Recently, several studies (Catalano and Moeng 2010; Langhans et al. 2012; Hanley et al.
2015; Stein et al. 2015) made use of operational NWPmodels [e.g. theWeather Research and
Forecast (WRF) model, the Consortium for Small Scale Modeling (COSMO) model, and the
Met Office’s Unified Model (UM)] in large-eddy simulation (LES) mode, i.e. operating with
grid-point distances between 50 m and 500 m and using three-dimensional (3-D) turbulence
parametrizations similar to those developed for large-eddy simulation (LES) models (e.g.,
the typical Smagorinsky schemes). Talbot et al. (2012) showed that simulations with the fine-
resolution WRF model in LES mode are optimum for resolving small-scale surface features
over heterogeneous surfaces.

In the past, less attention was paid to the influence of land-surface parameters, especially
their spatial resolution, on the CBL in large-eddy simulations. In order to find out the relevant
resolution, the following questions are addressed in this investigation: what is the impact of
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soil- and vegetation-related parameter resolutions on the simulated cloud-topped CBL? How
does this impact compare to that of areal-mean soil-moisture changes and enhanced soil-
moisture anomalies? How does the comparison of cloud fields depend on their considered
spatial resolution? To answer these questions, high-resolution (100-m grid spacing) real-
data model simulations with realistic heterogeneous surface conditions, typical for a central
European area, have been performed. In the experiments the resolution of soil- and vegetation-
related parameters was modified. In addition, the mean soil moisture was varied and patches
with enhanced/reduced soil moisture were implemented. The paper is structured as follows:
Sect. 2 describes the model set-up and gives an overview of the simulations performed.
Section 3 presents the sensitivity of the energy balance components, mean and turbulent
CBL conditions and cloud-cover distribution to the land-surface parameter modifications.
Finally, a summary and conclusions are given in Sect. 4.

2 Model Set-Up and Sensitivity Experiments

2.1 The COSMO Model in LES Mode

We use the COSMO model version 5.0 (Schättler et al. 2014), which is a fully compressible
non-hydrostatic model used for NWP as well as for scientific applications down to high
resolution. Here it is applied in a one-way nesting mode down to a resolution of 100-m
horizontal grid spacing. A hybrid coordinate system with 80 layers is used in the vertical
for all our experiments. The horizontal differencing is done on a rotated latitude/longitude
grid using an Arakawa C-grid and a generalized terrain following height coordinate. The
model is convection-resolving at this high horizontal resolution and therefore the convection
parametrization is not used. A third-order Runge–Kutta scheme is used for time integration
togetherwith a fifth-order advection scheme; For scalar advection a second-orderBott scheme
with Strang splitting is applied. The model is run with a complete physical parametrization
package including the radiation scheme of Ritter and Geleyn (1992). This scheme is based on
a delta two-stream version of the general equation for radiative transfer and considers three
shortwave and five longwave spectral intervals. Clouds, aerosol and water vapour are treated
as optically active constituents of the atmosphere and can therefore modify the radiative
fluxes by absorption, emission and scattering. A new treatment of ice particles has been
introduced as an extension of the original scheme. In order to allow for a rapid update of
newly formed clouds the scheme is called every 3 min. For microphysics a bulk scheme
considering rain, cloud water, cloud ice, graupel, and snow is applied. Initial and boundary
data are typically taken from a driving host model and by using a Davies-type formulation
for one-way nesting at the lateral boundaries, information from the driving model is fed to
the model continuously. This is in contrast to the periodic lateral boundary conditions often
used in a LES model. With these boundary conditions, we are able to simulate the CBL
in a more realistic set-up; e.g., we may have an inhomogeneous horizontal CBL, implying
that atmospheric variables at the inflow boundary can be quite different from those at the
outflow boundary. The occurrence of clouds is determined by liquid water content. The lower
boundary conditions for the atmospheric part of the model comprise the turbulent surface
fluxes, whose calculation requires knowledge of soil moisture and soil temperature. These are
determined with the Soil-Vegetation-Atmosphere Transfer multi-layer model, TERRA-ML
(Heise 2002), which describes various thermal and hydrological processes within the soil. To
link soil-texture with the corresponding hydraulic properties of the soil, we use regression
relationships (pedotransfer functions) for the determination of van Genuchten parameters
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(van Genuchten 1980) from fractions of silt, sand, clay, organic matter, and bulk density
according to Wösten et al. (1999). This allows calculation of the soil moisture depending
on nearly continuous soil properties (see, e.g., Smiatek et al. 2016) instead of using a few
soil-texture based soil types, as valid for the standard version of the TERRA-ML model
(e.g. Kohler et al. 2012). Thereby, the spatial averaging of the soil properties needed in our
investigation becomes possible.

A 3-D turbulence parametrization scheme after Herzog et al. (2002b) is used as in Fiori
et al. (2010). The parametrization of SGS turbulence is basically a prognostic turbulent kinetic
energy (TKE) scheme, taking into account the three spatial directions (Herzog et al. 2002b).
The turbulence diffusion coefficients of momentum and heat (Km and Kh respectively) used
in the 1.5-order closure to calculate the three-dimensional fluxes of momentum, heat, and
moisture, are defined as

Km = ΦmΛe1/2, (1)

Kh = ΦhΛe1/2. (2)

The functions Φm and Φh were derived using an extension of the Smagorinsky scheme as
proposed by Mason (1994) and Mason and Brown (1999), and depend mainly on the local
Richardson number. For more details, see Herzog et al. (2002a, b). The length scale Λ is a
function of horizontal as well as vertical grid size, while the TKE per unit mass, e, is retrieved
from a prognostic equation.

2.2 Model Set-Up

Initial and lateral boundary conditions of the atmospheric part of the model are obtained
from operational analyses of the COSMO-DE model. This is the operational convection-
permitting NWP model of the German Weather Service (DWD) with 0.025◦ (about 2.8 km)
grid-point distance (e.g. Baldauf et al. 2011). A first COSMO model simulation with 500-
m grid spacing is initiated at 0000 UTC on 5 May 2013 and the boundary conditions are
updated every hour. This day was selected from the High Definition Clouds and Precipitation
for Climate Prediction (HD(CP)2) observational prototype experiment (HOPE, e.g. Macke
et al. 2017; Maurer et al. 2016) because CBL clouds developed and the wind speed in the
CBL was small (about 3 m s−1). Thus large-scale advection should not dominate the impact
of surface fluxes on the CBL evolution. The model domain for the 500-m simulation contains
401 × 461 grid points and extends from 4.5◦E to 7.6◦E and from 49.6◦N to 51.9◦N. The
high-resolution simulation is nested into the domain with 500-m grid spacing with an update
frequency of 15min for the boundaries and has a horizontal grid spacing of 0.001◦ (about 100
m). The same settings for physical processes and turbulent diffusion are used in the 500- and
100-m simulations. Both simulations use a rotated coordinate system with the North Pole at
40◦N and 170◦W. The inner domain has 701×661 grid points horizontally and encompasses
a region (including the HOPE area) in north-western Germany from about 5.6◦E to 6.7◦E
and from 50.4◦N to 51.05◦N, i.e. 70 × 70 km2 (Fig. 1). The evaluation area is somewhat
smaller and stretches from 5.7◦E to 6.6◦E and from 50.45◦N to 51.0◦N. Of the 80 layers in
the vertical, used in both the 100- and 500-m simulations, 40 (30) layers are in the first 3000
(1500)m above groundwith the lowest at 10m. The separation of layers increaseswith height.

For orography, we use the high resolution Advanced Spaceborne Thermal Emission and
Reflection Radiometer (ASTER) dataset, which is available at a resolution of 30 m. Soil
parameter data with a resolution of about 1km are taken from the Harmonized World Soil
Database (HWSD, Nachtergaele et al. 2012). Information about land use is taken from the
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Fig. 1 Orography in m (colour coded), with black lines marking borders between Germany (D), Belgium
(B) and the Netherlands (NL) (a), LAI (b), initial soil moisture in the uppermost 10-mm layer (colour coded)
and overlayed fraction of sand (fs) for the ref simulation (c), initial soil moisture for the s100/sv100 (d), for
the desoi (e), and for the svmod (f) experiments with 100-m grid spacing

European Space Agency GLOBCOVER dataset with 300-m resolution. These data are pre-
pared with a preprocessor for use in the COSMO model, and is done separately for both
domains. For the initialization of soil moisture and soil temperature, the TERRA-ML model
was run in stand-alone mode starting at the beginning of March for the 100-m simulation
model domain, using the corresponding soil and vegetation parameters and orography dataset.
The TERRA-ML model run was forced by the COSMO-DE model analyses and precipita-
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Table 1 List of sensitivity experiments

Abbreviation Description

ref Vegetation and soil data with highest available resolution

v25 Vegetation averaged over 25 × 25 grid points

s25 Soil data averaged over 25 × 25 grid points

v100 Vegetation averaged over 100 × 100 grid points

s100 Soil data averaged over 100 × 100 grid points

sv100 Vegetation and soil data averaged over 100 × 100 grid points

vcon Vegetation averaged over the whole modelling domain

scon Soil data averaged over the whole modelling domain

svcon Soil and vegetation averaged over the whole modelling domain

svmod Six patches with increased and decreased soil moisture

desoi Soil moisture interpolated from COSMO-DE analysis data

tion observed by the DWD radar network. This allows more highly resolved soil-moisture
information than provided by the COSMO-DE model forecast; additionally, the soil mois-
ture is better adapted to the HWSD-derived soil parameters. For another simulation, we
interpolated the soil moisture of the COSMO-DE model forecast to the 100-m grid. These
data are used to investigate the effect of a different soil moisture content on CBL cloud
evolution.

2.3 Overview of Simulations

For the reference simulation (henceforth denoted as ref ), we used the highest available
resolutions for land use, vegetation and soil properties (see previous Section). The fraction
of sand, LAI, and the initial fields of volumetric soil moisture content in the uppermost layer
of 10 mm are shown in Fig. 1. The fraction of sand exceeds 40% in a substantial part of the
modelling domain (Fig. 1c). In the northern part of the domain, the orography is fairly flat
(about 100 to 200 m above mean sea level, m.s.l.) while it is hillier in the southern part (about
400 to 600 m above m.s.l.; Fig. 1a). The hilly area is covered mainly with forests, reflected
by higher LAI values (Fig. 1b). The soil moisture in the uppermost 10-mm layer ranges from
around 12% in the northern part to around 26% in some southern parts, and the soil moisture
increases with depth. The root-zone soil moisture has a similar but smoother distribution
than that in the uppermost layer (not shown). No mesoscale patches with pronounced higher
or lower soil moisture were present, because there was almost no precipitation during the
previous weeks (e.g. Maurer et al. 2016).

For the various sensitivity experiments performed for the 100-m simulation, we averaged
some or all of the soil and vegetation data over 25× 25 and 100× 100 grid point boxes and
over the whole modelling domain. Averages over the whole domain are henceforth denoted
as areal means. Table 1 summarises the various sensitivity experiments, noting that the initial
areal mean of individual land-surface parameters is the same in all experiments. For example
the areal mean of the initial soil moisture of the ref, s25, and s100 experiments is equal to the
initial soil moisture of the scon experiment. Overall, we performed the reference simulation
and 10 sensitivity experiments, with the land-surface properties divided into two groups. The
first is vegetation, which is represented in the TERRA-ML model as plant cover, LAI, root

123



The Impact of Land-Surface Parameter Properties and… 481

depth and albedo. In the second we cover all soil-related properties: the percentage of sand,
silt, clay and organic matter as well as soil moisture and soil temperature. The experiments
are denoted as follows: the 25 × 25 grid point (≈6.25 km2) soil/vegetation averages as
s25/v25, the 100 × 100 grid point averages (≈100 km2) as s100/v100 and the experiments
with uniform values as scon/vcon, respectively. For example, the resulting soil moisture
distribution for the s100 experiment is shown in Fig. 1d. When both quantities, i.e. soil and
vegetation, are averaged over 100×100 grid points we call the experiment sv100. In the svcon
experiment the land-surface parameters are constant for the whole domain. In an additional
experiment, the soil moisture in three 100×100 grid point boxes (arbitrarily distributed in the
model domain) is enhanced and reduced by 30%, respectively, in order to have pronounced
horizontal soil moisture gradients. By this, the soil moisture in the uppermost layer of 10-mm
ranges from 9 to 29%, i.e. the span is less than the one of the high-resolution soil moisture
field (ref ) but greater than the one with equal resolution (s100). These conditions should
represent soil-moisture anomalies as typically generated by convective precipitating systems
(e.g. Schwendike et al. 2010; Kohler et al. 2010; Khodayar et al. 2013). This experiment is
denoted as svmod and its soilmoisture distribution is shown in Fig. 1f. Finally,we interpolated
the soil moisture directly from the COSMO-DE model for one experiment and named it
desoi (Fig. 1e). As mentioned above, the initial areal-mean soil moisture is the same for
all experiments (18.5%) except for the desoi experiment, for which the areal mean value
is 20.8%.

The impact of averaging the soil and vegetation properties on the spectrum of the soil
and vegetation fields is analyzed applying fast Fourier transform (Fig. 2). Averaging soil and
vegetation properties results not only in the cut off of small-scale structures but also in a
reduction of the spatial amplitudes (Fig. 2c,d). For example, the soil-moisture amplitude is
about 23% (max = 27.5%, min = 4.9%) in the ref simulation, 19% (max = 26%, min =
7.3%) in the s25 experiment, and 16% (max = 25%, min = 9%) in the s100 experiment.
This also becomes visible in the meridional cross-sections of the LAI distribution in the
ref, v25, and v100 simulations and of the soil-moisture distribution in the ref, s25, and s100
simulations (Fig. 2a, b). Reducing the land-surface parameter differences betweenmesoscale
structures also reduces their ability to generate secondary circulations. The heterogeneity
length scale and span of land-surface parameter values are also identified by Huang and
Margulis (2013) as relevant factors for cloud-cover evolution. Figure 2d also includes the soil-
moisture spectrum for the svmod experiment. The implementation of areas with pronounced
soil-moisture anomalies (amplitude of 20%) with side lengths of 10 km produces an increase
of the spectral energy at the corresponding wavelengths compared to the ones of the ref, s25,
and s100 simulations (Fig. 2d).

3 Results

A surface anticyclone with one centre over northern France and the other one over the Baltic
States (not shown) dominated the conditions in the investigation area on 5 May 2013, so that
a moderate south-westerly flow with wind speeds≈3ms−1 is present in the CBL. The centre
of the accompanying upper level ridge is positioned over western Scandinavia so that south-
south-westerly flow prevailed above the CBL. With this, a horizontal potential temperature
gradient of about 4K(100km)−1 and a specific humidity gradient of 1gkg−1 (100km)−1

from north-north-west to south-south-east was present in the boundary layer of the model
domain. Cumulus clouds formed in the course of the day.

123



482 L. Gantner et al.

(b)(a)

1.05N 0.95N 0.85N 0.75N 0.65N 0.55N
0

1

2

3

4

L
A

I

ref
v25
v100

1.05N 0.95N 0.85N 0.75N 0.65N 0.55N
10

15

20

25

30

so
il 

m
o

is
tu

re
 (

%
)

ref
s25
s100
svmod

(d)(c)

10-1100101102

 (km)

100

101

102

103

104

105

 S
p

ec
tr

u
m

 o
f L

A
I

ref
v25
v100

10-1100101102

 (km)

101

102

103

104

105

106

 S
p

ec
tr

u
m

 o
f 

so
il 

m
o

is
tu

re
ref
s25
s100
svmod

Fig. 2 Values of LAI (a) and soil moisture (b) for the ref, v25, v100 and ref, s25, s100, and svmod simulations,
respectively along a south-north cross-section at 5.82◦E (see Fig. 1). Spectra of LAI for the ref, v25, and v100
simulations (c) and of soil moisture for the ref, s25, s100, and svmod simulations (d)

3.1 The Surface Energy Balance Components

The areal-mean energy balance components of the ref simulation are shown in Fig. 3a. At
1200 UTC, the net radiation, Q0, attains a value of 589 Wm−2, and a large proportion of the
available energy is manifest as the sensible heat flux, H0, which is about 270 Wm−2, so that
the Bowen ratio β = 1.43. The sensitivity experiments, where the land-surface parameters
are averaged (i.e. the s25, s100, scon, v25, v100, vcon, sv100, and svcon experiments) or
modified (svmod experiment), exhibit very similar time series (not shown). For example, at
1200 UTC in the svcon experiment, Q0 = 591Wm−2, H0 = 279Wm−2 and β =1.45 and
in the svmod experiment, Q0 = 592Wm−2, H0 = 280Wm−2 and β = 1.5 (Fig. 3c). As
a result the mean heat supply into the atmosphere in these sensitivity experiments is only
slightly higher than in the ref simulation. Only in the desoi experiment is a considerably lower
amount of available energy transferred into sensible heat (at 1200 UTC, H0 = 226Wm−2)
so that β = 0.95 (Fig. 3c).

Although considerable differences for the areal-mean surface fluxes only occur for the
desoi experiment, spatial differences can be found for all sensitivity experiments . The his-
togram in Fig. 3b illustrates the frequency distributions of H0 in the model domain at 1200
UTC exemplarily for the ref, svcon, svmod and desoi simulations. In the ref simulation,
the values of H0 vary between about 175 and 350Wm−2, with H0 ≈ 270Wm−2 at the
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majority of the model grid points. The experiment with completely uniform land-surface
conditions (svcon experiment) exhibits a reduction in spatial variability; grid points with
lower flux values (H0 between 200 and 250Wm−2) are reduced while more grid points
with H0 = 250 to 300Wm−2 appear (Fig. 3d) so that more grid points have values close
to the areal mean (Fig. 3b). The impact of orography and clouds mainly prevents a uniform
distribution of H0 in the svcon experiment at noontime, as seen from inspection of the spatial
sensible-heat-flux pattern (Fig. 3f). In the svmod experiment, the implemented soil-moisture
anomalies produce several additional small peaks in the H0 distribution, e.g. at its lower
(around 130 Wm−2) and higher (about 400 Wm−2 and 470 Wm−2) range (Fig. 3b, d). In
total, the areal-mean sensible heat flux is 10 Wm−2 higher than in the ref simulation. In the
desoi experiment, the histogram shows a shift of the H0 maximum by about −50 Wm−2

compared to the ref simulation (Fig. 3b, d), due to the higher soil moisture. The width of the
distribution is slightly narrower than for the ref simulation. The same characteristics hold for
E0 distributions (not shown). These inner-domain flux characteristics affect the mean and
turbulent CBL conditions as well as the cloud distributions, as can be seen below.

3.2 The Mean CBL Conditions

The vertical profiles of areal-mean specific humidity, q , and potential temperature,Θ at 1000,
1200 and 1400 UTC show that the mixed-layer top rises from about 900 m up to about 1500
m between 1000 UTC and 1400 UTC (Fig. 4a, c). The CBL-capping inversion covers a layer
of several hundreds of metres. In the mixed layer, the specific humidity does not increase
significantly with time but is mixed over higher layers during the course of the day. Cumulus
clouds form in this growing part of the CBL where q increases; the liquid water content,
lwc, reaches its maximum at 1200 UTC (Fig. 4a, c).

The areal-mean differences of specific humidity, Δq , between the various sensitivity
experiments and the ref simulation in the mixed layer at 1200 UTC range from about
Δq = −0.03 g kg−1 for the svcon experiment to Δq = +0.17 g kg−1 for the desoi exper-
iment (Fig. 4b). The areal-mean potential temperature differences, ΔΘ , span from about
ΔΘ = +0.1K for the svcon experiment to about ΔΘ = −0.3K for the desoi experiment
(Fig. 4d). In the surface layer, the deviations of q and Θ are often somewhat greater. Large
Θ and q differences are seen also between heights of 1500 to 1800m, i.e. in the capping-
inversion layer; e.g. areal-mean Δq is up to +0.11 g kg−1 for the svcon experiment and up
to ± 0.13 g kg−1 for the desoi experiment (Fig. 4b). The potential temperature differences,
ΔΘ , range from about ΔΘ = −0.17K for the svcon experiment to about ΔΘ = +0.38K
for the desoi experiment (Fig. 4d), due to the different CBL depths. Negative/positive peaks
of ΔΘ correspond to a higher/lower CBL depth compared to the ref simulation. Thus, in the
svcon experiment the mixed layer is warmer and dryer and the CBL is deeper than in the ref
simulation, while in the desoi experiment the mixed layer is colder and moister and the CBL
is about 200 m shallower than in the ref simulation. These different mean CBL conditions
are ascribed to the corresponding surface conditions. For example, the deeper and warmer
CBL in the svcon experiment is assigned to the higher sensible heat fluxes (see Sect. 3.1)
while the lower and colder CBL in the desoi experiment is due to the lower sensible heat flux
(Fig. 3b).

3.3 The Turbulent CBL Characteristics

Turbulent characteristics in the CBL are investigated based on the spatial standard deviations
of potential temperature, σΘ , specific humidity, σq , and vertical velocity, σw (Fig. 5).
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Fig. 3 Time series of the areal-mean net radiation, Q0, sensible, H0, and latent heat flux, E0, and Bowen
ratio, β, for the ref simulation (a). Histogram showing the distribution of H0 in the ref, svcon, svmod, and
desoi simulations in the model domain at 1200 UTC (b). Time series of the areal-mean Bowen ratio, β, for
the ref, s25, v25, s100, v100, scon, vcon, sv100, svcon, svmod, and desoi simulations (c). Histogram showing
the distribution of H0 differences between the svcon-ref, svmod-ref and desoi-ref simulations in the model
domain at 1200 UTC (d). Spatial distribution of the sensible heat flux for the ref simulation (e) and for the
svcon experiment (f) at 1200 UTC

As is clear from Fig. 4, the profiles of σΘ and σq exhibit maxima at the top of the CBL and
within the cloud layer, respectively, while in the sub-cloud layer the values are considerably
smaller (Fig. 5a, b). These results are consistent with previous studies (e.g. Caughey 1982;
Garratt 1994), turbulence measurements (Maurer et al. 2016) and large-eddy simulations
(Heinze et al. 2017) for the HOPE campaign. In the mixed layer, the sensitivity experiments
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(b)(a)

(d)(c)

Fig. 4 Profiles of specific humidity, q, potential temperature, Θ , and liquid water content, lwc, at 1000,
1200, and 1400 UTC (a, c) in the ref simulation as well as the humidity Δq and temperature ΔΘ differences
between the various sensitivity experiments and the ref simulation at 1200 UTC (b, d)

with uniform land-surface conditions (scon, svcon) produce somewhat higher σΘ values
(ΔσΘ = +0.12K, Fig. 5c, d). Compared to the ref simulation, LAI and soil moisture values
in the scon and svcon experiment are lower in the southern and higher in the northern part
of the model domain (Fig. 2). This larger-scale feature determines the spatial distribution
of the sensible heat flux (Fig. 3f) and produces a corresponding larger-scale temperature
gradient in the mixed layer (warmer in the south and colder in the north), which results in
higher ΔσΘ values compared to the ref simulation. Large differences between the various
sensitivity experiments exist at the CBL top and in the inversion layer (Fig. 5b, d). These are
due to the different CBL depths and stronger convection in the CBL.

The σw profiles for the various sensitivity experiments (Fig. 5e) all show the typical
vertical structure with maxima in the lower part of the CBL (Lenschow et al. 1980) and then
σw values decreasing until about 1500m; σw remains nearly constant up to about 1800m and
then decreases at higher levels. The occurrence of higher σw values within the cloud layer is
in agreement with observations (e.g. Lenschow et al. 2012). The simulated maximum values
of about σw = 1.5m s−1 also agree with observations performed on that particular day in
the model domain (not shown). The enhanced turbulence is assigned to latent heat release in
conjunction with cloud formation. The greatest difference between the various σw profiles
exists for the desoi experiment (Fig. 5f). The σw values are lower than for the other sensitivity
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(b)(a)

(d)(c)

(f)(e)

Fig. 5 Profiles of the spatial standard deviation of the specific humidity, σq (a), potential temperature, σΘ (c),
and the vertical velocity, σw (e), and the corresponding differences between the various sensitivity experiments
and the ref simulation (b, d, f). All profiles are for 1200 UTC. The two horizontal black lines mark the top
and bottom of the cumulus-cloud layer

experiments because of the reduced sensible heat flux (Fig. 3b), i.e. there is less surface-based
buoyancy-driven turbulence.

Additional insight into the σw differences generated in the various simulations is provided
by the vertical velocity spectra (Fig. 6a), determined from north-south and east-west oriented
sequences of w at 1200 UTC at about a height of 600 m, i.e. approximately in the middle
of the sub-cloud layer (Fig. 5e). The spectra of the ref, svmod and desoi simulations are
representative of different sensitivity experiments. The spectra show that the wavelength, λ,

123



The Impact of Land-Surface Parameter Properties and… 487

(b)(a)

100101102

 (km)

10-2

10-1

100

(m
2  s

-2
)

-2/3desoi
ref
svmod

k 
S

1.21.31.41.51.61.71.81.92
 (km)

0.3

0.4

0.5

0.6

0.7

0.8

0.9

k 
S

 (
m

-2
 s

-2
)

09

10

11

12

13

14

15

Fig. 6 Spectral density, k S, of the vertical velocity component derived from north-south and west-east
oriented sequences at about 600 m for the ref, svmod and desoi simulations at 1200 UTC (a). The −2/3 slope
in the inertial subrange is additionally indicated in the diagrams of the spectra. Dots mark the maxima of k S.
Maximum spectral densities and corresponding wavelength of the ref simulation at a height of about 600 m
for various times (b)

at which the maximum energy occurs ranges from about λ = 2km in the desoi experiment to
about λ=1.7km in the ref simulation (Fig. 6a). At this time, the spectral density, k S, reaches
its maximum, e.g. k S ≈ 0.9m2 s−2 in the ref simulation (Fig. 6b). The spectral density
of the desoi experiment, especially at greater wavelengths (λ > 20 km), is somewhat lower
than for the other two experiments (Fig. 6a). This indicates that the lower σw values in the
desoi profile (Fig. 5e) are mainly due to a smaller contribution of spectral density at greater
wavelengths. Turbulence spectra also show that a large part of the turbulent energy is resolved
at the energy-containing scales. For wavelengths corresponding to about 10Δx , i.e. 1km and
lower, the decrease of energy is much too large compared to the theoretical −2/3 slope in
the inertial sub-range. This is related to the 5th-order advection scheme, see Shin and Hong
(2013) and Ricard et al. (2013).

3.4 Cloud Cover

3.4.1 Mean Differences

In order to assess the impact of land-surface parameter resolution on clouds, the areal-mean
cloud cover is compared between simulations. Figure 7a shows the areal-mean cloud cover of
the ref simulation and the areal-mean differences between the various sensitivity experiments
and the ref simulation. In the ref simulation the cumulus clouds develop in the morning (at
about 0900 UTC) and a maximum cloud cover of about 11% is reached between 1200
and 1300 UTC. In the afternoon, the cloud cover decreases continuously and clouds nearly
vanish at about 1600 UTC. A representative example of the cloud field and the cloud-size
distribution is given for 1200 UTC for the ref simulation (Fig. 8). About 400 cloud objects
with a length dimension (the square root of the cloud area) of ≈0.1 km are simulated in
the modelling domain (Fig. 8b). The largest clouds are 2.5 km wide. This decrease in cloud
amount with increasing cloud length is typical of observed cumulus cloud fields (Plank 1969;
Hozumi et al. 1982). The comparison of the sensitivity experiments with the ref simulation
reveals that most (s25, v25, s100, v100, sv100, vcon, and svmod experiments) show nearly no
difference in areal-mean cloud cover (≤1%, Fig. 7a). Slightly less clouds develop in the scon,
svcon and svmod experiments than in the ref simulation for most of the time. Only the desoi
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(b)(a)

(c)

Fig. 7 Areal-mean cloud cover of the ref simulation (bold black line) for thewhole domain and the differences
(Δ clouds) of the various sensitivity experiments to the ref simulation (a). RMSD calculated from the various
sensitivity experiments and the ref simulation (b). Relative differences of clouds of the various sensitivity
experiments to the ref simulation (c)

experiment with the colder and more humid CBL produces a considerably higher amount
of clouds (about +4% at 1200 UTC). The desoi experiment produces about 30–40% more
clouds than the ref simulation in the early afternoon (Fig. 8c) relative differences, i.e. after
normalization with the cloud cover of the ref simulation. In all other sensitivity experiments,
the relative differences are considerably smaller.

This implies that the land-surface parameter resolution has a small impact on the evolution
of the areal-mean cloud cover for those experiments for which the values of the areal-mean
land-surface parameters at initiation time are equal. In these experiments, only small differ-
ences in the areal-mean net radiation and turbulent fluxes develop in the course of the day.
However experiments with less clouds, e.g. svcon, have a (slightly) higher net radiation, a
higher sensible heat flux, and a warmer CBL, which is unfavourable for cloud development.
On the other hand, the increase of the areal-mean soil moisture from 19% in the ref simulation
to 21% in the desoi experiment, produced a considerably higher areal-mean cloud cover.

3.4.2 Spatial Differences

For the assessment of the spatial differences of cloud cover between the various simulations,
the root-mean-square deviation (RMSD) is calculated based on the differences between the
cloud cover of the various sensitivity experiments and the ref simulation (Fig. 7b). The time
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(b)(a)

Fig. 8 Cloud distribution for the ref simulation at 1200 UTC (a). Cloud-size distribution (b) derived from
the cloud field shown in (a)

series of the RMSD values for most of the cases are very similar, and the maximum RMSD
≈38% appears at noon. The RMSD value of the desoi-ref experiment is somewhat higher
than for the other ones (about 41%). To understand these spatial differences of the cloud-
field distributions, the difference fields of cloud cover for three sensitivity experiments with
pronounced deviations (svcon, desoi, and svmod experiments) are shown in Fig. 9a, c, e.
These difference fields suggest that small displacements of the clouds between the different
experiments contribute considerably to the large RMSD values, a contribution known as the
“double penalty” effect. Spectral analyses of the cloud-difference fields using fast Fourier
transform reveal a characteristic or dominant wavelength of about 3km for this displacement
(not shown). The difference fields also indicate thatmostly positive values prevail in the desoi-
ref experiment (Fig. 9c) while in the svmod-ref experiment, patterns exist where negative or
positive values dominate (Fig. 9e).

Small displacements of clouds between the different experiments of the order ofO(1 km)

are related to the stochastic nature of convection. Cloud-cover differences on the order of
O(10 km), however, are more relevant for most applications. To make those mesoscale pat-
terns visible between the different cloud fields, the original cloud-cover fields are low-pass
filtered by applying a filter wavelength of 10km. The resulting difference fields for the svcon-
ref, desoi-ref, and svmod-ref experiments are shown in Fig. 9b, d, f and reveal the following:
(i) In the svcon-ref difference field, higher cloud cover occurs mainly in the north-north-
western part while lower cloud cover can be found in the south-south-eastern part. The
values are less than ±15%. This pattern coincides roughly with the different H0 pattern of
the ref simulation and svcon experiment (Fig. 3e, f): in the svcon experiment, lower/higher
H0 values in the north-north-western/south-south-eastern part of the model domain produce
lower/higher CBL temperatures and more/less clouds compared to the ref simulation. (ii)
The desoi-ref difference field shows that more clouds occurred almost throughout the model
domain (up to about 20% in some regions). This is consistent with the soil moisture being
mostly larger in the whole model domain in the desoi experiment (Fig. 1c, e). (iii) The
svmod-ref difference field indicates distinct spatial patterns, especially in the northern part
where the orography is nearly flat (Fig. 1a). The length of the generated stripes of cloud-cover
differences is several tenths of kilometres and they are oriented along the mean west-south-
westerly wind direction. The width of the stripes is of the order of 10 km. Obviously, they are
initiated over the downwind sides of implemented soil-moisture anomalies with higher/lower
cloud cover downstream of patches with reduced/enhanced soil moisture. Inspection of the
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Fig. 9 Differences of cloud distribution for the svcon-ref (a), desoi-ref (c), and svmod-ref (e) simulations
(positive/negative values shown in blue/red), and corresponding low-pass filtered (cut-offwavelength= 10km)
difference fields, respectively (b, d, f). All fields are for 1200 UTC

different parameters shows that patches with a lower soil moisture are accompanied by a
higher surface sensible heat flux and vice versa (Fig. 10a). As a result, thermally-induced
circulations are generated, causing strong divergence/convergence over and downstream of
patches with a reduced/enhanced surface sensible heat flux (Fig. 10a, b). The highest con-
vergence/divergence occurs preferentially over the transition zones from lower to higher and
higher to lower soil moisture, respectively.

The areal-meandifferences of cloud cover (Fig. 7) aswell as the differencefields (Fig. 9a, c,
e) indicate that the cloud-cover differences are influenced by land-surface parameters, but that
the cloud-cover difference depends on the spatial resolution considered. We use the RMSD
to quantify the amount of cloud-cover difference at different resolutions. To realise different
spatial resolutions,we applied a low-passfilterwith various cut-offwavelengths to the original
cloud fields. The dependencies on the spatial resolution were calculated for the sensitivity
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Fig. 10 Surface sensible heat flux and near-surface horizontal wind vector (a) and near-surface divergence
for the svmod experiment (b). Data are averaged from 0900 UTC to 1500 UTC. The divergence field is low
pass filtered with a cut-off wavelength of 10 km

experiments at 1200 UTC, i.e. when the RMSD reaches maximum values (Fig. 7b). In order
to provide the results in a more general form, we additionally normalized the RMSDwith the
corresponding areal-mean cloud cover of the reference simulation (Fig. 7a). The normalized
RMSD is denoted RMSDn . The RMSDn for all cloud-cover differences, i.e. independent
of the land-surface parameter resolution, decreases continuously with the increase of cut-
off wavelength (Fig. 11). Applying cut-off wavelengths of λ < 1 km does not result in a
considerable decrease in RMSDn ; the strongest decrease can be found between λ ≈ 1 km
and 5km. For λ < 1 km, the RMSDn > 3, i.e. it is still greater than the areal-mean cloud
cover itself. This is because the displacements of individual clouds between the different
sensitivity experiments, related to the stochastic nature of convection, dominate the RMSDn

at this high spatial resolution. Recall that the dominant wavelength for the displacement of
individual clouds is found to be λ ≈ 3 km. Thus, at scales ≤ 3 km, the predictability for
the location of clouds is low in a deterministic sense. For λ > 5 km, i.e. after crossing this
critical wavelength, RMSDn < 1 and considerable deviations between the various curves can
be found. With respect to the various sensitivity experiments, the desoi experiment shows
the largest RMSDn values at all wavelengths and remains >0.4. This is associated with the
generally higher cloud cover in the whole model domain (Fig. 9d). Cloud patterns generated
by secondary circulations, as valid for the svmod experiment (Fig. 9f), still result in higher
RMSDn values at larger wavelengths (e.g. 5km< λ < 30 km) but nearly diminish for cut-off
wavelengths of λ > 30 km. Sensitivity experiments with uniform land-surface parameter
distributions (e.g. the scon and svcon experiments), which also resulted in mesoscale cloud-
cover differences (Fig. 9b), show slightly higher RMSDn values for about 5km< λ < 30 km.
The lowest RMSDn values can be found when the land-surface parameter resolution is only
slightly lower than for the ref simulation (e.g. for the s25 and v25 experiments). No cloud-
cover difference is generated on a scale of several kilometres so that the RMSDn value for
λ = 10 km is already about 0.25.An increase of the heterogeneity-length scale and a reduction
of the span of land-surface parameter values caused by averaging mainly compensate each
other concerning the effects on cloud cover.

4 Summary and Conclusions

Sensitivity testswith theCOSMOmodel inLESmode (Δx = 100m) are performed to investi-
gate the impact of changes in the resolution and absolute values of soil- and vegetation-related
parameters on a cloud-topped boundary layer. The model is run in a real-data environment
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Fig. 11 Normalized RMSD (RMSDn ) for the different cloud-cover deviations between the various sensitivity
experiments and the ref simulation at 1200 UTC as a function of the cut-off wavelength

(soil moisture, land-use, orography, large-scale atmospheric conditions) in contrast to many
existing studies using LES in an idealized set-up. Themodel domain encompasses a rural area
in the Lower Rhine region (HD(CP)2 investigation area) and is about 70 km× 70 km in size.
Here we find typical central European values for soil moisture and LAI. The region is charac-
terized by flat to moderate orography. For the sensitivity tests 5 May 2013, a day within the
HD(CP)2 observing period, is chosen, a day, when the wind speed in the CBL is small (about
3m s−1) so that the surface fluxes can be assumed to dominate the boundary-layer turbulence.
A high-resolution soil moisture dataset is generated by performing a stand-alone simulation
with the TERRA-MLmodel, which is driven by COSMO-DE analyses and precipitation data
from the DWD radar network. In this dataset the soil moisture in the uppermost 10mm ranges
from about 28–5% in the investigation area, with lower values in its northern and higher val-
ues in the southern part. In the reference simulation (ref ), the soil- and vegetation parameters
with the highest available resolution are used. For one set of sensitivity tests, the soil- and
vegetation parameters are spatially-averaged over about 2.5km × 2.5km, 10km × 10km
and over the whole model domain. Spatial averaging leads to damping of the land-surface
parameter amplitudes (e.g. the soil-moisture amplitude reduces from about 23% in the ref
simulation, to 19% in the s25 experiment, to 16% in the s100 experiment). Additionally, one
experiment with six modified soil moisture patches with 10km×10km in size is performed
(svmod experiment). In these patches the soil moisture is increased and decreased so that the
soil-moisture amplitude is about 20%, which is less than for the ref simulation but more than
for the sensitivity experiment with the same resolution (s100). For all these simulations, the
land-surface parameters have identical areal-mean values at initialization time. Finally, one
experiment (desoi) is initiated with the soil moisture from COSMO-DE analysis data. For
this experiment, the areal-mean soil moisture is about 21% compared to 19% in the other
experiments.

As the initial areal means of the various land-surface parameters are equal for all simula-
tions, except for the desoi experiment, the differences between the areal-mean energy balance
components of these experiments are small. Consequently, the reduction in the land-surface
parameter resolution does not modify the areal-mean potential temperature and specific
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humidity in the mixed layer considerably. The largest deviations of the areal-mean CBL
conditions are found for the desoi experiment, in which the CBL is colder, more humid and
shallower. This is attributed to the higher soil moisture that led to higher/lower latent/sensible
heat fluxes (lower Bowen ratio) compared to the other experiments. Moderate deviations in
the CBL exist for the experiments with homogeneous land-surface conditions (e.g. svcon
experiment). Spatial differences within the model domain are related to the magnitude of the
land-surface anomaly. Considerable mesoscale secondary circulations are found when the
soil moisture in some 10km×10km sized areas is modified by ±30% (svmod experiment)
compared to the initial soil-moisture values in the sv100 experiment. Convergence/divergence
over and on the downwind side of patches with enhanced/reduced sensible heat flux develops.
As the reduction of land-surface parameter resolution simultaneously reduces the magnitude
of the anomalies, secondary circulations could not be observed in the other experiments.

Clouds develop in the upper part of the CBL in the morning hours in all simulations, with
a cloud cover of about 11% reached around noon. Concerning the whole model domain,
relative deviations of the areal-mean cloud cover between the sensitivity experiments and the
ref simulation around noon are less than 10%. The only exception is the desoi experiment
where about 30%more clouds are found than in the ref simulation. To assess the deviations of
cloud cover on different scales, the RMSD value between the various sensitivity experiments
and the ref simulation is calculated. The RMSD, normalized by the areal-mean cloud cover
of the ref simulation, is designated as RMSDn . To derive cloud-cover deviations for different
spatial resolution, the cloud cover is low-pass filtered with different cut-off wavelengths.
In general, RMSDn decreases continuously with an increase of the cut-off wavelength. For
λ < 1 km, RMSDn > 3, i.e. is greater than the areal-mean cloud cover itself. This is related
to the stochastic nature of convection so that we can attribute the contribution of this effect
to the RMSDn as “noise”. The strongest decrease can be found between λ ≈ 1 km and 5km,
and for the most “relevant” range of λ > 5 km, RMSDn < 1. In this range, the cloud-cover
deviations are produced by secondary circulations, i.e. they depend on the magnitude and
extension of soil-moisture anomalies (as seen for the svmod experiment). Furthermore, the
desoi experiment shows the largest RMSDn values at all wavelengths. This is because the
cloud cover is generally higher in the whole model domain, implying that the absolute value
of soil moisture has a significant influence on the cloud cover. The lowest RMSDn values can
be found when the land-surface parameter resolution is only slightly lower (e.g. in the s25
and v25 experiment) than in the ref simulation. In that case, the RMSDn for λ > 10 km is
already <0.25.

Within this study we investigated the impact of land-surface parameter resolution on the
cloud-topped boundary layer. This was motivated by the question as to whether we need
these parameters on scales of a few hundred metres when applying LES? We found only a
minor impact of resolution (land-surface parameter averaging) on cloud-cover differences
whenwe compare it on scales of tenths of kilometres or larger. One reason is that averaging of
high-resolution land-surface parameters, which gives an increase of the heterogeneity length
scale, simultaneously reduces the amplitude of heterogeneity. Thereby, two effects mainly
compensate each other concerning the impact on cloud cover. Increasing the amplitude of
heterogeneity artificially causes secondary circulations, so that clear differences of cloud
cover on the 10-km scale are present. In this case, the differences disappear when averaging
over the whole model domain. In our investigation area, homogeneous land-surface parame-
ters result in considerable surface-flux and boundary-layer differences on the half size of the
domain, resulting in corresponding cloud cover differences. These differences disappear also
for the whole-domain average. Considerable cloud-cover fraction differences for the whole
domain only remain for the sensitivity experiment with an overall enhanced soil moisture. As
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the results are obtained for a typical European rural landscape, where land-surface parameters
do not differ considerably as for other climate zones or as often applied in idealistic model
simulations, the conclusions are especially valid for such environments.
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