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Abstract The Campbell CSAT3 sonic anemometer is one of the most popular instruments
for turbulence measurements in basic micrometeorological research and ecological appli-
cations. While measurement uncertainty has been characterized by field experiments and
wind-tunnel studies in the past, there are conflicting estimates, which motivated us to con-
duct a numerical experiment using large-eddy simulation to evaluate the probe-induced flow
distortion of the CSAT3 anemometer under controlled conditions, and with exact knowledge
of the undisturbed flow. As opposed to wind-tunnel studies, we imposed oscillations in both
the vertical and horizontal velocity components at the distinct frequencies and amplitudes
found in typical turbulence spectra in the surface layer. The resulting flow-distortion errors
for the standard deviations of the vertical velocity component range from 3 to 7%, and from 1
to 3% for the horizontal velocity component, depending on the azimuth angle. Themagnitude
of these errors is almost independent of the frequency of wind speed fluctuations, provided
the amplitude is typical for surface-layer turbulence. A comparison of the corrections for
transducer shadowing proposed by both Kaimal et al. (Proc Dyn Flow Conf, 551–565, 1978)
and Horst et al. (Boundary-Layer Meteorol 155:371–395, 2015) show that both methods
compensate for a larger part of the observed error, but do not sufficiently account for the
azimuth dependency. Further numerical simulations could be conducted in the future to char-
acterize the flow distortion induced by other existing types of sonic anemometers for the
purposes of optimizing their geometry.
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1 Introduction

The eddy-covariance method has been well established to measure the energy and matter
exchange between the surface and the atmosphere. Sonic anemometers are at the core of those
micrometeorological measurement systems, whose accuracy is, therefore, crucial for any
researchonbiosphere-atmosphere interactions. Fluxes of energy,water, andCO2 are currently
measured at several hundred long-term FLUXNET sites around the world (Baldocchi 2014)
for which the CSAT3 anemometer (Campbell Scientific Inc., Logan, Utah, USA) is one
of the most popular instruments within this network. The CSAT3 anemometer has been
commercially available for more than 20 years, and has become the standard instrument of
several national networks, e.g., ChinaFLUX (Yu et al. 2006), TERENO (Zacharias et al.
2011) and NEON (SanClements et al. 2014).

The accuracyof commonlyused sonic anemometers is nevertheless still discussed, because
a reference calibration is not readily available. Transducer-shadow effects or more general
probe-induced flow distortion are suspected to be larger than what was previously thought
(Kochendorfer et al. 2012), where non-orthogonal sonic arrays are found to be particularly
prone to flow distortion (Frank et al. 2013). However, the magnitude of the error found for
the CSAT3 anemometer differs considerably between different studies, with reports ranging
from 3% to 14% for the vertical component of velocity fluctuations (Kochendorfer et al.
2012; Mauder 2013; Frank et al. 2013; Horst et al. 2015). As this situation is unsatisfactory,
we wish to revisit older theoretical analyses to shed more light on this issue.

Wyngaard (1981) developed the first theory on probe-induced flow-distortion effects in
which linear effects dominate, with second-order effects neglected. The theory was vali-
dated by wind-tunnel experiments, which showed that transducer-shadow effects are directly
proportional to the ratio of the transducer diameter d to the sonic path length L (Kaimal
1978; Wyngaard and Zhang 1985), indicating that for d/L < 0.05, the resulting attenuation
<10%. The increased theoretical understanding led to the development of improved instru-
ments that minimize flow distortion. For example, the transducer diameter d is to be as small
as possible, with its shape aerodynamically optimized (Hanafusa et al. 1982), the sensor
should be as vertically symmetrical as possible (Wyngaard 1988), and the support structure
should be minimized (Dyer 1981; Kaimal et al. 1990). Wyngaard (1981) also pointed out
that great care should be taken to avoid cross talk between the three velocity components
because a potential-flow correction during post-processing is not possible. Kaimal (2013)
gives a chronological account of the conception of sonic anemometry and the development
of non-orthogonal anemometers.

These considerations led to the design of an optimized sonic-anemometer array, the so-
called UW probe developed at the University of Washington (Zhang et al. 1986), which has
three non-orthogonal intersecting acoustic paths tilted 60◦ from the horizontal plane, while
supported only from behind. The 60◦ angle was chosen because it facilitates a more accurate
determination of the vertical velocity component than does a 45◦ angle. This novel geometry
became a model for the CSAT3-anemometer design, resulting in less flow distortion for
than for previously available sonic anemometers, while being particularly optimized for the
measurement of vertical fluxes (Foken and Oncley 1995).

Two possibilities to evaluate the error of sonic anemometers have included wind-tunnel
studies (e.g. Kaimal and Gaynor 1983; Christen et al. 2001; Wieser et al. 2001), and side-by-
side field intercomparison experiments (e.g. Dyer et al. 1982; Mauder et al. 2007; Tsvang
et al. 1985), both of which have advantages, but also weaknesses. While wind-tunnel tests
are conducted with steady flow under quasi-laminar conditions, the instruments are typically
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Evaluation of Probe-Induced Flow Distortion of Campbell... 11

deployed in the atmospheric boundary layer, where they experience a wide spectrum of
turbulent fluctuations. As flow distortion depends on the turbulence intensity (Wyngaard
1981), wind-tunnel-based flow-distortion corrections tend to overestimate the truemagnitude
of flow distortion (Högström and Smedman 2004).

Field intercomparisons are conducted under real-world conditions. Sonic anemometers
have been available for about 50 years, and it was the initial interest of the pioneers of
this technique to compare the instruments under natural conditions within the so-called
international turbulence comparison experiments (Miyake et al. 1971; Tsvang et al. 1973;
Dyer et al. 1982; Tsvang et al. 1985), where the optimal anemometer design was the
focus of research. Because of influences of the sensor and nearby devices on the degree
of flow distortion (Dyer 1981), it was decided that the instruments should be installed per-
pendicular to the mean flow at a suitable distance from each other to help minimize this
problem. Experimental sites at Tsimlyansk (Russia, 1970 and 1981) and Conargo (Australia,
1976) were considered to be ideal for such studies due to their horizontal homogeneity.
The basic assumption for such comparisons was a homogeneous measuring field to ensure
nearly identical turbulent characteristics for all instruments. Unfortunately, the anemome-
ters compared then are no longer actively used. Hence, a comparison experiment following
these assumptions with most of the available sonic anemometers was realized in Califor-
nia in the summer of 2000 (Mauder et al. 2007). Another possibility is the comparison
of differently oriented sonic-anemometer arrays to detect flow distortion (Kaimal et al.
1990; Horst et al. 2015). Traditionally, only turbulence statistics are compared between
different instruments, because sensors do not sample the same realization of the turbu-
lence field due to the separation between sensors necessary to avoid cross-contamination.
Recently, different sonic anemometers were placed within one integral length scale, i.e. with
a separation of less than 2 m (Kochendorfer et al. 2012), to compare even instantaneous
turbulence.

In any event, field intercomparisons always have the difficulty of defining an absolute
reference or etalon, since it is only possible to compare one instrument with another. Nev-
ertheless, good agreement in different statistics measured by two instruments independently
over the same surface increases the confidence in the measurements. Such experiments are,
therefore, very useful in characterizing the precision of sonic measurements. For example,
if sonic anemometers are to be deployed at different sites at a later date, it is important to
know at what scale differences are able to be detected. However, even with good agreement
between two instruments, both could potentially be equally inaccurate (Horst et al. 2015).

A third possibility will be explored here, which returns to the idea of an etalon havingwell-
known characteristics, while being stable for long time periods. For past field intercomparison
experiments, the etalon was realized by using the same instrument in different comparison
experiments (Mauder et al. 2007; Goodrich et al. 2016). In the following, the characteristics
of a sonic anemometer are determined numerically by large-eddy simulation (LES), where
a series of numerical simulations of the flow around a sonic anemometer with oscillating
winds will be conducted. Within this model set-up, the undisturbed wind velocities can also
be determined. The results aim to answer the following questions:

• How large are the measurement errors that arise from probe-induced flow distortion?
• Are the measurements of the vertical velocity component w and horizontal velocity

component u equally affected by flow distortion?
• To what extent does the flow distortion error differ with varying azimuth and angle-of-

attack?
• How does the frequency of wind-speed fluctuations affect the flow-distortion error?
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12 S. Huq et al.

Fig. 1 A CSAT3 sonic anemometer

We consider such a numerical experiment as an important step towards a true comparability
betweendifferent anemometers, and thus complementing thefindings fromexperiments in the
real world. For this study, the CSAT3 sonic anemometer (Campbell Scientific Inc., Logan,
Utah) was selected, because the construction details and all software calculations in the
firmware were readily provided upon request by the manufacturer. Figure1 shows a CSAT3
sonic anemometer deployed at a field site. However, the same analysis can be conducted for
any other sonic-anemometer model in principle. As a first step, the flow-distortion issue is
addressed for fixed mean wind speeds and fixed frequencies for the horizontal and vertical
wind components. Here, the focus is on the frequency dependence of the flow distortion. In
a planned second study, the simulation will be extended to natural turbulence spectra.

2 Methods

2.1 LES in OpenFOAM�

OpenFOAM� is an open source C++ library for solving the partial differential equations
commonly encountered in continuum mechanics (Weller et al. 1998). The LES models
in OpenFOAM� have also been employed to simulate atmospheric boundary-layer flows
(Schlegel et al. 2012). The OpenFOAM� version 2.3 is used here to solve the governing
equations on a co-located unstructured mesh by the finite-volume method. An algebraic
Smagorinsky model is employed to model the subgrid-scale fluxes (Fureby et al. 1997). The
discretized equations are integrated in time by an implicit second-order backward scheme.
As the fluid is assumed to be incompressible, the PISO (Pressure Implicit with Splitting of
Operator) algorithm is used for handling the velocity-pressure coupling (Issa 1985).

For each case, the total simulated time is 70 s. The velocity field in the flow domain is
initialized with a uniform value of zero, with a prescribed time-varying inlet velocity. The
spin-up time of 10s corresponds to one period of oscillation of u for the X and Y cases
described below, which is sufficient for the initial wake around the anemometer to develop.
The data required for computing the turbulent statistics are recorded for the next 60 s of
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Evaluation of Probe-Induced Flow Distortion of Campbell... 13

the simulation. The discretized equations are integrated in time in fixed steps of 2 × 10−4 s
such that the maximal Courant–Friedrichs–Lewy number is always maintained below a value
of 1.

2.2 Mesh Generation

Themesh generation is a critical step in the analysis that directly influences the accuracy of the
simulation.While the domain size and the resolution of themesh are the key factors, the use of
a larger domain and smaller mesh spacing results in a higher computational cost. Tomake this
investigation computationally feasible, we neglect the fact that the anemometer is usually
situated within the inertial sublayer, which relaxes the need for a larger domain typically
required for a fully-developed wall-bounded flow. Furthermore, not having to resolve the
wall reduces the number of grid points. Consequently, the flow in vertical (z) and spanwise
(y) directions is assumed to be periodic. The numerical wind tunnel is 1m long in all three
directions, and the origin of the domain is set to coincide with the intersection point of the
three transducer path lengths. For cases with a 90◦ azimuth angle, the domain is extended by
0.2m on one side of the spanwise direction to maintain the distance between the anemometer
structure and the periodic boundary. The input signals for u and w are prescribed at the inlet
for the streamwise (x) direction. A constant pressure boundary condition is applied at the
outlet. The domain extent in the streamwise direction is sufficient as the magnitude of the
velocity at the inflow is always positive, and an appropriate boundary condition is applied at
the outlet. The domain extent in the vertical and spanwise directions is also sufficient, since
the streamwise flow dominates and the periodic boundaries are placed sufficiently far away
from the anemometer structure.

The smallest spatial resolution required is dictated by the diameter of the transducer pin.
Since the pin is only 6.4mm in diameter, a mesh spacing of at most 3mm is needed in the
vicinity of that surface to satisfactorily resolve the geometry. In the coarsest region, the mesh
spacing is 12.5 mm, followed by the first refinement region, where the spacing is 6 mm. The
finest resolution at the surface of the anemometer is between 1mm and 2.5 mm. A constant-
flux layer is assumed in the first cell adjacent to the anemometer surface. The refinement
regions in the domain and the resolution around the transducer surface are shown in Fig. 2.
Four different meshes were generated for different azimuth angles. Additional meshes for
angle-of-attacks of 5◦ and 25◦ at a 0◦ azimuth angle were also generated. The unstructured
mesh containingmostly hexahedral cells and some polyhedral cells is generated using amesh
generation tool in OpenFOAM� (the so-called snappyHexMesh utility). The meshes meet
the common quality requirements for cell aspect ratio and non-orthogonality.

2.3 Simulation Set-Up

Thewind velocity and the frequency for the horizontal and vertical components were selected
to be close to typical values found in the field. Therefore, the model spectra by Kaimal et al.
(1972) were used to find values in the inertial subrange close to the energy maximum. For
an arbitrary measurement height of 2m, the mean horizontal wind speed ū was chosen as
2ms−1 with a sinusoidal variation of peak amplitude uamp = 1ms−1 and a frequency of
ufreq = 0.1Hz; the mean vertical wind speed w̄ was set to zero with a sinusoidal variation of
peak amplitude wamp = 0.5ms−1 and a frequency of wfreq = 1.0Hz (case Y). The relevant
positions within the turbulence spectra are shown in Fig. 3. In addition, we also conducted
simulations where both u and w have the same frequency of oscillation (0.1 Hz, case X), as
well as a set of simulations with a constant wind speed and no oscillations, which is similar
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14 S. Huq et al.

Fig. 2 Mesh cross-section at the centre of the domain for the anemometer at a zero azimuth angle. Regions
of domain refinement (left), and the mesh near the surface of the transducer (right), are shown. Only two
of the six transducer pins are visible in the left sub-panel. While creating a cross-section of the unstructured
three-dimensional mesh, some spurious lines are formed in the resulting two-dimensional mesh, although
these artefacts do not exist in the computational domain

Fig. 3 Position of the chosen simulation characteristics (black filled circle) for the horizontal component of
the velocity u and the vertical component of the velocity w in comparison with the model spectra (modified
after Kaimal et al. 1972)

to wind-tunnel studies (case Z). The oscillating velocity components of case Y are shown in
Fig. 4.

Simulations for all three cases X, Y and Z were conducted for four different azimuth
angles (0◦, 30◦, 60◦ and 90◦). For case Z, we also varied the angle-of-attack three times (0◦,
5◦ and 25◦), together with the angle-of-attack that is changing constantly due to the imposed
oscillations for the X and Y cases. The input parameters for the 28 simulations are listed
in Table1. The cases are coded such that the first character indicates the sinusoidal input
signal, with the following two digits signifying the azimuth angle, and the last two digits
representing the angle-of-attack.
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Fig. 4 Time series of u and w at the inflow along with their mean for case Y

Table 1 Overview of all
simulation parameters describing
the azimuth angle and the mean
angle-of-attack realized by
variations of the oscillating
inflow signal (X- and Y-cases and
Z0000) and by rotating the
anemometer in the model domain
(all other Z-cases)

Case Azimuth
angle (◦)

Angle-of-attack (◦) Sine inflow signal

X0000 0 0 ū = 2ms−1

X3000 30 0 w̄ = 0

X6000 60 0 ufreq = 0.1Hz

X9000 90 0 uamp = 1ms−1

wfreq = 0.1Hz

wamp = 0.5ms−1

Y0000 0 0 ū = 2ms−1

Y3000 30 0 w̄ = 0

Y6000 60 0 ufreq = 0.1Hz

Y9000 90 0 uamp = 1ms−1

wfreq = 1.0Hz

wamp = 0.5ms−1

Z0000 0 0 ū = 2ms−1

Z0005 0 5 w̄ = 0

Z0025 0 25 uamp = 0

Z3000 30 0 wamp = 0

Z3005 30 5

Z3025 30 25

Z6000 60 0

Z6005 60 5

Z6025 60 25

Z9000 90 0

Z9005 90 5

Z9025 90 25
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16 S. Huq et al.

(a) (b)

(c) (d)

Fig. 5 Spectral density of the u and w velocity components for cases: a X0000, b X9000, c Y0000, and d
Y9000

The spectra derived from the virtual sonic anemometer measurements are shown in Fig. 5.
The peaks of the respective input signals at 0.1 and 1 Hz can clearly be identified. However,
it is interesting to note that part of the turbulent kinetic energy has already been transferred to
smaller eddies along the turbulence cascade, even though the distance from the left boundary
of the simulation domain is only 0.5 m. This is indicated by an inertial subrange starting at
frequencies of about 0.5Hz for the X cases (Fig. 5a, b) and at about 2Hz for the Y cases
(Fig. 5c, d). For the Y cases, harmonics in the turbulence cascade region of the horizontal
component can also be observed. One can also see that there are some minor differences in
the spectra depending on the azimuth angle, which is 0◦ for the two left subpanels (Fig. 5a,
c) and 90◦ for the two right subpanels (Fig. 5b, d).

In fact, when rotating the set of three transducer pins 60◦ in the xy-plane, and turning the
anemometer upside down (z → −z), the latter effectively exchanging the orientation of the
upper three pins for that of the lower three pins, the configuration of the transducer is identical
to the orientation before rotation. Therefore, we expect the response of the flow to behave
similarly for azimuth angles that differ by 60◦, at least if the inflow does not change under the
operation z → −z. For the Y cases, the input velocity has no preferred directionality along
the z-axis, because the w-frequency is 10 times higher than the u-frequency and the inflow
u and w signals are effectively decoupled. Note that the locus of the input velocity shown in
Fig. 6b remains unchanged when the sign of w is reversed. For the X cases, however, w and
u have the same frequency and vary in phase, which means that a positive w is correlated
with higher wind speeds, and negative w with lower wind speeds. Therefore, the locus of
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(a) (b)

Fig. 6 Locus of input flow speed l m s−1 for case X (a) and case Y (b)

the input velocity for the X cases becomes different when the sign of w is reversed under
the operation z → −z. Hence, we cannot expect the results for ϕ and ϕ + 60◦ to behave
similarly for the X cases.

2.4 Virtual Measurement

The flow distortion by the sonic anemometer is studied by analyzing the velocity fluctuations
recorded by a virtual probe inside the simulation domain. The vertical distance between
the tips of the lower and upper transducers is 0.1 m. The distance between a matching
pair of transducers, i.e. the path length, is 0.12 m. For each pair of transducers, velocity
measurements are collected at 11 points along the acoustic path over a length of 0.115 m. In
the first cell adjacent to the surface of the anemometer the turbulence is parameterized in an
LES, due to the lack of resolved turbulence in this region of the flow, the data collected there
are unreliable. The virtual path length is accordingly shortened by 2.5mm on either side.
The 33 values from the three virtual paths are averaged to arrive at a single instantaneous
value for u, v and w. The virtual probe collects data at 100Hz, which is then re-sampled by
block averaging to 20Hz during post-processing, corresponding to the typical frequency for
recording field measurements.

The referencemeasurement for the velocity (i.e. the measurement of the undisturbed flow)
is assessed by three differentmethods. The first is by replicating the virtual probe, but offset by
0.3m from the anemometer in the spanwise direction (AddProb). The data are presumed to be
reliable there since the grid spacing in the reference region is approximately the same as in the
transducer path length. One alternative method is to perform separate reference simulations
on a structured grid without the anemometer being present in the domain (RefSim). Another
alternative method is to directly take the input signal as the reference with which to compare
the virtual measurements (InFlow). The influence of the different measurement concepts was
tested (see Sect. 4.2) and the InFlow reference was found to be the most appropriate here.

3 Results

3.1 Qualitative Analysis

Thewakebehind the transducers and the supporting structure in the toppart of the anemometer
is illustrated in Fig. 7, where for a dominant streamwise velocity component, the wakes of the
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18 S. Huq et al.

Fig. 7 An illustration of the wake behind the transducers by means of a cross-section of the instantaneous
u-velocity component in m s−1 at an arbitrary z-level for the case Y0000 at time = 63 s. The anemometer
geometry is superimposed for clarity

Fig. 8 Instantaneous u-velocity component at the cross-section in the middle of the domain for the case
Y0000, time = 63 s, as in Fig. 7; the wind velocity components are u = 2.95ms−1 and w = 0. Only two of
the six transducer pins are visible. A stagnation area in front of the transducers and a recirculation area to the
rear side are observed. The wake behind the anemometer is inclined downwards as a result of negative values
of w prescribed in the earlier timesteps

transducers and the supporting structure do not interact. The pulsating velocity of the inflow
means that the flow strikes the anemometer at a different angle-of-attack at each timestep,
as under naturally turbulent conditions. In Fig. 8, the wake behind the anemometer is tilted
downwards due to the non-zero angle-of-attack of the flow, where a recirculation region
immediately behind the transducer is also seen. Just above the bottom transducer pin, there is
a region of increased flow speed, which will affect the anemometer measurements. Although
the instantaneousw-velocity component in themeasurement volume of the sonic anemometer
is exactly zero in Fig. 8, the wake downwind of the instrument moves below the instrument,
because this area of the simulation domain is still influenced by the negativew values applied
earlier as the input signal. The downwind wake, which is clearly resolved by our LES, can be
considered as being fully turbulent. The second largest structural elements, i.e. the supporting
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Fig. 9 Isosurface (at 66Hz) of the magnitude of instantaneous vorticity coloured by the velocity magnitude
|U | in m s−1 (blue to red). The background image shows the vorticity magnitude |ω| in Hz (white to red, but
only the yellow part is visible outside of the isosurface). This figure shows the case Y0000 at time = 63 s,
as in Fig. 7. Only one measurement path is fully visible (upper-left transducer to lower-right transducer);
the other two visible transducers are both frontal parts belonging to two different measurement paths. The
corresponding transducers at the back are not visible at this viewing angle. The structure of the vortices is
discussed in Sect. 4.1

arm along with the spherical joint that connects the three transducers at the top and bottom
respectively, cause vortex shedding. However, the wakes generated by the transducer pins,
which are much smaller in diameter than the rest of the anemometer structure, appear to be
at least partly of a laminar character far downwind, because no fluctuations are visible there.
However, thewake region immediately near the pins is certainly turbulent. These observations
are confirmed by the vorticity plot in Fig. 9, where the swirls are distorted to some extent by
the oscillating input signal. It is noteworthy that the flow in the actual measurement volume
appears to be largely undisturbed, with flow distortion only visible in those grid cells of the
measurement path that are very close to the transducer pin.

3.2 Quantitative Analysis

As expected, the mean vertical velocity component is measured accurately for almost all
simulated cases, as depicted in Fig. 10. Furthermore, the mean u-component agrees well
with the input signal for all the X and Y cases, and those Z cases with zero angle-of-attack.
Unexpectedly, the error of the mean u-component is larger for constant flow speeds with a
5◦ angle-of-attack than with a 25◦ angle-of-attack.

For flux measurements, the accuracy of the mean velocities is almost irrelevant because
the average is always subtracted when calculating a covariance. Only turbulent fluctuations
must be captured accurately as is evident from the analysis of the standard deviations of the
velocity components (Fig. 11). In our simulations, the relative error of the u-component is
generally less than 4% and less than 7% for the w-component, but varying with the azimuth
angle. While part of the difference between the relative errors of u and w arises from their
different normalizations, because the standard deviation of u is larger than that of w, the
absolute error of the standard deviation of w is also larger than that of u (not shown). The
smallest errors of the w-component, which is critical for measurements of vertical fluxes,
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Fig. 10 Mean flow speed measured by the virtual sonic anemometer for the u-component (ū) and for the
w-component (w̄). The triangles indicate the corresponding component of the input signal for reference. The
x-axis shows the different simulated cases listed in Table1

Fig. 11 In the top subpanel, the virtual CSAT3-measurements of velocity fluctuations are compared with the
input signal for reference by plotting the standard deviations of u (σu ) and w (σw). In the bottom subpanel,
the relative error of the virtual standard deviation measurements (REσu and REσw) is shown. Labels X and Y
denote cases with a different frequency of oscillation; the trailing digits in the label indicate the azimuth angle
of the anemometer

occurs for azimuth angles of 0◦, becoming only 3% for the X case with w-oscillations of
0.1Hz, and 5% for the Y case with 1-Hz oscillations.

4 Discussion

We align our discussion of the results along the concepts of internal and external validity
(Campbell and Stanley 1963), which were originally proposed for experiments in the area of
social sciences, but may also be useful here to emphasize the significance of the numerical
experiment. If an experiment is not internally valid, we cannot say that the observed results
have a causal relationship with the input parameters. If an experiment is not externally valid,
results cannot be said to hold outside of the experimental setting, and thus, even if internally
valid, they are still irrelevant outside the experiment (Jiménez-Buedo and Miller 2010).
The relationship between internal and external validity is often described as a trade-off in
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which laboratory experiments typically have the highest internal validity, but lowest external
validity, and pure observational data collected in the field have the lowest internal validity,
but highest external validity (Roe and Just 2009).

4.1 Internal Validity of the Wake Regions

We investigate, firstly, the degree to which the wake regions have been resolved. The
anemometer consists of different structural components, each of which leads to the gen-
eration of a wake. As seen in Fig. 8, the wake of the transducer pin has a different appearance
compared with the wake of the support arm and the wake of the central structure on the
right. To discuss the wake behind an immersed structure, we need to first introduce the
Reynolds numbers (Re) related to the individual components, while restricting our analysis
to one transducer pin, the support arm on the top, and the central structure on the right side,
with diameters (D) of 6.4, 15.9 and 100 mm, respectively. With a kinematic viscosity of
ν = 1.5× 10−5 m2 s−1 and the mean wind speed of ū = 2m s−1, the Reynolds numbers are
850, 2100 and 13,333, respectively, where Re = ūD/ν. The latter value is above the critical
Reynolds number for turbulent flow. Following Williamson (1996), for the two larger values
(Re > 1000), the turbulent wake region behind the cylinder consists of von Kármán vortices
interspersedwithmany other turbulent elements. For the transducer pin, we, therefore, expect
a regular von Kármán vortex street. Hence, the pulsating flow in the x-direction may lead to
vortex shedding, depending on the orientation of the structural element. However, we have
to take into account that the central structure on the right is not entirely cylindrically shaped,
and the support arm is actually alignedwith themean flow direction in the case of a zeromean
angle-of-attack. From the oscillating flow in the z-direction, we expect no vortex shedding
because of the zero mean vertical velocity.

In addition, the pulsating inflow leads to the further complication that, in theory, the vortex
street interacts with the harmonic perturbation on the mean inflow. For oscillating cylinders
in steady flow, Karniadakis and Triantafyllou (1989) found that the interaction between the
vortex street and the oscillation depends on the ratio of the oscillation frequency to the
vortex-shedding frequency ( fs), and the ratio between the amplitude of the oscillation and
the diameter of the cylinder. The oscillation frequency at the inflow is 1Hz atmost here, where
the frequency of vortex shedding is estimated from the Strouhal number, St = Dfs/ū, which
is approximately 0.2 forRe < 104 (Sakamoto and Haniu 1990), leading to fs = 50Hz for the
anemometer pins. Therefore, the ratio of the frequencies here is 1/50. To determine the ratio
of the length scales, we adapt the case of the oscillating cylinder to our case of a pulsating
inflow. Changing the frame of reference, the amplitude of the oscillating cylinder is obtained
from the amplitude of the velocity fluctuation (1m s−1) divided by the angular frequency
(6Hz) of the pulsating inflow, yielding the ratio of the length scales of about 0.15/0.01. As
both the frequency and length-scale ratios are significantly different from unity, there cannot
be a significant alteration of the wake by the low-frequency unsteady inflow.

By taking a closer look at Fig. 9, we notice the vortices detaching from the turbulent wake
at the upper arm, while we do not observe a von Kármán street in the wake of the transducer
pin, which also appears smoothed in Fig. 8. Therefore, although it is possible that the mesh
in front of the supporting structure is not fine enough to resolve the individual von Kármán
vortices in the wake behind the transducers, the average behaviour of the wake has been
adequately resolved, even though the individual turbulent elements are not. Furthermore,
the wake from the transducer pins only crosses the measurement paths for large angles-of-
attack. Although the drag coefficient could alter slightly when the von Kármán vortices are
resolved, this cannot significantly change the conclusions of the study, especially since the
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drag coefficient actually drops when a laminar boundary layer develops into a von Kármán
street. Hence, for the same mean velocity, the drag will be even smaller in the case of the
resolved von Kármán street due to its lower drag coefficient.

4.2 Internal Validity of the Virtual Measurements

Naturally, the internal validity of the presented virtual measurements is high, because the
experiment is conducted completely under controlled conditions as it is purely numerical.
Any unwanted external disturbances common to experiments in the field are excluded, with
measurement errors thereby reduced to the numerical precision of the simulation. Neverthe-
less, the design of the virtual sonic anemometer measurement, i.e. the exact definition of
the sampling points and the sampling interval, may have an influence on the resulting flow-
distortion error. Moreover, while the choice of the reference measurement will influence the
resulting error estimate, it is uncertain by how much.

We first consider the importance of the exact location of the virtual measurements within
the acoustic paths. As described above, we have placed 11 virtual probes in each of the three
sonic paths of the anemometer to mimic the actual volume-averaging sampling of the real
anemometer. The space between two virtual probes is defined to be larger than the local grid
resolution to avoid the same grid cell being sampled twice, resulting in the sampling of every
second grid cell within the measurement paths, whereby there are more than 20 grid cells
along a path of 0.115m at a grid resolution of 0.006 m. Since the qualitative analysis showed
that the flow in the measurement volume is rather homogeneous, the 11 virtual probes are
sufficient because the sampling points are equidistant and the area in the direct vicinity of the
transducer pin is well represented. However, if the two sampling points at the ends of each
virtual measurement path were to not be taken into account appropriately, the resulting error
in the measurement of the standard deviation would even have the opposite sign (data not
shown). The opposite sign appears due to mass conservation as the flow slightly speeds up at
the centre of the measurement volume as it circumvents the bluff body of the anemometer.
Directly next to the transducer pin, the flow is reduced due to drag.

The other question concerns the best reference for calculating themeasurement error, or in
otherwords, the exact definition of the etalon, for whichwe tested three different possibilities:

(a) a separate reference simulation (RefSim),
(b) additional virtual probes (AddProb),
(c) the prescribed input signal (InFlow).

The difference between a, b, and c are quite small (Table2), and each has advantages and
disadvantages. The RefSim reference has the advantage that the position of the virtual mea-
surement in the simulation domain is the same, but the mesh is inevitably slightly different,
with high computational costs. The AddProb reference has advantages in that the distance
from the left domain boundary is the same and no additional simulation is necessary, but it
is uncertain to what extent the addition probes are really undisturbed. This is especially a
problem for the 90◦ azimuth angle, since a larger computational domain is required to pre-
vent the wake penetrating the periodic spanwise boundary. The InFlow reference also does
not require any additional simulation; the signal is certainly undisturbed, but the turbulent
cross-talk between the u and w velocity components along the 0.5-m distance between the
left boundary and the anemometer position are not reflected. We chose the InFlow reference
for the presentation of the results in Sect. 3, because the comparison with the RefSim results
shows that the mismatch in measurement position of 0.5m in the flow direction is not critical.
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4.3 External Validity

Our LES simulation can be assumed to have a higher external validity than wind-tunnel
studies, becausewe applied a pulsating inflowwithfluctuations oriented in both frequency and
amplitude at conditions typical for the inertial sublayer of the atmospheric surface layer,where
flux measurements are usually conducted. To assess the external validity of our simulations
further, our results are compared with other studies with the aim of characterizing the probe-
induced flow distortion of the CSAT3 anemometer.

Friebel et al. (2009) show that the CSAT3 anemometer has no significant error of the
mean wind speed with the exception of the wind sector of 160◦–200◦, which is in very good
agreement with our results. Furthermore, the error of u-fluctuations is found to be about
twice as large for the zero azimuth as for the other flow angles, which is also reported by,
e.g., Li et al. (2013), who, as a consequence, propose a different planar fit for the wind sector
corresponding to the ±30◦ azimuth.

From a field experiment with two horizontally-mounted RM Young 81000 sonic
anemometers as reference instruments, Kochendorfer et al. (2012) determine an error esti-
mate of 14% for the standard deviation of the w-component as measured by a tilted CSAT3
anemometer, which is much larger than both our findings, as well as that from all previous
field intercomparison experiments, where the CSAT3 anemometer was even chosen as the
reference on account of its minimal flow distortion (Foken and Oncley 1995; Loescher et al.
2005; Mauder et al. 2006, 2007). Therefore, we interpret this discrepancy between the error
estimate of Kochendorfer et al. (2012) and our results as an indication that the experimental
design of the former study was flawed, as previously pointed out by Mauder (2013).

Frank et al. (2013) compared two vertically-mounted CSAT3 anemometers with two
horizontally-mounted CSAT3 anemometers to conclude that the horizontally-mounted
CSAT3 is less influenced by flow distortion for measuring vertical fluxes. This is confirmed
by our results also showing the relative error of the standard deviation of w being approx-
imately twice as large as the relative error for the standard deviation of u. While we agree
with this aspect of their study, it is not clear how the error ofw′T ′

s can be larger than the error
of standard deviation of w (σw). While the error of w′T ′

s may theoretically be smaller than
that of σw, provided the time series of the w-component is affected by spikes uncorrelated
with the time series of Ts , a larger error of the flux implies an additional error in the mea-
surement of Ts . Indeed, Horst et al. (2015) demonstrate that flow distortion can also affect
the sonic temperature measurement, which may explain these differences in σT s . Neverthe-
less, the experimental design of Frank et al. (2013) has the disadvantage that the sensors are
placed within the roughness sublayer over a forest, where the turbulence is heavily affected
by coherent structures and the instantaneous angle-of-attack can be very large, especially as
their site is also sloped. Moreover, the flow is often dominated by coherent structures during
stable stratification, resulting in larger angles-of-attack than that tested here.

For the standard deviation of the w-component, Horst et al. (2015) report a relative error
of between 3 and 5%, which is almost the same as our error. We suspect the error from our
numerical experiment is slightly larger because the turbulence intensity is not quite as large as
in the field, wheremore intense turbulence tends to weaken flow-distortion effects.Moreover,
it is interesting that Horst et al. (2015) find the error to be independent of measurement
height and stability, implying that the frequency of turbulent fluctuations does not influence
measurement error, at least within the range usually found in atmospheric boundary-layer
flows. Hence, Horst et al. (2015) also confirm our finding that the flow-distortion error is not
systematically different between the X and Y cases, although the w-frequency differs by one
order of magnitude.
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Table 2 Relative errors of the virtual standard deviation measurement of the w-component in % for three
different possibilities of defining the “true” velocity. In addition, the relative errors based on the InFlow
reference are provided after applying the corrections of Kaimal (1978) and Horst et al. (2015)

Case REσw (RefSim) REσw (AddProb) REσw (InFlow) REσw,Kaimal REσw,Horst

X0000 3.13 3.20 3.48 1.95 0.37

X3000 5.98 6.07 6.32 3.35 2.72

X6000 6.33 6.39 6.67 2.68 2.56

X9000 7.16 7.32 7.50 5.14 3.97

Y0000 4.93 4.62 4.97 3.13 1.44

Y3000 6.91 6.59 6.95 4.3 3.46

Y6000 5.18 4.87 5.21 1.93 1.7

Y9000 6.78 6.57 6.82 4.48 3.13

4.4 Flow-Distortion Correction

The concept of transducer-shadow effects in sonic anemometry actually goes back to the
ground-breaking work of Kaimal (1978), see also Kaimal et al. (1990), where a linear depen-
dence of the transducer-shadow effect on the ratio between the path length and transducer
diameter was found (which is about 18 for the CSAT3), and

vm =
{

v
(
0.84 + 0.16θ

75

) ; 0◦ ≤ θ ≤ 75◦
v; 75◦ ≤ θ ≤ 90◦ (1)

Here, vm is the measured velocity component obtained from each acoustic path separately,
and θ is the instantaneous angle between the velocity vector and the respective acoustic path.
Furthermore, Horst et al. (2015) similarly suggested

vm = v (0.84 + 0.16 sin θ) , (2)

which depends on the sine of the flow angle. We applied both corrections (Eqs.1, 2) to the
high-frequency data of our virtual measurements and the results are presented in Table2.
Accordingly, the error of the standard deviation of thew-component indeed becomes smaller
after applying the corrections proposed in the literature. Both corrections reduce the error of
σw by about 1–3%, while the Horst-correction is slightly larger and, therefore, closer to the
reference value of our simulations. However, neither of the two corrections fully compensates
for the error in σw .

In the fundamental literature concerning the optimal design of the sonic anemometer
(Wyngaard and Zhang 1985; Zhang et al. 1986; Wyngaard 1988), the importance of mini-
mizing flow distortion of the vertical component of the wind velocity is stressed, because the
spectrum of the vertical component has its maximum typically at frequencies of about one
magnitude larger than the horizontal component (Fig. 3). It is especially important to min-
imize artificial cross-contamination between these two wind velocity components because
such an error cannot be compensated by wind-tunnel-based corrections (Wyngaard 1988).
Such problems can be diagnosed by analyzing the correlation coefficient between the hori-
zontal and vertical wind velocity components. However, this correlation coefficient for the
momentum flux is in general much lower than for scalar fluxes (Kaimal and Finnigan 1994;
Arya 2001), which underlines the statistical independence between the low-frequency fluc-
tuations of the horizontal wind speed and the high-frequency fluctuations of the vertical
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wind speed. Therefore, the instantaneous wind velocity changes very rapidly in time, which
disagrees with the angle-of-attack concept originating from experiments with a constantly
tilted instrument in a steady-state flow (van der Molen et al. 2004; Nakai et al. 2006; Nakai
and Shimoyama 2012). Our results also show that angles-of-attack larger than 5◦ indeed
lead to large flow-distortion errors for the mean wind speed, but this error becomes much
smaller as soon as oscillations are superimposed on the flow. Obviously, the latter case is
closer to conditions in the field. Moreover, no angle-of-attack dependent correction is found
to be necessary for the measurement of fluctuations, which is in agreement with Horst et al.
(2015).

Finally, in considering the different values of REσw for the different azimuth angles, the
Y-cases, Y0000 and Y6000 behave similarly, as do Y3000 and Y9000, while the X cases do
not show the 60◦ symmetry. As mentioned in the methods section, this can be expected from
the symmetry of the transducer structure and the inflow signal, because the input velocity
has no preferred directionality along the z-axis for the Y-cases. Hence, REσw for a Y case
with azimuth angle ϕ is comparable with REσw for ϕ + 60◦. Grare et al. (2016) also report
a similar azimuth dependence of the flow-distortion error for the CSAT3 anemometer based
on field and wind-tunnel data.

5 Conclusions

As expected, our study confirms that probe-inducedflowdistortion of theCSAT3 anemometer
causes a dampening of both horizontal and vertical wind velocity components for all the
azimuth angles and mean angles-of-attack that were tested. This overall dampening effect is
caused by the drag in the first few millimetres of the measurement path in the direct vicinity
of the sonic transducer, while the velocity magnitude in the centre of the measurement
path is often even increased. Furthermore, our experiment confirms that probe-induced flow
distortion is much smaller for unsteady wind velocities than under constant flow conditions.

Whether these fluctuations occur at frequencies of 1 or 0.1Hz is of minor importance.
Hence, the errors reported here can be considered as being spectrum-independent to some
extent, forwind fluctuations of amagnitude typical for surface-layer turbulence (O(1m s−1)).
Hence, neither stability nor measurement height influences the flow-distortion error signif-
icantly, which is in agreement with the Horst et al. (2015). Our findings also explain why
wind-tunnel-based experiments with quasi-laminar flow conditions typically result in larger
flow-distortion errors than field intercomparisons, and why wind-tunnel-based corrections
are not transferable to turbulence measurements in the field.

We found that the CSAT3 anemometer has an improved accuracy for the measurement of
fluctuations of the u-component than of the w-component, implying that the flow distortion
could be reduced if the instrument were rotated by 90◦, which is in agreement with the results
from a field comparison of vertically- and horizontally-mounted CSAT3 anemometers (Frank
et al. 2013).Whenmounted vertically, the probe-induced dampening effect is of 3–7% for the
w-fluctuations, depending on the azimuth angle, while it is only 1–3% for the u-fluctuations.
However, the regular vertical orientation probably results in a higher precision of the w-
measurement.

The results for REσw are larger than the difference between different instruments of the
samemodel found during field intercomparisons (Mauder et al. 2007).Hence, if the numerical
experiment is chosen as the etalon, then a systematic error of about 5% would need to be
added to the results of in situ comparisons. Reconsidering the findings ofMauder et al. (2007)

123



26 S. Huq et al.

for σw, the agreement of the CSAT3 anemometer with some models would improve (ATI-K,
R.M. Young), but become worse with others (Solent-HS, USA-1, NUW).

The transducer-shadowing correction proposed by Horst et al. (2015) reduces the mag-
nitude of the observed probe-induced dampening effect, but it does not reflect the azimuth
dependence of this error. A remaining flow-distortion error translates directly into an under-
estimation of scalar fluxes, such as the fluxes of sensible heat, latent heat, and CO2, and this
error will be as large as the error for σw , assuming that the scalar measurement does not
produce any additional flow distortion due to the presence of gas analyzers.

Large-eddy simulation has been successfully applied to characterize the flow distortion of
a popular sonic anemometer. Similar studies may be conducted for other sonic-anemometer
models in the future. Moreover, large-eddy simulation may also be used to optimize the
structural design of sonic anemometers or to develop new correction algorithms.
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