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Abstract TheQuickUrban& IndustrialComplex (QUIC) atmospheric transport, and disper-
sion modelling, systemwas evaluated against the Joint Urban 2003 tracer-gas measurements.
This was done using the wind and turbulence fields computed by the Weather Research and
Forecasting (WRF) model. We compare the simulated and observed plume transport when
using WRF-model-simulated wind fields, and local on-site wind measurements. Degrada-
tion of the WRF-model-based plume simulations was cased by errors in the simulated wind
direction, and limitations in reproducing the small-scale wind-field variability. We explore
two methods for importing turbulence from the WRF model simulations into the QUIC
system. The first method uses parametrized turbulence profiles computed fromWRF-model-
computed boundary-layer similarity parameters; and the second method directly imports
turbulent kinetic energy from the WRF model. Using the WRF model’s Mellor-Yamada-
Janjic boundary-layer scheme, the parametrized turbulence profiles and the direct import of
turbulent kinetic energy were found to overpredict and underpredict the observed turbulence
quantities, respectively. Near-source building effects were found to propagate several km
downwind. These building effects and the temporal/spatial variations in the observed wind
field were often found to have a stronger influence over the lateral and vertical plume spread
than the intensity of turbulence. Correcting the WRF model wind directions using a single
observational location improved the performance of the WRF-model-based simulations, but
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using the spatially-varying flow fields generated frommultiple observation profiles generally
provided the best performance.

Keywords Quick Urban and Industrial Complex modelling system · Transport and
dispersion · Weather Research and Forecasting model

1 Introduction

The Quick Urban & Industrial Complex (QUIC) atmospheric dispersion modelling system
computes three-dimensional (3D) wind fields and plume transport and dispersion around
buildings. It is designed to fill an important gap between extremely rapid but overly simpli-
fied flat-earth analytical models typically employed by the emergency response community
and the high fidelity but computationally expensive computational fluid dynamics (CFD)
codes (Brown et al. 2013). The QUIC system’s empirical diagnostic wind solver, QUIC-
URB, is based on the concept developed by Röckle (1990). The 3D mean wind field is
initialized using one or more vertical profiles of wind speed and direction that can either be
directly measured or an extrapolation from a single measurement point. The velocities are
determined in horizontal planes between all of the profile locations using a two-dimensional
Barnes-mapping interpolation scheme (Pardyjak et al. 2004). QUIC-URB then uses empir-
ical parametrizations to modify the initial wind field to account for building effects (Brown
et al. 2013) and vegetative canopy drag (Nelson et al. 2009). The QUIC system’s urban-
ized Lagrangian random-walk atmospheric transport and dispersion model, QUIC-PLUME,
employs standard planetary boundary-layer turbulence profile parametrizations (e.g., Rodean
1996) to estimate the vertical structure of the turbulence in nominally undisturbed flow and
local gradient-based, non-local, and vortex mixing schemes in regions where building effects
significantly modify the flow from the initial field (Williams et al. 2004).

The realism of atmospheric transport and dispersion modelling is highly dependent on
the accuracy of the meteorological data that are used to drive the simulation. The prin-
cipal meteorological quantities that affect atmospheric transport and dispersion within
the atmospheric boundary layer are: wind direction, wind speed, atmospheric stabil-
ity/turbulence parameters, and boundary-layer height (e.g., Pasquill and Smith 1984; Arya
1999). The 3D mean velocity field has the most significant effect since it determines the
direction of travel, the speed at which the plume is advected downwind, and complex
transport effects due to the vertical structure of the velocity field. The turbulence field
has a secondary, but still significant effect, since it determines the lateral and vertical
spread and subsequent dilution of the plume due to turbulent diffusion. This relation-
ship between atmospheric conditions and the accuracy of the dispersion solution becomes
even more complex when buildings and other obstacles influence the near-surface flow
field. Brown et al. (2008) found that plume transport in cities can be very robust (i.e.,
unchanging) since the upper-level wind direction changes, and then suddenly shifts 180◦
at critical upper-level wind directions. Rodriguez et al. (2013) examined this issue in
greater detail and demonstrated that the sensitivity of the dispersion pattern to the wind
direction and source location is also influenced by patterns in the urban topography
(eg. road/building network configurations, building sizes, size and orientations of urban
canyons).

One of the principal challenges to performing accurate transport and dispersion modelling
is obtaining all of the required meteorological information from established weather moni-
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toring networks. Measurements of near-surface wind speed, wind direction, and temperature
are common, particularly in populated areas where the release of airborne contaminants and
the possible detrimental health effects are of greatest concern. However, standard weather
stations rarely provide direct measurements of surface-layer turbulence and stability para-
meters such as the friction velocity (u∗), turbulent kinetic energy (e), surface heat flux,
and Obukhov length (L), which are utilized by advanced atmospheric transport and dis-
persion models to determine the turbulent diffusion of airborne contaminants. The vertical
structure in the atmospheric boundary layer, i.e., the wind direction, wind speed, temper-
ature, and turbulence variation with height, is also important for contaminant transport
and dispersion, but the spatial density of sodar, radar, and balloon-sounding networks is
extremely sparse, and in the case of balloon-sounding measurements are typically only
made at 12-h intervals. Furthermore, the boundary-layer height (h), which defines the ver-
tical depth through which the plume can mix and is often used by atmospheric transport
and dispersion models to account for vertical structure effects in the atmosphere, must
often be approximated based on generalized diurnal cycle behaviour and may or may not
account for local meteorological conditions at the time in question. The challenges asso-
ciated with acquiring all of the meteorological information that affect the transport and
dispersion of contaminants suggest that mesoscale numerical weather prediction (NWP)
models, such as the Weather Research and Forecast (WRF) model (Skamarock et al. 2005)
are attractive options for providing the input data required to drive microscale transport
and dispersion simulations (Tewari et al. 2010; Chen et al. 2011; Wyszogrodzki et al.
2012).

Part 1 of this study (Nelson et al. 2016) investigated the WRF model’s ability to repli-
cate the wind velocity and turbulence observations from the Joint Urban 2003 field campaign
(JU2003). Part 1 showed that significant differenceswere found between the observations and
WRFmodel simulations of themeteorological parameters that are key to accurate atmospheric
transport and dispersion modelling, namely: wind direction, wind speed, surface-layer tur-
bulence, and boundary-layer height. The deviations in wind direction that were observed in
Part 1 are consistent with previous investigations where the WRF model was coupled with
microscale atmospheric transport and dispersion models (Tewari et al. 2010; Wyszogrodzki
et al. 2012). The objective of assimilating mesoscale model fields into an urban dispersion
model is to improve the accuracy of both the neighbourhood-scale and mesoscale transport
and dispersion calculations, i.e., better prediction of the direction an airborne contaminant
cloud travels after it is released, the geographic area covered by the plume, and the time his-
tory of the concentration field produced. The tracer-gas measurements from the JU2003 field
experiment are used to evaluate the effects of the errors in predicted wind direction, resolved
temporal scales, and the turbulence assimilation schemes on urban transport and dispersion
model calculations. The primary goal of these analyses is to identify the challenges and
potential sources of error that occur when driving an urban microscale atmospheric transport
and dispersion model with a mesoscale reanalysis derived from a NWP model such as the
WRF model. However, we also show that these same challenges affect transport and disper-
sion modelling in general regardless of whether a mesoscale model or on-site measurements
are used to provide the necessary meteorological information.

2 Experimental Details

The JU2003 field campaign was performed from 29 June through 30 July 2003 and involved
tracer-gas releases within the central business district of Oklahoma City, Oklahoma, USA
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Fig. 1 Map of the locations of the wind sensors and tracer-gas samplers deployed in and around Oklahoma
City during Joint Urban 2003 that are used in this work. Sampler sites are indicated by yellow circles and
the source locations are denoted by red circles. The red box indicates the extent of the inner-grid simulation
domain. Other important features are specifically labelled on themap. The satellite image is courtesy of Google
Earth and the United States Department of Agriculture Farm Service Agency

(Allwine et al. 2004; Brown et al. 2004). OklahomaCity provided a relatively large urban area
located in idealized terrain devoid of major natural topographical features. Figure 1 shows
the locations of the tracer-gas samplers deployed in and around the urban core of Oklahoma
City during JU2003. The samplers were deployed and operated by the National Oceanic and
Atmospheric Administration’s Air Resources Laboratory Field Research Division (ARL-
FRD) and specific sampler details can be found in Clawson et al. (2005) and Allwine and
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Table 1 Summary of the four releases studied in this manuscript

Case IOP2-R1 IOP2-R3 IOP6-R2 IOP8-R2

Date 2 July 2003 2 July 3003 16 July 2003 25 July 2003

Release start (UTC) 1600 2000 1600 0600

Release start (CDT) 1100 1500 1100 0100

Release end (UTC) 1630 2030 1630 0630

Release end (CDT) 1130 1530 1130 0130

Release rate (kg s−1) 0.00501 0.00499 0.00318 0.00305

Total release (kg) 9.026 8.981 5.715 5.488

Release label Westin Westin Botanical Gardens Westin

Release UTMX (m) 634,773 634,773 634,603 634,773

Release UTMY (m) 3,925,887 3,925,887 3,925,763 3,925,887

Array orientation South-east South-east South South-east

Observed u∗ (m s−1) NA 0.68 0.62 0.73

WRF u∗ (m s−1) 0.71 0.62 0.73 0.74

Observed 1/L (m−1) NA −0.0095 −0.011 0.0000026

WRF 1/L (m−1) −0.0087 −0.014 −0.0091 −0.00083

Observed h (m) 1000 2000 780 340

WRF h (m) 1600 3500 1000 480

Array orientation indicates whether the 90◦ arcs of samplers were placed to ideally sample plumes under
south-easterly or southerly wind directions. The 55-m sonic anemometer was used to measure the u∗ and 1/L
observations. Rawinsondes released from the PNNL sodar location at the beginning of the time period were
used to derive the h observations

Flaherty (2006). Many of the samplers were clustered in the urban core (or central business
district), which had an average building height of approximately 50 m (Burian et al. 2003).
The tallest building in the urban core during JU2003 was approximately 152 m. While Fig. 1
shows all of the sampler locations deployed during the JU2003 campaign, not all of the
locations were active during every tracer-gas release. The outer sampler arcs (nominally
located at 0.5, 1, 2, and 4 km from the source locations) were restricted to a 90◦ sector that
was rotated depending on the nominal wind direction that had been predicted the day before
by NWP modelling (Liu et al. 2006).

There were ten, 8-h, intensive observation periods (IOPs) during JU2003 when
atmospheric transport and dispersion experiments were performed. The first six IOPs were
carried out during daytime and the final four IOPs were performed at night. Each IOP con-
sisted of several instantaneous puff and 30-min continuous releases of SF6 (see Clawson
et al. 2005 for a full description of all the IOPs). This work utilizes data from four 2-h time
periods: three daytime releases, IOP 2 Release 1 (IOP2-R1), IOP 2 Release 3 (IOP2-R3), and
IOP 6 Release 2 (IOP6-R2); and one nighttime release, IOP 8 Release 2 (IOP8-R2). Specific
details regarding the four periods used in this analysis including a comparison of the mea-
sured and simulated values of u∗, 1/L , and h at the start of each release are found in Table 1.
IOP2-R1 and IOP8-R2 have been used in several studies to evaluate atmospheric transport
and dispersion model performance (Hanna et al. 2011; Brown et al. 2013; Kochanski et al.
2015). The four releases took place at two different release locations, which are referred to as
Westin and Botanical Gardens, respectively, and shown as red circles in Fig. 1 (Clawson et al.
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2005; Allwine and Flaherty 2006). Note that all Universal Transverse Mercator coordinates
described here use Zone 14S of the World Geodetic System (WGS84) ellipsoid. Figure 1
also shows the locations of several instruments that are used to examine the mean wind and
turbulence: the Pacific Northwest National Laboratory (PNNL) sodar; the Argon National
Laboratory (ANL) sodar; the Dugway Proving Ground (DPG) sodar and portable weather
information display (PWID) system, which is a sensor bundle that includes a prop-vane wind
anemometer; and various sonic anemometers on the Indiana University (IU) tower upwind
of the urban core, Lawrence Livermore National Laboratory (LLNL) downwind of the urban
core, and Park Avenue street canyon within the urban core (see Allwine and Flaherty 2006;
Nelson et al. 2007 for further information regarding the sonic anemometers located within
Park Avenue).

The tracer-gas concentrations were measured using bag samplers that report the gas con-
centration in parts per trillion by volume. In order to convert parts per trillion by volume into
kg m−3 the following relationship is used,

χ = 10−12C
P Mw

�T
, (1)

where χ is the concentration in kg m−3,C is the concentration in parts per trillion by volume,
P is the atmospheric pressure in Pa, Mw is the molecular weight of tracer gas in kg mol−1

(0.146 kg mol−1 for SF6), � is the universal gas constant, and T is the temperature in K. We
use dosage (D), i.e., the time integrated concentration, in order to evaluate the total effect
of the plume as it is transported downwind. A minimum dosage threshold of 5 × 10−7 kg s
m−3 is used in the plots containing observations displayed herein to distinguish the plumes
of the experiment from the background levels of SF6, which were observed on the samplers
throughout the experiment.

3 Simulation Parameters

The QUIC-system simulations used a nested domain with an inner grid depicted by the
red box in Fig. 1. Buildings are explicitly resolved on the inner grid (see Fig. 2), which is
surrounded by an outer grid where the buildings are not resolved. Table 2 lists the parameters
that were common to all of the simulations presented here for both the inner and outer grids.
The effects of individual buildings can be neglected once the plume grows sufficiently large
relative to the size individual buildings. Nelson (2014) showed that including individual
buildings outside of the inner-grid region of the simulations shown here had very little effect
on the downwind plume simulations. While the QUIC system has the ability to approximate
the effect of urban and/or vegetative canopies on the outer domain (Nelson et al. 2009),
these have been omitted in order to isolate the effects of the turbulence import scheme on
the downwind plume dispersion. The surface deposition and decay algorithms were disabled
because the SF6 tracer gas is inert.

The inner-most grid of the WRF model simulations used in these analyses had a nominal
horizontal resolution of 3 km and cell-centres of the lowest four vertical grid cells of 20, 60,
120, and 180 m. As these dimensions are far larger than those used in either QUIC-system
domain, the WRF model data had to be interpolated onto the domains of the QUIC-system
simulations in order to provide smoothly varying wind and turbulence fields. The difference
in the geographic projections used by the two models, the WRF model’s use of latitude and
longitude versus the QUIC system’s use of Universal TransverseMercator, makes the regular
grid used by theWRFmodel in latitude and longitude behave as arbitrarily spaced data points
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Table 2 Summary of the
QUIC-system simulation
parameters for both the inner and
outer domains that are common
for all of the simulations
presented here

Note that no values are listed for
the outer grid release duration
and number of tracer particles
because the particles initialized
on the inner grid and are
transferred to the outer grid as
they leave the inner grid

Simulation domain Inner Outer

South-west corner UTMX (m) 634,132 629,500

South-west corner UTMY (m) 3,925,308 3,924,000

East-west extent (m) 1180 10,000

North-south extent (m) 1210 8000

Vertical extent (m) 192 2000

Horizontal wind resolution (m) 5 50

Surface vertical wind resolution (m) 3 3

Maximum vertical wind resolution
(m)

3 330

Horizontal dosage resolution (m) 5 5

Vertical dosage resolution (m) 3 3

Lagrangian timestep (s) 1 2

Release duration (s) 1800 –

Tracer particles 500,400 –

Fig. 2 3D view of the inner domain used in the QUIC-system simulations as viewed from the south-east.
The bright green elements are trees. The locations of the two source locations are indicated on the diagram.
The satellite image is courtesy of Google Earth, the United States Department of Agriculture Farm Service
Agency, and DigitalGlobe

within the domain of the QUIC-system simulations. QUIC-URB imports the velocity field
using the horizontal position of the WRF model grid as a vertical profile of wind speed
and direction that are interpolated using a quasi-3D Barnes objective map analysis scheme
(Pardyjak et al. 2004). The QUIC system employs a k-nearest-neighbour search (Altman
1992; Bentley 1975) to significantly reduce the computational time needed to interpolate

123



468 M. A. Nelson et al.

large, arbitrarily-spaced datasets for all other WRF model data used by the QUIC system.
Additionally the interpolation scheme linearly interpolates between the WRF model field
time snapshots to the centres of the wind-field timesteps modelled by the QUIC system. By
snapshots we refer to the fact that the data fields in the WRF model NetCDF output files
simply consist of the current state of the field at that point in the simulation. However, the
fact that the WRF model does not resolve microscale variations acts to average out all of the
smaller-scale phenomena producing something similar to a running average.

There are several simulations presented here that do not use WRFmodel fields. A simula-
tion was performed for each of the four scenarios that used the spatially varying observations
from the PNNL sodar, ANL sodar, and the DPG sodar and PWID system (except for IOP2-R1
when the PWID system operation was sporadic), see Fig. 1 for sensor locations. All sodar
measurements below50mwere omitted due to surface effects and uncertainty at the bottomof
the measurement range. Measurements from the top of the DPG and ANL sodar ranges were
omitted conditionally based on their agreement with the measurements from the middle of
the PNNL sodar range. As the spatial variability of the winds is likely to decrease with height
above the surface, the PNNL sodar measurements above 250 m were used to supplement the
upper-level wind observations at each of the other measurement sites. All profiles assume
z0 = 0.6 m to extrapolate wind measurements to the surface and use linear interpolation of
1/L and h observations (the first hour of these values are shown in Table 1) to calculate the
turbulence fields associated with the resulting 15-min average mean wind fields. A 1/L value
of −0.01 m−1 is assumed for IOP2-R1 due to the lack of observations from the IU tower
during this time period. These simulations are intended to represent the best attempt by the
QUIC system to simulate the observed plume dispersion using the available observations.
Additionally the two cases from Brown et al. (2013), IOP2-R1 and IOP8-R2, assume neutral
stability, use h values of 1,000 and 500 m, respectively, and use a single velocity profile for
the entire 2-h simulation. Brown et al. (2013) used a roughness length (z0) of 0.6 m and a
wind speed at 5 m a.g.l. of 3.2 m s−1(u∗ = 0.60 m s−1) for IOP2-R1 and z0 of 1.0 m and
8.5 m s−1 wind speed at 80 m a.g.l. (u∗ = 0.78 m s−1) for IOP8-R2. The wind directions
for the two cases were 215◦ (IOP2-R1) and 160◦ (IOP8-R2). Finally one simulation of the
inner domain of IOP6-R2 uses 1-min averaged PWID system observations of wind speed and
direction and a z0 = 0.6 m to define the wind profile on the inner domain as well as the 1/L
and h observations shown in Table 1 to account for the vertical structure in the turbulence of
the simulation.

In order to avoid a lengthy description of the various wind and turbulence simulation
parameters in the subsequent sections, we use the simulation labels as indicated in Table 3.
An upper case P or I indicates the simulation uses WRF model fields. An upper-case P also
indicates the WRF model turbulence was imported into the QUIC system simulations using
parametrized profiles in the method described in Appendix 1.1. An upper-case I indicates
that the turbulence was imported directly from theWRFmodel TKE (e) fields as described in
Appendix 1.2. The labels for WRF-model-based simulations also indicate the length of the
averaging period inmin forwind direction correction (−15,−30, or−60). Thewind direction
was corrected using the 120-m level of the PNNL sodar. Simulations using uncorrectedWRF
model wind directions are labelled as—WRF; the simulations from Brown et al. (2013)
are referred to as Brown. Simulations that use the spatially-varying winds as observed by
the instruments shown in Fig. 1 are called OBS. A simplified CFD code called QUIC-
CFD (Gowardhan et al. 2011; Neophytou et al. 2011) was used with 1-min averaged wind-
velocity measurements from the PWID system to simulate the inner grid of IOP6-R2, and
this simulation is called QCFD.
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Table 3 Decription of the QUIC-system simulations

Simulation
label

Inner domain
data source

Outer domain
data source

Update period
(min)

Corrected
direction

Turbulence
scheme

P-WRF WRF model WRF model 15,15 No Parametrized

I-WRF WRF model WRF model 15,15 No Imported e

P-15 WRF model WRF model 15,15 Yes Parametrized

I-15 WRF model WRF model 15,15 Yes Imported e

P-30 WRF model WRF model 30,30 Yes Parametrized

I-30 WRF model WRF model 30,30 Yes Imported e

P-60 WRF model WRF model 60,60 Yes Parametrized

I-60 WRF model WRF model 60,60 Yes Imported e

Brown Brown et al. (2013) Brown et al. (2013) 120,120 Parametrized

OBS PWID and sodars PWID and sodars 15,15 Parametrized

QCFD PWID PWID and sodars 1,15 Parametrized

The meteorological data source for both the inner and outer simulation domains was one of the following:
WRF model simulations, PWID system and/or sodar observations, or observations and the method described
in Brown et al. (2013). The update period for the inner and outer simulation domains indicates how often the
wind and turbulence fields were updated during the 120-min simulation. The next column indicates whether
WRF model wind direction was corrected to match observations, where applicable. The turbulence scheme
indicates whether the standard QUIC-system turbulence parametrizations (see Appendix 1.1) using either the
spatially-varying WRF model fields or observations depending on the meteorological data source, or directly
imported WRF model e (see Appendix 1.2) was used to produce ambient turbulence fields

4 Methods and Theory

4.1 The QUIC System Turbulence Parametrizations

The random-walk atmospheric transport and dispersion equations employed by QUIC-
PLUME require the Reynolds shear and normal stresses as well as the TKE dissipation
rate as inputs to generate the fluctuating velocities that simulate the effects of turbulence
on the Lagrangian tracer particles (Williams et al. 2004). In order to avoid modifications to
the WRF model, both of the QUIC system’s WRF model turbulence-assimilation schemes
have been based on standard fields available from WRF model simulations.1 Specifically
we use the u∗, h, 1/L , and e fields. An examination of the literature reveals that all of the
boundary-layer schemes that have been implemented in the WRF model have some biases in
the surface-layer quantities that they predict (Lin et al. 2008; Hu et al. 2010; Xie et al. 2012).
Even though theMellor–Yamada–Janjic (MYJ) boundary-layer scheme uses local turbulence
closure that may underestimate the vertical mixing under strongly unstable conditions (Hu
et al. 2010; Xie et al. 2012), it was chosen due to its ability to directly export TKE fields.
The QUIC system interpolates the relatively coarseWRFmodel fields onto the higher spatial
resolution of the QUIC system’s simulation domain. Two different methods of importing
spatially varying surface-layer turbulence are explored: the first method uses theWRFmodel
fields to provide the surface-layer parameters that are used in the QUIC system’s turbulence
model that is based on the parametrizations found in Rodean (1996). The secondmethod uses
the TKE fields of the WRF model directly. Specific details regarding how the two schemes

1 A description of the NetCDF output files and the meteorological fields available therein can be found in
Chapter 5 of the WRF model user’s guide (Wang et al. 2015).
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are used to produce the velocity variances needed by the random-walk dispersion model are
found in the Appendix.

4.2 Performance Measures

Following Hanna and Chang (2012), quantitative indicators of the performance of the model
using the predicted (Dp) and observed (Do) airborne dosages are expressed by the fractional
bias (FB), normalizedmean-square error (NMSE), geometricmean (MG), geometric variance
(VG), and percent of values within a factor of 2 and 5 (FAC2 and FAC5). The indicators can
be expressed as follows,

F B = 2(Do − Dp)

Do + Dp
, (2)

N M SE = (Do − Dp)2

Do × Dp
, (3)

MG = exp
(
ln Do − ln Dp

)
, (4)

V G = exp
(
(ln Do − ln Dp)2

)
, (5)

F ACx = 100

∣∣∣
{
1
x ≤ Dp

Do
≤ x

}∣∣∣
∣∣{Dp + Do > Dt

}∣∣ , (6)

where F ACx is effectively the percentage of data points where either Dp or Do is above a
threshold dosage (Dt ) that arewithin a factor of x of each other.Note that the overbar indicates
an averaged quantity; F B, N M SE , MG, and V G calculations do not include false positives,
false negatives, or matched zero values; and the F ACx values include false positives and
negatives but not matched zeros (Hanna and Chang 2012; Brown et al. 2013).

Warner et al. (2007) suggested using the measures of effectiveness (M O E), which com-
pare the fraction of overlap between the predicted plume area (Ap) and the observed plume
area (Ao) and the area of false positives (A f p) and false negatives (A f n), respectively. Since
the plume is only observed at a discrete set of locations, the M O E are approximated by
comparing whether Do and/or Dp exceed Dt . The number of sampler locations with: Do

above Dt (No), Dp above Dt (Np), Do above Dt but Dp below Dt (N f n), and Dp above
Dt but Do below Dt (N f p) are used as surrogates for Ao, Ap , A f n , and A f p , respectively.
The M O E value converges to one for perfect overlap between the predicted and observed
plumes,

M O E f p = (
Ap ∩ Ao

) /
Ao = (

Ao − A f p
) /

Ao ≈ 1 − N f p

/
No, (7)

M O E f n = (
Ap ∩ Ao

) /
Ap = (

Ao − A f n
) /

Ap ≈ 1 − N f n

/
Np. (8)

The threshold-based normalized absolute difference (N AD) was proposed by Hanna and
Chang (2012); it uses the overlap between the observed and predicted plumes, i.e., the number
of sampler locations where bothDo andDp are aboveDt (Nov). N AD values range between
zero (perfect overlap) and 1 (no overlap),

N AD = 0.5(N f p + N f n)

Nov + 0.5(N f p + N f n)
. (9)
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5 Analysis and Discussion

5.1 Wind-Direction Correction

Part 1 of this study found that the average absolute difference between the wind direction
measured at the 120-m level of the PNNL sodar, and the direction from the WRF-model-
simulated wind fields was 35◦ over the entire month of July 2003. In order to assess the
performance of the two WRF-model-based turbulence schemes for the QUIC system, it is
necessary to correct for the error in the predicted wind direction. Figure 3 shows the wind
speed and wind direction predicted by the WRF model at a height of 120 m, compared with
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Fig. 3 Wind speed (M) and direction for IOPs 2, 6, and 8 as predicted by the WRF model (at 120 m) and
measured by the PNNL sodar (at 120 m) and the DPG PWID system (i.e., prop-vane anemometer) above the
Post Office building (at 40 m a.g.l.)
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the wind speed and direction as measured by the 120-m level of the PNNL sodar. Also shown
is the DPG PWID system, which was located at a height of 40 m. The first feature that is
apparent in the comparison of the WRF model simulations and the observations is that the
latter include intermediate-scale motions (small mesoscale or large microscale) that are not
found in the WRF model simulations. The WRF model simulations vary smoothly from
snapshot to snapshot at the top of each hour. Rather than instantaneous snapshots, the QUIC
system expects ensemble-averagewind and turbulence fields. However, since theWRFmodel
simulations do not resolve these intermediate-scale fluctuations, the average conditions over
a time period can be approximated by a linear interpolation between the WRF model field
snapshots to the centre of the averaging period. This leads to the following question: what
averaging period should be used to correct the wind direction predicted by the WRF model
in order to enable the QUIC system to simulate the observed plume behaviour? We used
15-, 30-, and 60-min averages to explore the effect of temporal resolution of the wind field
on the plume calculations. Simulations of IOP2-R1 and IOP2-R3 are more sensitive to the
averaging period of the correction due to the high amount of variability in the observed wind
direction during these releases. The wind direction is corrected by rotating all of the wind
vectors throughout the 3D field by a constant offset in order to match the observed wind
direction at the location of the observation.

The uncertainties in the measured mean wind direction by various instruments deployed
around Oklahoma City made it difficult to choose a single wind direction for the analyses in
Brown et al. (2013). The PNNL sodar measurements included lower levels that were closer
to the height of the DPG PWID system, but these lower measurements exhibited much more
variability. It is unclear whether this variability was due to local surface effects, or a result
of limitations of the instrument in measuring the near-surface velocities. Eventually Brown
et al. (2013) determined a single wind direction by performing several CFD simulations using
a 20◦ arc defined by the variability in the observations. The prevailing direction was selected
by comparing the simulated near-surface wind patterns with observations in the urban core
(following Coirier et al. 2007). Here we wish to correct the ambient wind direction of the
WRF model simulations, and therefore decided that it would be more appropriate to use the
120-m level of the sodar measurements.

The difference between the average wind speed measured by the PNNL sodar and the
DPG PWID system is primarily due to the difference in the height of the measurements.
Errors in the WRF model-predicted wind speed will also lead to errors in predicted plume
concentrations since it is inversely proportional towind speed (Arya 1999).We do not attempt
to correct for errors in predicted wind speed as this is also related to the various turbulence
quantities. It is unclear how to properly adjust all of the related turbulence properties in
addition to the wind speed. As such, the wind speed is included as a reference for another
source of error in the analyses that are presented here, particularly during IOP2-R3 and
IOP8-R2.

5.2 Turbulence Parametrizations

Figure 4 compares the two methods of producing turbulence within the QUIC system from
WRF model fields at the IU sonic tower for all four cases. This includes the measurements
of TKE (e) by the sonic anemometers on the tower and the P-WRF, I-WRF, OBS, and
Brown simulations (for IOP2-R1 and IOP8-R2). All other WRF-model-based simulations
will have very similar TKE values depending on the turbulence import scheme. The TKE
values resulting from parametrizations (see Appendix 1.1) using WRF model surface-layer
parameters overestimates the observed TKE values. This overestimation of the observed
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Fig. 4 Turbulent kinetic energy profiles at the IU tower during the first hour of a IOP2-R1, b IOP2-R3, c
IOP6-R2, and d IOP8-R2

TKE values is principally due to the overestimation of h values (see Part 1 of this study and
Table 1). The TKE fields that are imported directly from the WRF model (see Appendix
1.2) underestimate the observed TKE values. The QUIC system does not typically require
u∗ as part of the standard model inputs and instead calculates u∗ for the turbulence profile
parametrizations based on similarity theory and the near-surface velocity gradients. This is
the method used to produce u∗ values in the spatially-varying observations simulations and
those from Brown et al. (2013). The IOP2-R1 simulation from Brown et al. (2013) produced
turbulence similar to I-WRF, whereas the IOP8-R2 simulation is almost identical to the P-
WRF turbulence profile. The OBS simulations, which are based onmultiple spatially varying
wind-field observations, provide the best approximation of the observedTKE in all three cases
where observations were available. The assumed 1/L = −0.01 m−1 during IOP2-R1 also
produces a TKE profile very similar inmagnitude to the observed TKE profiles from the other
three cases and it is also between the two WRF-model-based turbulence schemes similar to
the other three cases.
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5.3 IOP 2 Release 1

Figure 5 shows the 165-, 275-, 500-, and 1000-m arcs of terrain-following near-surface
airborne dosage from most of the simulations of IOP2-R1. By terrain following, we refer to
the dosage profiles following the tops of buildings as well as changes in the surface elevation.
All lateral dosage profiles presented in subsequent sections include the tops of buildings in the
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Fig. 5 Terrain-following airborne dosage collected during IOP2-R1 on 2 July 2003 from 1600 to 1800 UTC
(1100 to 1300 CDT) along the 165-m (a), 275-m (b), 500-m (c), and 1,000-m (d) arcs compared with dosage
simulated by the QUIC system. The source was placed at the Westin location shown in Fig. 1. Definitions of
the simulation parameters are found in Sect. 3. Note that the lateral scale of the plots changes from arc to arc
in order to show as much detail as possible on each arc
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profile, whenever appropriate. It should be noted that the radial position of the observations
in all dosage profile plots is nominal due to limitations in placing the individual samplers at
specific radial position. All dosage profile arcs have been rotated into a coordinate system that
is aligned with the initial plume trajectory (according to the 1-h average wind direction from
the 120-m level of the PNNL sodar) and has an origin at the source location. This coordinate
system makes X the downwind distance from the source and Y a measure of the lateral
plume spread with positive and negative Y values indicating the eastern and western sides
of the plume, respectively. Unfortunately, the prevailing wind direction caused the plume
trajectory to miss most of the outer samplers for this release. The P-30 and I-30 simulations
are omitted from Fig. 5 in order to improve readability of the plots as these simulations
produce results between the 15-min and 60-min WRF model based simulations. Near the
source, an overestimation of surface-level dosage on the eastern side of the plume can be seen
in Fig. 5a. There is also little difference between any of the simulations. The effects of the
underpredicted ambient turbulence imported directly from the WRF model cause the plume
to be much more narrow than the overpredicted parametrized TKE plume. The effect of the
turbulence scheme on the lateral spread is most evident on the 1-km arc. The I-60, I-WRF,
and the Brown simulations all exhibit nearly identical lateral plume spread on all four arcs.
This is in spite of the fact that all of the P-WRF and I-WRF simulations linearly interpolated
wind speed and turbulence quantities fromWRF model hourly snapshots every 15 min. This
demonstrates the effect of the minimum resolved scales in the WRF model simulations, as
the lateral plume spread of the corrected WRF-model-based simulations is dominated by
the temporal resolution of the correction. Interestingly, neither the direction corrected WRF-
model-based simulations nor the OBS simulation improve the simulated dosage profile on
the 500-m arc, which was well simulated by the Brown, P-WRF, and I-WRF simulations. The
corrected and OBS simulations would have predicted similar dosages if they had been rotated
50 m to the west along the 500-m arc, which equates to a 5◦ shift in wind direction. Therefore
these differences could easily be explained by uncertainties in the wind direction measured
by the sodars. Unfortunately, it is impossible to determine the effect that the spatial variability
of the wind had on the plume transport further downwind, due to the plume missing the outer
arcs. It would be reasonable to assume that the corrected WRF model-based simulations and
OBS simulations are likely to perform better than the Brown, P-WRF, and I-WRF simulations
with increasing distance from the source. The effect of spatially-varyingwind fields is evident
in the difference between the OBS simulation that used multiple sodars and the two WRF
model-based simulations with 15-min averaged correction using only the PNNL sodar. The
use of a single measurement under highly-variable wind fields, applies the intermediate scale
variations in wind speed over the entire domain, effectively treating them as larger mesoscale
variations. This produces enormous lateral plume spread, even in the case of I-15, which
used the underestimated TKE fields from the WRF model. The use of multiple wind profiles
limited the sphere of influence of the intermediate-scale variabilities in the OBS simulation,
yielding a lateral plume spread similar to the P-WRF and P-60 simulations.

A summary of the statistical performance measures for all simulations of IOP2-R1 is
found in Online Resource 1. Due to the fact that the prevailing wind direction carried the
tracer gas off of the sampler grid, these statistics only include the near-source samplers.
The P-WRF and I-WRF simulations had the best overall performance with a perfect overlap
between the observed and predicted plumes. Additionally, 60 % of the predicted values are
within a factor of two of the observed values and 100 % are within a factor of five. The
Brown simulation has nearly as good performance to the P-WRF and I-WRF simulations.
However as was noted above, a 5◦ difference in the predicted wind direction separated the
simulations that performed well on the 500-m arc and those that did not, demonstrating the
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Fig. 6 Terrain-following airborne dosage collected during IOP2-R3 on 2 July 2003 from 2000 to 2200 UTC
(1500 to 1700 CDT) along the 0.5-km (a), 1-km (b), 2-km (c), and 4-km (d) sampling arcs compared with
dosage simulated by the QUIC system. The source was located at the Westin location shown in Fig. 1.
Definitions of the simulation parameters are found in Sect. 3. Note that the lateral scale of the plots changes
from arc to arc in order to show as much detail as possible on each arc

sensitivity of such analyses to small errors in wind direction. This sensitivity of the plume
location accuracy to wind direction is consistent with the findings of Rodriguez et al. (2013).

5.4 IOP 2 Release 3

The effects of temporal resolution on the wind field can also be seen in the dosage arcs from
IOP2-R3 in Fig. 6. Figure 3b shows that IOP2-R3 experienced even more wind variability
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than IOP2-R1. The large shift in the prevailing wind direction in the latter half of IOP2-R3
occurred over large enough scales that the WRF simulations were able to simulate it. The P-
15, I-15, and OBS simulations are the best at capturing the general plume behaviour observed
by the samplers. The OBS simulation is the best at simulating the western edge of the plume
and was the only simulation to match the positive collector on the 4-km arc. However, it
overestimates the dosage values on the other arcs. P-15 provides better predictions of most of
the dosages on the 1- and 2-km arcs, but does not produce enough lateral spread to accurately
predict the westernmost positive samplers from the observations. This is in spite of the
large overestimation of the observed turbulence seen in Fig. 4b. Larger averaging periods are
unable to reproduce the observed lateral plume spread regardless of which turbulence scheme
is used. While it is impossible to predict what might have been observed in the gaps between
the sensors, the fact that the easternmost samplers on the 0.5-km arc encompass at least a local
maximum in dosage along the arc suggests that there is a general tendency in the simulations
to overpredict the peak dosages for this case. The underprediction of the wind speed seen in
Fig. 3a could contribute to a consistent overprediction in the peak dosage for theWRF-model-
based simulations. However, it does not explain the whole overprediction nor does it explain
the overprediction by the OBS simulation. Figure 4b shows that the OBS simulation had the
most accurate prediction of the ambient turbulence. The magnitude of wind-speed error in
the WRF-model-based simulations would only account for a factor of two difference in the
predicted dosages and the difference in the peak dosage is approximately a factor of 10. The
predominant wind direction caused the plume to be only partially captured by the sampling
array. Therefore, it is unclear whether the peak concentrationwas captured on any of the outer
arcs. It is, however, evident that the PNNL sodar wind-direction measurement did not capture
the full behaviour of the plume, particularly near the source. The fact that the winds were
variable increases the likelihood of more spatial heterogeneity in the wind field, especially
for shorter averaging times. The wind direction measured by the DPG PWID system in
Fig. 3b shows additional rotation from the PNNL sodar measurement, which would push the
plume farther west similar to the dosage observations. The failure of the OBS simulation
to reproduce the western spread of the plume on the 0.5-km arc is likely due to these very
small temporal variations that were not captured in the 15-min average. These small-scale
variations could push the plume further west during part of the averaging period. The spatial
heterogeneity during this release makes it inappropriate to correct the wind directions over
the entire domain using the 15-min averaged winds from a single measurement location.

The performance measure summary for IOP2-R3 is shown in Online Resource 2. The
performance measures confirm the superiority of the OBS simulation with the lowest number
of false negatives and largest number of samples with both a factor of 2 and 5 percentages.
The OBS simulation is closely followed by the P-15 simulation. Failure to properly account
for the temporal and spatial variations in the wind field during this case had significant effects
on the performance measures for all of the other simulations.

5.5 IOP 6 Release 2

Figure 7 shows the dosage arcs for IOP6-R2. Only the 15-min averaged wind direction cor-
rection is included in the plot, as the time resolution of the correction had little effect on the
WRF-model-based plumes. Similar to the simulations of IOP2-R3, simulations of IOP6-R2
tend to overpredict the observed dosage values. IOP6-R2 provided the most ideal case for
assessing the import of WRF model output during daytime conditions. In this case, the pre-
vailing wind direction was aligned with the sampler arcs and was also nearly perpendicular to
the predominant street-canyon direction. Additionally, the average wind direction remained

123



478 M. A. Nelson et al.

-500 -400 -300 -200 -100 0 100 200 300 400
10-7

10-6

10-5

10-4

10-3
(a)

-600 -400 -200 0 200 400 600
10-7

10-6

10-5

10-4

10-3
(b)

-1000 -800 -600 -400 -200 0 200 400 600 800 1000
10-7

10-6

10-5

10-4

10-3

   
   

   
   

   
   

   
   

   
  D

os
ag

e 
(k

g 
s m

-3
)

(c)

-1500 -1000 -500 0 500 1000 1500
Y (m)

10-7

10-6

10-5

10-4

10-3
(d)

P-WRF I-WRF Ground sampler OBS

P-15 I-15 Roof sampler QCFD

Null sampler

Fig. 7 Terrain-following airborne dosage collected during IOP6-R2 on 16 July 2003 from 1600 to 1800 UTC
(1100 to 1300 CDT) along the 0.5-km (a), 1-km (b), 2-km (c), and 4-km (d) sampling arcs compared with
dosage simulated by the QUIC system. The source was located at the Botanical Garden location shown in
Fig. 1. Definitions of the simulation parameters are found in Sect. 3. Note that the lateral scale of the plots
changes from arc to arc in order to show as much detail as possible on each arc

relatively steady throughout the 2-h period of the release (see Fig. 3d), and the wind speed
was accurately simulated (see Fig. 3c). Even with these idealized conditions, none of the
simulations accurately predicts the lateral spread of the plume. The QCFD simulation over-
predicts the lateral spread on the eastern side of the plume. All simulations underestimate
the lateral spread of the western side of the plume regardless of the time resolution of the
wind-direction correction or the turbulence scheme used by the WRF-model-based simu-
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Fig. 8 Wind speed (a) and direction (b) as measured by the PWID system during IOP6-R2

lations. The OBS simulation, which accounted for the spatial variations in the wind field,
was closest to reproducing the plume observations. Even the overpredicted turbulence of the
parametrized WRF model turbulence scheme (see Fig. 4c) underpredicted the lateral spread
on the western edge of the plume. A closer examination of the DPG PWID system data (see
Fig. 8) indicates that the steady 15-min average wind direction is actually due to oscillating
over smaller time scales. The wind direction had a 15-min period during the first 15 min of
the release and 7-min period during the last 15min of the release. The flow oscillates between
160◦ and 230◦ in the raw 15-s average data, and 175◦ and 220◦ in the 1-min averaged data.
Outside of the urban core, one would naturally consider these motions as large-scale turbu-
lence, however it is less obvious how these types of oscillations should be treated within the
urban core.

The maximum dosage observed by any of the samplers during IOP6-R2 was significantly
lower than any of the other cases examined here, even when normalizing by the different
release amounts for each of the cases. One would expect sudden large-scale shifts in wind
direction, such as those that were observed during IOP2, would produce lower dosages. A
sudden shift in wind direction would cause the elongated plume to act as a line source that is
then transported with the new wind direction. One would also expect the enhanced mixing
that occurs under highly convective conditions to produce lower dosages as the plume mixes
vertically with the thermal cells. While the above-mentioned phenomena can certainly yield
lower concentrations and dosages, they do not appear to play a significant role in the relatively
low dosages observed during IOP6-R2. The 15-, 30-, and 60-min averaged wind fields were
very steady over the period with the release, therefore sudden shifts in the large-scale wind
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direction were not a factor. IOP2-R3 was conducted under much more convective conditions
as evidenced by the much larger value of h that was observed during IOP2-R3, see Table 1.
The fact that the ambient TKE value was accurately reproduced by the OBS simulation,
which also used observed wind profiles and still overpredicted the observed near-surface
dosages suggests that this is associated with another factor.

The combination of the near-southerly prevailingwind direction (nominally perpendicular
to the long dimension of rectangular blocks of buildings in Oklahoma City’s urban core) and
the small-scale oscillations in the wind direction likely caused the channelling to switch
between redirecting the near-surface flow to the east and west. This oscillation in the near-
surface flowwould naturally lead to enhanced lateral spread of the plume and therefore lower
peak dosages. Figure 9 shows the near-surface dosages from the inner-grid from, (a) the OBS
simulation using the 15-min averaged spatially-varying observations, and (b) the QCFD
simulation using 1-min averaged wind observations from the PWID system. Note the large
lateral spread in the observations that extend nearly perpendicular to the predominant wind
direction. This is most evident in the samplers immediately to the north-west and to the east
of the source location, both of which are significantly underpredicted in the OBS simulation.
The QCFD simulation, which uses 1-min PWID system data, does improve the western
extent of the observed plume, nearly matching the ≈0.0001 kg s m−3 observation to the
north-west of the source location. However, it is still unable to reproduce all of the low-level
plume observations on the western edge of the inner domain. There is a large underground
parking structure to the north of the Botanical Gardens, and this parking garage could explain
the positive sampler near the south-west corner of the parking garage. It may be trapping and
transporting a portion of the plume to the western side of the parking garage. The inability
to reproduce the lateral transport on the western side of the plume is in spite of the fact that
the 1-min averaging time makes double counting the contribution of the oscillations in wind
direction through the time-varying mean and turbulence fields likely. The QCFD simulation
overestimates the lateral plume spread on the eastern edge of the plume. This overestimation
of the effects of channelling on the eastern edge of the plume might be due to the fact that
individual wind timesteps in the QUIC system are generated as if the wind field is in steady
state. At 1-min time scales, the winds will certainly not be in a steady state throughout the
urban core. The flow that channels down the long street canyons may run into the flow that
begins to enter the other end of the street canyon, as the prevailing wind direction shifts. Such
an interaction could produce large updraughts, as there would temporarily be a convergence
zone, where the two masses of air run into each other. Similarly, a large downdraught on
the other end of the canyon would be produced, where the prevailing flow is suddenly no
longer into that end of the canyon, resulting in a divergence zone. If these types of motions
occur close to the source, it would significantly affect the surface-level dosages. The effect
of the trees is seen in the positive sampler to the south of the source location. QUIC-CFD
does not currently account for the effects of vegetation canopies. All of the simulations that
include vegetation transport the plume south, which was also found in the observed plume.
It is noteworthy that these near-source effects propagate downstream and are evident in the
4-km arc (Fig. 7d). It is also interesting that such complex behaviour should be found in
a scenario that would normally be considered highly idealized. The mean wind direction
that is both steady and nearly perpendicular to the street canyons make this case similar to
the conditions employed in countless numerical and laboratory wind-tunnel studies. This
clearly demonstrates the complexity in predicting urban-plume dispersion under real-world
conditions.

The summary of the performance measures for all simulations of IOP6-R2 are found in
Online Resource 3. It is interesting to note that while the OBS simulation provided the best
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Fig. 9 Near-surface airborne dosage from IOP6-R2 using theOBS simulationwith 15-min averagedwinds (a)
and theQCFD simulation that uses 1-min PWID systemwind speed and direction input and standard turbulence
algorithms in the QUIC system (b). The source was located at the Botanical Garden location shown in Fig. 1.
Circular symbols indicate near-surface observations and triangles indicate rooftop observations. The source
location is indicated by the black X. Trees are not shown in order to avoid confusion with the plume contours.
The satellite image is courtesy of Google Earth, the United States Department of Agriculture Farm Service
Agency, and DigitalGlobe
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prediction of the plume spread in the total number of overlapping samples and matching
observations within a factor of five, the I-WRF and P-WRF simulations actually provided
significantly more observations within a factor of two.This is in spite of the fact that they
obviously did not perform as well on the outer arcs as shown in Fig. 7. The 0.5-km dosage
arcs in Fig. 7a shows that the improved number of predictions within a factor of two of the
observations is actually due to wind direction error. The wind direction error causes the off-
centreline predictions to be compared with the peak dosage observations. This demonstrates
the danger in relying on only a few performance measures to evaluate the performance of a
model, since these can at times be deceptive.

5.6 IOP 8 Release 2

The terrain-following arc dosage profiles from IOP8-R2 are shown in Fig. 10. Aswas the case
with IOP6-R2, there is little dependence on the time resolution between the 15-, 30-, and 60-
min averaged periods for the wind-direction correction. Therefore, only the 15-min averaged
corrections are included in thefigure. The correction using thePNNLsodar certainly improves
the plume simulations. However, the method described in Sec. 5.3, which was employed by
Brown et al. (2013) to select the predominant wind direction, provides a superior simulation
of the observed plume travel on the outer arcs. This is in spite of the fact that a uniform
velocity profile was used for the entire duration of the simulation. The OBS simulation
also performs very well, but both the Brown and OBS simulations underpredict the observed
dosage along thewestern edge of the 0.5- and 1-km arcs. In fact, there is only a≈3◦ difference
in the trajectory between the two simulations that best reproduced the observed plume and
the corrected WRF-model-based simulations. Similar to the simulations of the other cases,
higher dosages are found in the predicted arcs than are found in the observations. However, in
this case, the peaks in the 0.5-km arc occur in the gaps between the samplers and the Brown
and OBS simulations provide good estimates of the dosages at the sampler locations. It is
possible that higher dosages on the 0.5-km arc could have been observed had more samplers
been available, but this can obviously not be verified. The 1- and 2-km arcs indicate that
the simulations are starting to overpredict the observed dosage, similar to the simulations
of the daytime cases. The lateral plume spread is slightly underpredicted by the Brown and
OBS simulations along the 2-km arc even though the OBS simulation had the best match to
observed ambient turbulence quantities and the Brown simulation overpredicted them (see
Fig. 4d). The near-source building effects are also evident on the 0.5 km arc profile in Fig. 10a.
The dosage arcs do not exhibit particularly Gaussian behaviour nearest the source, as they
are skewed to the eastern side of the plume. However, the plume smooths out with downwind
distance and transitions to more Gaussian-like behaviour on the outer arcs.

Not only does the time resolution have very little effect on the downwind profiles for this
case, but neither does the turbulence scheme for the WRF-model-based simulations. This is
surprising due to the difference in the ambient turbulence produced by the two schemes as
seen in Fig. 4d, where the parametrized turbulence scheme produced approximately twice
the values of the turbulence directly imported from the WRF model TKE fields. Figure 11
shows the dosage profile arcs of the P-60 and I-60 simulations of IOP8-R2 that both include
and exclude the building effects on the inner grid. Excluding the building effects on the inner
grid makes the effects of the ambient turbulence easily distinguishable. Thus the lack of
significant differences between the two turbulence import schemes in Fig. 10 is due to the
fact that the building effects on the inner grid dominate the lateral spread over the first few km
downwind of the source. The amount of ambient turbulence eventually produces differences
in lateral spread on the 4-km arc (see Fig. 11d).
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Fig. 10 Terrain-following airborne dosage collected during IOP8-R2 on 25 July 2003 from 0600 to 0800
UTC (0100 to 0300 CDT) along the 0.5-km (a), 1-km (b), 2-km (c), and 4-km (d) sampling arcs compared
with dosage simulated by the QUIC system. The source was located at the Westin location shown in Fig. 1.
Definitions of the simulation parameters are found in Sect. 3. Note that the lateral scale of the plots changes
from arc to arc in order to show as much detail as possible on each arc

The summary of the performance measures for IOP8-R2 are listed in Online Resource 4.
As one would expect given the surface-level dosage profiles shown in Fig. 10, the Brown
and OBS simulations of IOP8-R2 have the best performance statistics of any of the cases,
particularly regarding the F AC2 score. As was mentioned above, there was only a 3◦ dif-
ference in trajectory between the best two simulations and the corrected WRF-model-based
simulations. This small error in wind direction resulted in halving the F AC2 score. While
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Fig. 11 Terrain-following airborne dosage collected during IOP8-R2 on 25 July 2003 from 0600 to 0800
UTC (0100 to 0300 CDT) along the 0.5-km (a), 1-km (b), 2-km (c), and 4-km (d) sampling arcs compared
with dosage simulated by the QUIC system. The source was located at theWestin location shown in Fig. 1. All
cases have a corrected wind direction using 60-min averaging period and use either parametrized turbulence
from surface-layer similarity parameters exported from the WRF model or turbulence imported directly from
WRF, model output and either include or exclude inner-grid building effects. Note that the lateral scale of the
plots changes from arc to arc in order to show as much detail as possible on each arc

wind-direction correction improves the performance of all of the WRF-model-based simu-
lations, it is interesting to note that the 60-min averaging period significantly improves the
performance over the 15- and 30-min averaging periods. This is due to the longer time period
averaging out small errors in the observed wind direction from the PNNL sodar.
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6 Conclusions

TheQUIC systemhas beenmodified in order to ingestmeteorological fields fromWRFmodel
simulations. TheWRFmodel fields are used to initialize both the QUIC system’s mean wind
fields and several othermeteorological quantities that affect atmospheric transport and disper-
sion. While there was one case where the uncorrected WRF model wind direction produced
plume simulations that outperformed the simulation that used on-site observations from
multiple sodars, the 35◦ mean absolute difference between the WRF-model-predicted and
observed wind direction over the entire month of July 2003 (see Part 1 of this study) suggests
that this instance of the WRF model outperforming on-site observations was serendipitous.
In fact the difference in wind direction in this instance was only 5◦, which could easily
be due to errors in the measured wind direction. The use of spatially-varying observations
outperformed all of the WRF-model-based simulations for the other three cases that were
examined here. The method employed by Brown et al. (2013) was able to further improve
the predominant wind-direction estimate for the two cases that they examined by matching
near-surface wind patterns within the urban core produced by CFD simulations to observed
patterns. While the method employed by Brown et al. (2013) produced the best results for the
small sample of cases presented here, it is highly time and labour intensive and is therefore
completely impractical for use in most instances. Additionally, the density and quality of
observations used to produce the observation-based simulations, was far more than would
ever be found in any standard meteorological sensor network, and yet it was still difficult
to match the basic plume trajectory for some of the cases analyzed here. These demonstrate
the challenge of determining an accurate measure of what is arguably the most fundamen-
tal and important quantity affecting the accuracy of atmospheric transport and dispersion
modelling. Further research is required in developing a simple and systematic method for
accurately determining the prevailing wind direction over the neighbourhood scale.

Two methods have been developed to calculate the turbulence quantities required by
QUIC-PLUME’s Lagrangian random-walk dispersion model from the WRF model fields.
The first method uses the WRF model u∗, 1/L , and h fields in empirical parametrizations
of the turbulence within the planetary boundary layer. The second method directly imports
the WRF model’s 3D TKE field, if it is provided by the boundary-layer scheme used in the
WRF model simulations, such as the MYJ scheme used here. The 3D TKE fields from the
MYJ boundary-layer scheme underpredicted the observed TKE values, which was found
during both thermally stable and unstable conditions in Part 1 of this study. The WRF model
turbulence import scheme using empirical parametrizations consistently overpredicted the
observed TKE values. The standard turbulence model in QUIC-PLUME using observed h
values, 1/L values, and wind fields was able to replicate the observed turbulence very well.
Since the first method for importing turbulence from theWRFmodel uses the same empirical
parametrizations as the standard QUIC-PLUME turbulence model, the overprediction of
turbulence in the WRF model-based simulations was due to errors in the WRF model field.
The over prediction of h by the MYJ boundary-layer scheme was the primary cause of the
overprediction of turbulence. The performance of otherWRFmodel boundary-layer schemes
will be evaluated in the future.

The WRF model mean wind fields were not able to reproduce the intermediate scale (i.e.,
between mesocale and microscale) temporal and spatial variability that was found in the
observations. The large temporal and spatial variability that occurred during IOP2 caused
the correctedWRF-model-based simulations to significantly overpredict the lateral spread of
the plume because the wind-direction corrections only used a single measurement location.
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Thus local intermediate-scale variabilities were treated as if they were sudden changes in
the mesoscale wind field. Even in cases that had relatively steady mean wind direction
throughout the release, such as IOP6-R2 and IOP8-R2, the effects of subtle variations in
the mean wind field increase with downwind distance. In fact a difference of only 3◦ in the
predicted plume trajectory during IOP8-R2 caused the simulation following Brown et al.
(2013) and the simulation using spatially-varying observations to have F AC2 scores that
are twice the values of the WRF-model-based simulations that were corrected with a single
measurement location.

The analyses presented here also demonstrate the significant effects of buildings on the
near-source atmospheric transport and dispersion of contaminants in the urban environment.
These building effects were shown to dominate the plume spread of IOP8-R2, where little
difference was seen between the two WRF model turbulence import schemes in spite of a
factor of two difference in the predicted turbulence levels. IOP6-R2 had very steady 15-, 30-,
and 60-min averaged wind directions that were nearly perpendicular to the predominant
street-canyon direction, but oscillations were observed in the wind direction with a period
ranging between 7 and 15min over the release. This likely contributed to the rapid near-source
plume spread and lower peak dosages that none of the simulations were able to replicate,
even when using the 1-min averaged winds measured by the PWID system and the higher-
fidelity QUIC-CFD wind simulations. While these oscillations would normally be treated as
large-scale variability in undisturbed surface-layer flow, the scales imposed on the flow by
the buildings within the urban core make treating these oscillations as large-scale turbulence
inappropriate within the urban canopy. It is possible that oscillations in the prevailing wind
direction may be cause complex interactions as the flow oscillates back and forth in the street
canyons. It would be instructive to investigate whether or not a large-eddy simulation, such
as Lundquist et al. (2012), would be able to accurately predict the observed behaviour of this
release. Large-eddy simulation has the potential of reproducing the complex transient flow
interactions that the oscillations in the prevailing wind direction could produce within the
street canyons and therefore might be able to simulate the low near-surface dosage levels.
Other complex phenomena such as infiltration into and subsequent exfiltration out of the
underground parking garage just north of theBotanicalGardens due to the ventilation systems
that are typically used in these structuresmay also be a factor in producing the observed lateral
plume spread. Both possible explanations for the overprediction of simulated near-surface
dosages should be further investigated in the future.
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Appendix

Appendix 1.1: Turbulence Derived from WRF Model Surface-Layer Parameters

Due to the diagnostic nature of the QUIC-URB wind solver, only 3D mean wind fields are
produced without turbulence quantities. In the absence of further information regarding the
turbulence structure in the planetary boundary layer, which is required by the Lagrangian
random-walk dispersion model, the turbulence must either be inferred from the mean wind
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field or parametrized using surface-layer parameters such as u∗, 1/L , and h. By default,
the QUIC system uses a combination of parametrized turbulence profiles (in regions that
are nominally undisturbed by explicitly resolved building effects), local gradient (in regions
near where building flow parametrizations have been applied), and enhanced non-local tur-
bulence schemes (in some building-flow parametrization regions). Williams et al. (2004) has
a complete description of the methods employed by the QUIC system to deduce turbulence
in and near the building flow parametrizations. The WRF model fields of u∗, 1/L , and h that
have been interpolated onto the domain grid of the QUIC system simulation are used as local
values within the parametrizations used by the QUIC system’s standard turbulence scheme
to yield the 3D spatially-varying turbulence fields required by the Lagrangian random walk
dispersion model.

In the surface layer, dimensional analysis combined with empirical observations have
confirmedMonin-Obukhov similarity theory, which provides standard relationships between
u∗, L , and the mean wind speed (Monin and Obukhov 1954; Calder 1966; Stull 1988; Arya
2001). The QUIC system uses parametrizations of the variation of turbulence with vertical
position based on surface-layer quantities and h as described in Rodean (1996). For neutral
to stable thermal stabilities (z/L ≥ 0), the QUIC system uses the following relations for
the velocity variances (σ 2) in a local coordinate system rotated such that the u-velocity
component is in the local mean wind direction,

σ 2
u = u2∗

(
6.3

(
1 − z

h

)3/2)
, (10)

σ 2
v = u2∗

(
4.0

(
1 − z

h

)3/2)
, (11)

σ 2
w = u2∗

(
1.7

(
1 − z

h

)3/2)
. (12)

For thermally unstable conditions (z/L < 0), another thermal-stability dependent term is
added to Eqs. 10–12, which accounts for the generation of turbulence due to buoyancy under
thermally unstable conditions, yielding the following relations,

σ 2
u = u2∗

(

6.3
(
1 − z

h

)3/2 + 0.6

(
− h

L

)2/3
)

, (13)

σ 2
v = u2∗

(

4.0
(
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h

)3/2 + 0.6

(
− h

L

)2/3
)

, (14)

σ 2
w = u2∗

(
1.7

(
1 − z

h

)3/2 + 3.3
(
− z

L

)2/3 (
1 − 0.8

z

h

)2)
. (15)

Appendix 1.2: Turbulence Based on WRF Model Turbulent Kinetic Energy Field

In the second method for importing turbulence from the WRF model into the QUIC system,
TKE fields are imported directly. As can be seen in the discussion above, the standard tur-
bulence model in QUIC-PLUME is based on u∗ instead of e. Unfortunately, the ability to
export turbulence data from theWRFmodel is limited and does not provide a method to sep-
arate the 3D interpolated TKE field into the three velocity variance fields. WRF model TKE
import scheme where the turbulence is based on the local e value rather than u∗. However,
the random-walk dispersion model needs the velocity variances rather than e to determine
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the turbulent diffusion within the plume. The definition of TKE (e) provides a relationship
between TKE and the velocity variances but does not indicate the relative magnitudes of the
velocity variances,

e = 0.5
(
σ 2

u + σ 2
v + σ 2

w

)
. (16)

For unstable conditions we can the combine the definition of e with Eqs. 13–15 to yield an
equation for e as a function of u∗, z, h, and L ,

e = u2∗

(

6.0
(
1 − z

h

)3/2 + 0.6

(
− h

L

)2/3

+ 1.65
(
− z

L

)2/3 (
1 − 0.8

z

h

)2
)

, (17)

which can be rearranged to solve for u2∗, which is then substituted back into Eqs. 13–15 to
yield σu , σv , and σw in terms of e,

σ 2
u = e

f1(z, h, L)

f0(z, h, L)
, (18)

σ 2
v = e

f2(z, h, L)

f0(z, h, L)
, (19)

σ 2
w = e

f3(z, h, L)

f0(z, h, L)
, (20)

where f0, f1, f2, and f3 are the functions of z, h, and L within the parentheses on the right-
hand side of of Eqs. 17, 13, 14, and 15, respectively. Similar substitutions can be made into
Eqs. 10–12 for neutral and stable conditions, which become constant factors for the along-
wind, cross-wind, and vertical components based on the standard relationships between u∗
and σ values of the individual velocity components (Panofsky and Dutton 1984; Roth 2000).
For the ratios of u∗ and σ that the QUIC system uses, the ratios of velocity variances to e are
1.0, 0.67, and 0.28 for the along-wind, cross-wind, and vertical components, respectively.
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