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Abstract The study was aimed at understanding the deficiencies of numerical mesoscale
models by comparing predictions with a new high-resolution meteorological dataset collected
during the Mountain Terrain Atmospheric Modelling and Observations (MATERHORN)
Program. The simulations focussed on the stable boundary layer (SBL), the predictions of
which continue to be challenging. High resolution numerical simulations (0.5-km horizontal
grid size) were conducted to investigate the efficacy of six planetary boundary-layer (PBL)
parametrizations available in the advanced research version of the Weather Research and
Forecasting model. One of the commonly used PBL schemes was modified to include eddy
diffusivities that account for enhanced momentum transport compared to heat transport in
the SBL, representing internal wave dynamics. All of the tested PBL schemes, including
the modified scheme, showed a positive surface temperature bias. None of the PBL schemes
was found to be superior in predicting the vertical wind and temperature profiles over the
lowest 500 m, however two of the schemes appeared superior in capturing the lower PBL
structure. The lowest model layers appear to have a significant impact on the predictions
aloft. Regions of sporadic flow interactions delineated by the MATERHORN observations
were poorly predicted, given such interactions are not represented in typical PBL schemes.
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1 Introduction

The parametrization of subgrid-scale boundary-layer processes continues to be a challenge
for mesoscale numerical weather prediction models. Parametrization schemes quantify the
contribution of numerically unresolved atmospheric processes in terms of variables resolved
at the model’s discrete grid. Efforts to improve planetary boundary-layer (PBL) parametriza-
tions have mainly followed two approaches: (1) those that assess the validity of assumptions
underlying the parametrization schemes and their adequacy in representing natural flows
(Mellor and Yamada 1982; Zhang and Anthes 1982; Bougeault and Lacarrere 1989; Janjic
1990, 1994, 2002; Grell et al. 1994; Hong and Pan 1996; Alapaty et al. 1997; Sukoriansky
et al. 2005; Hong et al. 2006; Lee et al. 2006; Pleim 2006, 2007a,b; Sukoriansky 2008;
Jiménez et al. 2012), and (2) those devoted to comparing predictions based on existing para-
metrization schemes for different environmental settings (Braun and Tao 2000; Stensrud and
Weiss 2002; Bright and Mullen 2002; Zhang and Zheng 2004; Lee and Fernando 2004; Deng
and Stauffer 2006; Fernandez et al. 2007; Otkin and Greenwald 2008; Reeves and Stensrud
2009; Hu et al. 2010; Argiieso et al. 2011; Awan et al. 2011; Evans et al. 2011; Flaounas
et al. 2011; Shin and Hong 2011; Garcia-Diez et al. 2013; LeMone et al. 2013). Studies of
the first kind are aimed at delineating missing or under-represented processes and including
them more accurately into the models. The second kind adopts a more pragmatic approach,
for example, the selection of the best scheme for a given purpose and setting (e.g., weather
forecasts for a specific region or phenomenon; regional climate research). Both approaches
require comprehensive datasets, not only detailed point measurements at standard meteoro-
logical heights, but also profiling data at different locations. This is evident in the work of
Zhong and Fast (2003).

Several studies have focused on selecting appropriate model configurations. In particular,
parametrizations for various conditions and applications have been examined by using the
Weather Research and Forecasting (WRF) model (http://www.mmm.ucar.edu/wrf/users).
A number of different combinations of microphysical and PBL parametrization schemes
were exploited by Jankov et al. (2007) and Otkin and Greenwald (2008). Diverse cumulus
schemes have been tested in addition to physical options used in the works cited above (Li
and Pu 2008; Argiieso et al. 2011; Flaounas et al. 2011). Twenty-three alternative model
configurations were invoked in Borge et al. (2008), and which included: PBL schemes,
microphysics, land-surface models, radiation schemes, sea-surface temperature and four-
dimensional data assimilation. Awan et al. (2011) and Evans et al. (2011) investigated the role
of physical parametrizations in regional climate simulations using a mixed physics ensemble
in the WRF model; the accuracy could not be uniquely attributed to a single parametrization
but to the combination of parametrizations selected, as a result of the strong non-linearity
of the governing equations. The influences of synoptic conditions were considered under
various conditions such as: rainfall events (Jankov et al. 2007; Evans et al. 2011; Flaounas
et al. 2011), early rapid intensification of hurricanes (Li and Pu 2008) and extratropical
cyclones (Otkin and Greenwald 2008), as well as strong synoptic forcing (Zhang et al.
2013).

A number of studies have focused on optimal PBL parametrization suited to a given
purpose. For example, the sensitivity of the WRF model simulations to the Mellor—Yamada—
Janjic (MY]J) scheme, the Yonsei University (YSU) scheme and the asymmetric convective
model—rversion 2 (ACM?2) scheme were examined by Hu et al. (2010). Their model domain
covered eastern Texas, western Louisiana, and a part of Arkansas to simulate conditions
during July—September 2005. Simulations with the YSU and ACM2 schemes yielded a much
smaller bias than those performed with the MYJ scheme. Simulations with a variety of PBL
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schemes were conducted by Garcia-Diez et al. (2013) with a domain covering Europe for a
1-year period. The three PBL schemes used were evaluated based on temperature, specific
humidity, and the PBL height. Shin and Hong (2011) simulated meteorological fields using
five PBL schemes for a single day of the Cooperative Atmosphere-Surface Exchange Study
field program. Two first-order closure schemes (YSU and ACM2 schemes) and three turbulent
kinetic energy (TKE) closure schemes (MYJ, quasi-normal scale elimination (QNSE), and
Bougeault-Lacarrére (BouLac) schemes) were used. The best scheme for simulating the
convective boundary layer (CBL) was found to be a non-local scheme with the entrainment
flux proportional to the surface flux. Under stable conditions, however, the schemes that use
a local TKE closure performed better. LeMone et al. (2013) tested eight objective methods
to identify the CBL height H using four PBL schemes: YSU, MYJ, BouLac and QNSE.
In the case of the BouLac, MYJ, and QNSE schemes with a 1-km or a 3-km grid, the TKE
thresholds performed poorly and H) showed an irregular growth. The local TKE closure
schemes in general underestimated the H.p value. The WRF model performance for near-
surface temperature and wind predictions for weather regimes and terrain was studied by
Zhang et al. (2013). As for the weather regime, cases with a low-level jet and a persistent
inversion were evaluated against Mesonet observational data, and good agreement between
model and observations was noted for near-surface variables over flat terrain. For complex
terrain, the model predictions were poor, in part due to inability of representing the actual
terrain. The forecast errors for the near-surface variables were found to depend on the diurnal
variation of surface conditions, in particular, when the synoptic forcing is weak. Under
strong synoptic forcing, the diurnal patterns of the errors disappeared, highlighting flow-
dependent errors. Kleczek et al. (2014) evaluated six PBL schemes (YSU, ACM2, MY]J,
Mellor—Yamada Nakanishi and Niino Level 2.5 (MYNN), QNSE, and BouLac schemes) for a
relatively flat area surrounded by grassland, fields, tree lines, and scattered villages; non-local
schemes produced higher temperatures and wind speeds than local schemes, particularly at
night.

The present study was motivated by the availability of a new high resolution dataset from
the Mountain Terrain Atmospheric Modelling and Observations (MATERHORN) Program
(Fernando and Pardyjak 2013; Fernando et al. 2015) to assess PBL schemes within the
advanced research version of the WRF model. The focus is to evaluate the model capability
of capturing thermally-driven flows in complex terrain under weak synoptic conditions. The
most challenging, and hence of particular interest, is the stable boundary layer (SBL) that
includes notoriously elusive physics of stratified turbulence, non-linear internal waves, sharp
transitions and even phase changes such as fog formation (Fernando and Weil 2010; Mahrt
2010; Mabhrt et al. 2012). Forecasts of complex terrain weather are also predicated on the
interaction of slope and valley flows and their interactions with synoptic flow (Fernando and
Pardyjak 2013). Another complication is the difficulty of accurately representing the local
terrain (Wagner et al. 2014).

In the present work, high resolution (0.5-km horizontal grid spacing) WRF model simu-
lations were conducted to evaluate the capabilities and limitations of commonly used PBL
parametrization schemes for dry, stably stratified nocturnal periods. In addition, considering
the merits of the YSU scheme for convective conditions (Hu et al. 2010; Shin and Hong
2011; LeMone et al. 2013; Kleczek et al. 2014), a semi-empirical model of Monti et al.
(2002) for the eddy diffusivities of heat and momentum was implemented therein for stable
conditions as a possible improvement. The modified scheme was evaluated alongside of the
existing scheme. This semi-empirical model has been implemented in the medium range fore-
cast (MRF) scheme (Hong and Pan 1996) within the Pennsylvania State University/National
Center for Atmospheric Research mesoscale model (Grell et al. 1994), known as MMS5, and
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the results show promising improvements to nocturnal near-surface air temperature predica-
tions and a slight improvement to wind-speed predictions (Lee et al. 2006).

The present work complements previous PBL scheme evaluation studies in several ways;
it utilizes a new comprehensive dataset from the MATERHORN experiments taken at an
unprecedented spatio-temporal detail, and it modifies the YSU PBL scheme for stable con-
ditions with a semi-empirical eddy-diffusivity model.

2 Observations

The MATERHORN experiments were conducted in the Great Salt Lake Desert at the U.S.
Army Dugway Proving Grounds (DPG) in a region surrounded on three sides by mountain
ranges (www.nd.edu/~dynamics/materhorn). The Granite Mountain Atmospheric Sciences
Testbed is centred on a single mountain (Granite mountain within DPG) with the following
core instrumentation arranged in an array: 31 Surface Atmospheric Measurement Systems
(SAMS), 51 mini-SAMS and over 100 Portable Weather Instrumentation Data Systems
(PWIDS). The SAMS and mini-SAMS are 10-m towers with vane anemometers at 2 and
10 m above ground level used to measure wind speed and direction, as well as temperature
and relative humidity at 2-m height. The PWIDS are portable masts on tripods with a vane
anemometer and a temperature/relative humidity probe at 2 m. This core infrastructure was
augmented with an extensive suite of instrumentation concentrated at five Intensive Observ-
ing Sites with towers, at least 20 m in height, along with a set of specialized sensors. A full
description of all instruments and site locations is given in Fernando et al. (2015).

During the quiescent (wind speed < 5 m s~ ! at 700-hPa height) intense operational periods
(IOP), special attention was given to the interaction between the downslope flow, along the
east slope of Granite mountain, and the valley flow to the east of the mountain along the
Dugway valley. Continuous tethered-balloon flights were launched at the Sage Brush (SB)
site, which was centrally located in the valley. In addition, a line of four towers (ES2, ES3,
ES4, and ESS5) was installed that extended from the slope base onto the east slope of the
mountain. The ES2 tower was located furthest to the east at the slope base, while the ES5
tower was located furthest to the west at the highest elevation (Fig. 1b, c).

3 Model Set-up

The simulations were performed using the advanced research version of the WRF model
(ARW-WRFv3.4.1, released on August 16 2012), a state-of-the-art mesoscale numerical
weather prediction system, suitable for a broad range of applications, including parametrized
physics. The system solves the fully compressible, non-hydrostatic Euler and scalar conser-
vation equations, with the upper boundary of the model at a constant pressure surface and
the vertical coordinate used is based on a terrain-following approach with the possibility of
vertical grid stretching.

3.1 Modelling Domains

Four nested domains of 32-, 8-, 2- and 0.5-km horizontal grids were used, based on a Lambert
projection centred at 113°W, 40°N (located in Utah, USA). The experimental domain is
shown in Fig. 1, with the vertical grid set to 50 terrain following (eta) levels based on
preliminary evaluation of the model with a total of 50, 40 and 35 levels. More points were

@ Springer


www.nd.edu/~dynamics/materhorn

Assessment of Planetary Boundary-Layer Schemes... 593

b ‘| Sage Brush Tethersonde
404 +  SAMS Stations

= Mini-SAMS Stations
East Slope Towers

Granite

Latitude

-113.4 7-113.2 -;113 -112.8
Longitude 7
Granite : *
' Mountél‘ﬁ"’:?-iZl
sB
Sapphire | )

Mountain Dugway

Range 4

Fig.1 Model domains for the numerical simulations (a), domain D4 with 0.5-km grid (b) including locations
of the instruments used for model evaluation, and Granite mountain area (c)

employed in the lowest part of the PBL to increase the vertical resolution. For example, 22,
15 and 11 levels respectively, were selected below 600 m with gradually increasing distance
between the levels. The model top was set to 5000 Pa. Multiple domains at different grid
spacing were run simultaneously in one-way interactive nested simulations to investigate the
effect of horizontal resolution on the model simulations (see Sect. 4.2). The coarser domain
provided boundary conditions for the nest.

The initial and boundary conditions (for the parent domain) are based on the National Cen-
ters for Environmental Prediction Final Operational Model Global Tropospheric Analyses
(http://rda.ucar.edu/datasets/ds083.2/), which is a product of the Global Data Assimilation
System that continuously collects observational data from the Global Telecommunications
System. In 2012, the land-cover and terrain elevation dataset was updated based on the newer
33-category national land-cover database (Fry et al. 2011), which includes the new land-cover
area defined as playa (dry lake bed); this is shown in Fig. 1b. The properties of playa are
quite distinct from other desert and non-desert substrates, and the resulting land-use mosaic
produces a playa breeze unique to desert environments. The breeze forms around the edge of
the playa as a result of differential heating (Rife et al. 2002). The soil-texture class is defined
by a 16-category United States Geological Survey (USGS) dataset, which is also modified
to include playa, white sand, and lava soil texture classes. The updated database was used
together with a new parametrization of soil thermal conductivity in the Noah land-surface
model for silt loam and sandy loam soils. The latter modification was proposed by Massey
etal. (2013), which significantly reduced the nocturnal temperature bias. No data assimilation
was applied in our study, in contrast to Massey et al. (2013).
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3.2 Modelling Periods

Data from autumn 2012 (September 25—October 21) and spring 2013 (May 1-30) MATER-
HORN field campaigns were used. The autumn observational program focused on thermal
circulation under quiescent, synoptic anticyclonic background conditions, while the spring
campaign concerned periods of strong synoptic flow (Fernando et al. 2015) although some
quiescent periods were observed. The present study covers six quiescent IOPs selected from
both campaigns, which include:
Autumn 2012:
I0OP1 (28 September 140029 September 1400), IOP2 (01 October 1400-02 October 1400),
IOP6 (14 October 0200-15 October 0200), IOP8 (18 October 0500—19 October 1200);
Spring 2013:
I0P4 (11 May 1400-12 May 1400), IOP7 (20 May 1715-21 May 1400).

1OPs typically extended over 24-h periods, with the exception of IOP8 (31 h) and IOP7
(21 h). The listed time is local (UTC—6 h). All numerical simulations cover 48-h segments;
a sufficient spin-up time (12 h or more, depending on the IOP starting time) was allowed
prior to the selected time period for comparison with field data.

3.3 Physical Parametrizations

The WRF model physical parametrizations include the following: microphysical scheme (Lin
et al. 1983), the rapid radiative transfer model longwave radiation parametrization (Mlawer
et al. 1997), the Dudhia shortwave radiation parametrization (Dudhia 1989), and the Noah
land-surface model (Chen and Dudhia 2001). Most of the available PBL schemes in the
ARW-WRFv3.4.1 model version were considered, which are: the Yonsei University scheme,
YSU (Hong et al. 2006), the Asymmetric Convective Model, version 2 scheme, ACM2
(Pleim 2007a), the Mellor—Yamada—Janjic scheme, MYJ (Janjic 1990), the Mellor—Yamada—
Nakanishi—Niino Level 2.5 scheme, MYNN (Nakanishi and Nino 2006), the Bougeault and
Lacarrere scheme, BouLac (Bougeault and Lacarrere 1989), and the Quasi-Normal Scale
Elimination scheme, QNSE (Sukoriansky et al. 2005).

The YSU scheme is a non-local first-order scheme with explicit treatment of entrainment
processes at the top of the PBL. To allow for non-local vertical fluxes, a term is added to the
turbulent diffusion equations for prognostic variables, while the PBL height is estimated using
a critical bulk Richardson number approach. The other first-order scheme used is the ACM2
scheme, which is a combination of the local and non-local mixing approaches (explicit non-
local upward mixing and local downward mixing). The ACM2 scheme removes non-local
transport and uses local closure for stable and neutral conditions.

The remaining PBL schemes (MYJ, MYNN, BouLac and QNSE) are all TKE closure
schemes. Only local transport is allowed, and the diffusivity is expressed as a multiplication
of the mixing length scale, the square root of the TKE, and a proportionality coefficient.
The definitions of the mixing length scale and proportionality coefficient, however, vary
with the scheme. The QNSE scheme is an alternative to the Reynolds stress scheme, deriving
momentum and heat eddy diffusivities using a self-consistent, quasi-normal scale elimination
algorithm and spectral space representation.

Each PBL scheme is coupled with a surface-layer scheme, which provides the friction
velocity and exchange coefficients for calculation of the surface heat and moisture fluxes
via the land-surface models. These fluxes, in turn, provide a lower boundary condition for
vertical transport in the PBL schemes.
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The simulations with the YSU scheme were performed with the revised MMS5 similarity
scheme (Jiménez and Dudhia 2012; Jiménez et al. 2012). For the MYJ scheme and the BouLac
scheme, the Eta similarity surface-layer scheme (Janjic 1990, 1994) was used. The other
three schemes were coupled with exclusive surface-layer schemes developed: the Pleim-
Xiu scheme (PX) (Pleim 2006), the MYNN scheme (Nakanishi and Nino 2006) and the
QNSE scheme (Sukoriansky 2008), respectively. All five surface-layer schemes are based on
Monin—Obukhov similarity theory—MOST (Monin and Obukhov 1954; Monin and Yaglom
1965), however profile functions and empirical parameters differ for different parametrization
schemes.

3.4 Modification of the YSU Scheme for Stable Stratification

The advantages of the YSU scheme are its simplicity, general reliability and adaptability for
different conditions. It is computationally inexpensive, and an improvement in predicting the
CBL as compared to the schemes that adopt local closures (see the Introduction). For stable
conditions (bulk Richardson number > 0), the YSU scheme uses identical profile functions
for momentum and heat, assuming a constant turbulent Prandtl number (Pr;). This aspect
could be improved in the knowledge that experimental data (e.g., Strang and Fernando 2001a;
Monti et al. 2002) show that both momentum and heat diffusivities are stability (i.e. gradient
Richardson number Ri) dependent. Monti et al. (2002) have suggested a semi-empirical model
for the eddy diffusivities of heat (K}) and momentum (Kp,) under stable conditions, based
on data obtained during the Vertical Transport and Mixing eXperiment (Doran et al. 2002).
It was shown that for predominantly stably-stratified slope flows, K/ Ky = 1 for Ri < 0.2,
indicating that stratification effects are of minor importance for such Richardson numbers and
turbulent eddies transport heat and momentum with equal efficiency. At Ri > 0.2, increasing
buoyancy effects reduce vertical mixing, leading to K, > Kj, since under strongly stable
stratification momentum is transferred by internal gravity waves that sustain only a small (or
in the case of linear waves, no) heat flux. For 1 < Ri < 10, both diffusivities only weakly
depend on Ri. These results are in general agreement with the laboratory study of stratified
turbulence by Strang and Fernando (2001a, b). Empirical best fits to data show the following
relations, based on normalization using appropriate scales—the r.m.s. vertical velocity oy,
(Hunt 1985; Pearson et al. 1983) and the shear length scale oy, |dV/ dz|~! (Fernando 2003),
where V is the velocity vector,

Ky = 0.34Ri %9262 1aV /dz| !, (1)

Kj = 0.08Ri %62 |dV/dz| 7! . 2)
Note that in Egs. 1 and 2, the momentum diffusivity is larger than that of heat at high Ri. Lee
etal. (2006) combined Egs. 1 and 2 with the empirical relation of Stull (1988) to diagnostically
calculate the vertical wind variance,

ol =w?=25u2[1— (z/ )], 3)
where & is the height of the mixed layer and u. is the surface friction velocity. As already
mentioned, this semi-empirical model has been implemented in the MRF PBL scheme of
the MM5v3.7 model version. The YSU PBL scheme is a modified and improved version of
the MRF scheme, which explicitly considers the effects of entrainment process near the PBL.

top. In the present study, the same parametrization (Eqs. 1-3) is implemented in the YSU
PBL scheme of the ARW-WRFv3.4.1 model version (hereafter YSUmod).
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4 Modelling Results

Simulations were performed for each of the IOPs using the six PBL schemes noted above and
the modified scheme YSUmod. With several simulations conducted to assess the model sen-
sitivity to the number of vertical levels and horizontal grid resolution, the model performance
was evaluated using standard statistical measures.

4.1 PBL Experiment

The comparison of modelling results with field data is based on the so-called surface and
vertical statistics. The SAMS and mini-SAMS data at 2 m for temperature and 10 m for wind
speed were used to calculate the surface statistics (Table 1). The vertical statistics (Table 2)
were obtained using tethered-balloon profiles at the SB site. This site is in the path of the
Dugway basin valley flow, although at times it was disturbed by slope flows draining from
either side of the valley. The vertical statistics were calculated for four IOPs by extracting the
model data at the SB site to compare with measurements at selected heights above the ground.
The nearest profile data from the model and balloon were interpolated to selected levels for
further statistical evaluation. The root-mean-square error (RMSE), index of agreement (/A)
and correlation coefficient () for temperature and wind speed are listed in Tables 1 and 2.
The IA parameter developed by Willmott (1981) is a standardized method to determine the
degree of the model prediction error
N 2
A=1- Zi:l(f’_o’) —. 4)
XL (1P = 0] +]0i-0)

where P; and O; are the predicted and observed values, respectively, and O is the mean
observed value. The /A values range between zero and 1, with 1 indicating a perfect match. The

Table 1 Summary of surface statistics for different PBL schemes

ACM2 BouLac MYJ MYNN QNSE YSU YSUmod

Temperature

RMSE 4.9 53 52 5.2 4.7 5.5 5.9

IA 0.89 0.86 0.88 0.87 0.90 0.85 0.83

r 0.85 0.84 0.85 0.83 0.86 0.83 0.82
Zonal wind component

RMSE 1.7 1.7 1.8 1.7 1.7 1.8 1.8

IA 0.74 0.74 0.73 0.72 0.76 0.70 0.72

r 0.56 0.55 0.53 0.54 0.58 0.49 0.51
Meridional wind component

RMSE 1.8 1.9 1.9 1.8 2.0 2.0 2.2

IA 0.83 0.83 0.81 0.82 0.80 0.79 0.77

r 0.69 0.69 0.67 0.67 0.67 0.63 0.61
Wind speed

RMSE 1.6 1.6 1.7 1.6 1.8 1.7 1.8

IA 0.72 0.74 0.70 0.71 0.64 0.67 0.66

r 0.51 0.54 0.47 0.49 0.39 0.43 0.42
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Table 2 Summary of vertical statistics for different PBL schemes

ACM2 BouLac MY]J MYNN QNSE YSU YSUmod

Temperature

RMSE 1.9 1.9 1.7 1.9 1.6 2.1 2.5

IA 0.97 0.97 0.97 0.97 0.98 0.96 0.94

r 0.95 0.95 0.96 0.95 0.97 0.94 0.92
Zonal wind component

RMSE 2.1 1.9 2.2 2.1 2.0 2.1 2.0

IA 0.60 0.61 0.60 0.60 0.61 0.61 0.61

r 0.37 0.39 0.36 0.37 0.37 0.38 0.38
Meridional wind component

RMSE 24 2.0 2.5 2.3 24 2.4 2.1

IA 0.75 0.78 0.74 0.76 0.75 0.75 0.79

r 0.59 0.62 0.58 0.61 0.59 0.57 0.63
Wind speed

RMSE 2.4 1.9 2.3 22 2.1 2.2 1.9

IA 0.46 0.49 0.48 0.48 0.47 0.46 0.52

r 0.18 0.17 0.23 0.23 0.19 0.18 0.23

IA value detects additive and proportional differences in the observed and simulated means
and variances, however it is overly sensitive to extreme values due to squared differences
(Legates and McCabe 1999).

All of the PBL schemes delivered relatively similar results. The /A value for temperature
in the vertical statistics is 0.94-0.98, which is much higher than in the surface statistics, where
the /A value is 0.83-0.90. The wind speed shows the opposite tendency, with /A values of
0.64-0.74 for the surface and /A values of 0.46-0.52 for vertical statistics, respectively. The
RMSE values for temperature averaged for all PBL schemes are ~5 oC (surface statistics)
against ~2 oC (vertical statistics). In contrast, RMSE values for wind speed are slightly
higher for the vertical in comparison with surface statistics. The model data correlated better
with the observations for the temperature than for the wind (especially for the vertical wind
profile). Note that the vertical statistics are calculated at a single location (the SB site). The
wind predictions are more difficult to evaluate using measurements taken at a single point,
given the subgrid inhomogeneity of the velocity vector within a grid area, more so than with
temperature. These statistics are not unexpected intuitively because at the surface the wind
speed approaches zero, whereas the temperature has a maximum diurnal variation.

In general, the calculated meridional wind component is in better agreement with observa-
tions than is the zonal wind component, perhaps due to a well-developed valley flow captured
by the model. In contrast, the zonal wind component is frequently affected by the interaction
of slope and valley flows, which is due to intense flow collisions and the confluence of slope
and valley flows (Fernando et al. 2015). Such processes are not included in current PBL
parametrizations.

Overall, the performance of PBL schemes is expected to be sensitive to the basin config-
uration, since nuances of flow dynamics determine the efficacy of a particular PBL scheme.
The QNSE scheme gives the best agreement with temperature observations (see /A values in
Tables 1 and 2), whereas the YSUmod scheme is superior at forecasting the entire vertical
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Fig. 2 Mean biases and absolute errors from surface and vertical statistics

wind profile up to 400 m (see /A values in Table 2). There is a noticeable improvement in
the predictions of the wind-speed vertical profile by the YSUmod scheme compared to the
YSU scheme based on all statistical measures (see Table 2). The corresponding temperature
prediction of the YSUmod scheme, however, leaves much to be desired. This, in part, can
be attributed to the near-surface temperature bias, which concatenate with the prediction of
temperature aloft through vertical transport processes.

In addition to the statistics shown in Tables 1 and 2, the mean biases and absolute errors
for temperature and wind-speed are shown in Fig. 2. The mean biases for temperature at
2-m height are positive for all PBL schemes, which remain <2.3 °C. The biases are negative
(except for YSU and YSUmod) for the entire layer up to 400 m. The mean biases for different
PBL schemes vary according to the wind speed, and are < 0.5m s~! (except for the BouLac
scheme). The absolute error for temperature at 2 m (=3 °C) is twice as great as the error
calculated from the vertical profile (1.5 °C). The wind-speed absolute errors are similar for
all PBL schemes and for both statistics (1.5m s™1).
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Fig. 3 Scatter plots for temperature at the east slope—ES2, ES3, ES4, ESS5 (a) and inside the valley—SB (b)
towers

To further investigate the near-surface air temperature (at 2 m), a number of scatter plots
are shown in Fig. 3. The data from the Granite mountain slope towers (ES2, ES3, ES4,
ESS5 towers) are all combined onto one series of scatter plots, while the SB tower data in
the Dugway valley are shown separately. For all the PBL schemes, including the YSUmod
scheme, the correlation of predictions with slope-flow observations is reasonably good (Fig.
3a). Some discrepancies are shown in predicting the extreme values. At the SB site, all of
the PBL schemes substantially overestimate the minimum temperatures during the stably
stratified period (Fig. 3b).

The evolution of potential temperature profiles are shown in Fig. 4, starting from just
before sunset. All PBL schemes delay the development of the stably stratified layer inside
the valley as compared to the observations, thus causing errors in the prediction of the stable
boundary-layer height. It is also evident that the WRF model predicts the evening transition
period poorly. The energy budget reverses above the valley surface when outgoing longwave
radiation exceeds the incoming shortwave radiation, which first occurs in the late afternoon
in areas shadowed by the terrain (Zardi and Whiteman 2013). With the reversal in sign of
the net radiation the ground begins to cool, a downward turbulent sensible heat flux now
exists, forming a shallow layer of cool air over the sidewalls and on the valley floor. The
model generates the stable layer over the valley floor at a lower rate than in the field due to
inadequate prediction of the air temperature at the first model level, which may be attributed
in part to the inadequacies of the surface-layer schemes. It has been pointed out by Tastula
et al. (2015a) that the choice of the surface-layer scheme significantly affects temperature
predictions up to a height ~ 150 m, irrespective of the number of vertical levels employed
in the model.
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Fig.5 Sensible heat flux and friction velocity at SB (a) and ES5 (b) towers at the 10 m level for IOP2, October
1-22012

A comparison between several observed and predicted surface-flow characteristics are
shown in Fig. 5 for the SB and ES5 towers. The observed friction velocity on the east slope
is twice that of the valley floor (where strong stable conditions occur). All PBL schemes
underestimate the friction velocity on the slope during the night. Substantial variations of the
observed heat and momentum fluxes at the ES5 tower (Fig. 5b) can be linked to a variety of
mechanisms, including sporadic canyon flows, flow oscillations and breakdown (Princevac
et al. 2008); and periodic penetration of gap-flow effects (Fernando et al. 2015). Downslope
flows often intrude into the valley, producing horizontal shears above or below the slope flows
that vary with elevation and time. Such complexities in natural flows are not captured well
by the model because of inadequate representation of topography, insufficient grid resolution
and the difficulties of representing subgrid mixing processes.
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Fig. 6 The Obukhov length at SB (a) and ES5 (b) towers at the 10-m level for IOP2 (October 1-2 2012).
High values of L during the transition periods (morning and evening) are removed to make the figure more
readable. The sign of L indicates unstable (—) or stable (+) conditions. The time shown is local

Although MOST is almost always employed for estimating near-surface fluxes (e.g. Stull
1988; Zilitinkevich et al. 2002), its usage is questionable for katabatic flows (e.g. Grisogono
and Oerlemans 2001a,b) and other stable PBL flows (e.g. Mahrt 1999, 2007; Zilitinkevich
and Calanca 2000; Jericevi¢ and Grisogono 2006; Zilitinkevich and Esau 2007). The Obukhov
length (L) calculated using field data at 10 m and that produced by different PBL schemes at
the first model level inside the valley and on the east slope are shown in Fig. 6. The extreme
values of L occurring in the morning and evening transition periods are not shown to ensure
legibility of the figure. The time periods during which the model overestimates L during
stable conditions are marked by dashed lines in Fig. 6. At both sites, the model-calculated L
exceeds the observed L (calculated using 20-min averaging) during morning hours, especially
at the SB tower.

Gracheyv et al. (2015) reported turbulence statistics (e.g., fluxes, variances, spectra, and
co-spectra) of the katabatic winds measured at the same four towers as used in this study. The
authors suggested that the position of the maximum jet speed of the katabatic flow can be
derived from a linear interpolation between positive and negative values of the momentum
(or the horizontal heat) flux and by determining the flux zero-crossing height. The height of
the wind-speed maximum was found to be at &~ 3 m. Profiles of turbulent fluxes and other
quantities exhibited steep gradients below this maximum. The zero wind shear, change in
the sign of vertical momentum flux, local minimum in TKE and dissipation rate, and the
background stable stratification suggest that turbulence in the layer above the wind-speed
maximum is decoupled from the surface. This case violates MOST, and L is too large to
represent near-surface fluxes induced by a low-level katabatic jet.

All PBL schemes suitably capture the slope and valley flows (the diurnal thermal circu-
lation is shown in Fig. 7). The valley flow is from the north-west during the daytime and
from the south-east at night due to the orientation of the valley (Fig. 7a) while the upslope
flow is easterly and the katabatic flow is westerly. The nocturnal flow at the SB site is better
predicted than at the ESS site (Fig. 7b).

Comparison of simulated vertical profiles of temperature, wind speed, and wind direction
with the measurements at the SB site are shown in Fig. 8 for IOP8 (18 October, 2012). All
of the schemes produce similar results for temperature, while all schemes are incapable of
capturing the sharp temperature gradient observed close to the ground. The wind speeds of the
nocturnal flow inside the valley were substantially underestimated, and the observed wind-
speed maxima located at about 75 and 350 m above the ground level are not captured. The
change of wind direction at the top of stably-stratified layer indicates an interface between air
masses, across which turbulent mixing is weak. The best PBL scheme for predicting the near-
surface temperature appears to be QNSE scheme that employs a surface-layer parametrization
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Fig. 8 Comparison between different PBL schemes and tethered-balloon data at SB site for IOP8, October
18 2012 (tethered balloon ascent time 2203-2228; model output averaged from 2200-2220 local time)

based on spectral theory. However, predictions for wind are markedly different from the
observed profiles at higher altitudes, possibly due to inadequacy of momentum transfer
mechanisms encapsulated in the QNSE scheme (Tastula et al. 2015b). The authors found
that the scheme exhibits vertical mixing that is too strong, and attributed to the applied TKE
scheme and the stability functions. The 75-m jet-like structure lies just above the observed
temperature inversion, with the damping of turbulence at this level leading to flow acceleration
above the interface being unaffected by the surface-layer stresses. In order to capture this
phenomenon, dynamics of the thin inversion ought to be well represented in the PBL scheme
with sufficiently high vertical resolution. In spite of the fine vertical resolution (22 levels
within the first 600 m), the model remains unable to capture the thin layers that occur inside
the valley flow.

The YSUmod scheme reproduced vertical profiles of velocity and temperature reasonably
well within the nocturnal PBL, at least in a qualitative sense, except at the lowest levels. The
YSUmod scheme should be able to concentrate momentum near the top of the SBL and so
develop a jet at that height, but the predicted height was somewhat lower than that observed.
Missing physical representation of thin inversion layers that represents their ability to enhance
momentum transfer through instabilities (Strang and Fernando 2001a), inadequate vertical
resolution near the ground, as well as the overestimation of temperature at the first model
level (that leads to an increase of temperature at model levels up to 50 m for this case), are
all possible sources of prediction errors.
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The wind vectors for typical diurnal thermal circulation produced by the YSUmod scheme
are shown in Fig. 9. The modified scheme captured the upslope/valley flow during daytime

(Fig. 9a) and downslope/valley flow at night (Fig. 9b). The main model-data discrepancies are

which leads to drastic variability in the

il

interact
wind direction. This is most noticeable at night, where a layer of cold air from surrounding
slopes becomes negatively buoyant and moves down the slopes, converges within the valley,

in the region where the valley and gap flows
interacts with the valley flow

and develops a strong directional shear. When the valley flow

b}

is sufficiently strong, the horizontal and vertical shear generate turbulence that can greatly

modify the downslope flows (the ES3

tower data).

ES5 tower data) or obliterate them entirely (the ES2

4.2 Sensitivity Tests of the YSU and YSUmod PBL Schemes to Grid Resolution

Sensitivity tests were conducted to assess the WRF model performance for three cases using

different vertical and horizontal grid resolutions:

e 35 levels with 9 levels below 600 m and the first half level at approximately 17 m;
e 40 levels with 14 levels below 600 m and the first half level at approximately 9 m;
e 50 levels with 22 levels below 600 m and the first half level at approximately 9 m.
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Fig. 10 Comparison between the tethered-balloon data and both, original and modified schemes, using 35
and 50 vertical levels and 0.5-km grid at the SB site for IOP8, October 18 2012 (tethered balloon ascent time
2203-2228; model output averaged from 2200-2220 local time)

The primary goal was to test whether higher vertical resolution near the ground helps
resolve the multi-layered nocturnal stably stratified structure. The increased vertical and hor-
izontal resolution did not significantly change the temperature predictions. Minimal changes
of temperature occurred due to the fact that the topography is almost uniform within the
valley and the difference in land cover and ground properties over the grid was insignificant
in each of the tested cases. The vertical temperature gradient is reasonably well captured by
all PBL schemes (except close to the ground), and the number of vertical levels inside the
mixing layer does not significantly affect vertical heat exchange (Fig. 10a).

In contrast, the modelled momentum flux is fairly dependent on the number of vertical
levels, especially in the case of YSUmod scheme, with the predictions of this scheme agree-
ing better with observations than the other schemes (Fig. 10b, c). The IA values for wind
speed were improved by increasing the vertical resolution, while decreasing the horizontal
resolution (2 km) resulted in an improved /A values, possibly due to smoothing the outcome
by eliminating sporadic fluctuations.

Increasing the number of vertical levels does not increase computational time substantially,
therefore it does not affect the computational cost significantly. For example, computing time
for IOP2 calculations increased from 16 h for 35 vertical levels to 17 h and 18 h for 40 and
50 levels, respectively (running on 12 cores).

WRF model results with the 0.5-km grid are better at capturing details on the slope,
and within the gap (between Dugway range and Sapphire mountain) and the valley-flow
interaction region, where the subgrid flow processes are intense. The comparison of wind
vectors obtained with low (2-km) and high (0.5-km) grid spacing is shown in Fig. 11. The
fine grid more robustly represents the flow modification in the zone of interaction between
the downslope and valley flows, and the calculated wind speed accords better with the
observations.

Calculations with a fine horizontal grid increase the computational expense considerably.
For example, running only three domains results in computational time of 3 h; adding one
more domain with 0.5-km grid spacing and 145 x 169 points increases this time to 18 h
using 12 cores.
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Fig. 11 Wind vectors produced by the YSUmod scheme (white) compared with observations (purple) for
IOP1, September 29 2012, at 0140 using 2 km (a) and 0.5 km (b) grids

5 Discussion and Conclusions

Our aim was to evaluate six different PBL closure schemes available in the Advanced
Research version of the WRF model (ARW-WRFv3.4.1) using new high resolution data
obtained during the MATERHORN field experiments. The experiments were conducted at
the Granite Mountain Atmospheric Sciences Testbed of the US Army DPG during the autumn
of 2012 and the spring of 2013. One of the PBL schemes used was the YSU scheme, which
is reported to have performed well in previous studies of the CBL. Therefore, it was selected
for further improvements to enhance prediction of the SBL by incorporating an alternative
semi-empirical model for momentum and heat eddy diffusivities proposed by Monti et al.
(2002). The resulting PBL scheme, the YSUmod scheme, allows momentum to diffuse more
rapidly than heat at high Richardson numbers, and this permits a representation of internal-
wave effects that are prevalent in the SBL. In the YSU scheme, the heat and momentum
diffusivities in the SBL are set equal. In addition, the USGS 16-category database, together
with a new parametrization for soil thermal conductivity in the Noah land-surface model
for silt loam and sandy loam soils proposed by Massey et al. (2013), were used in an effort
to reduce the nocturnal positive temperature bias in the study area. The main results are as
follows:
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(i) Alltested PBL schemes are found to be warm biased within the cold pool of the Dugway
valley. The mean temperature bias and absolute errors in the surface layer are twice
as much as those of the PBL aloft (based on surface and vertical statistics). The best
PBL scheme for predicting the near-surface air temperature appears to be the QNSE
scheme, which employs a surface-layer parametrization based on spectral theory. In this
method, successive ensemble-averaging over infinitesimally thin spectral shells yields
scale-dependent horizontal and vertical eddy diffusivities that account for transport
processes on the eliminated scales; in so doing, the contribution of a mix of turbulence
and internal waves is accounted for, and the spatial anisotropy of turbulent length scales
is explicitly resolved.

(i) The YSUmod scheme with an increased vertical resolution shows a general improve-
ment in simulating velocity profiles in the PBL in comparison with the other tested
schemes, in particular, away from the surface (above 50 m). The sensitivity to the ver-
tical resolution, however, was smaller compared to that of the horizontal resolution.
Even with a higher vertical resolution, a temperature inversion formed at a height of 75
m could not be resolved well by any of the PBL schemes. The relative success of the
QNSE (see (i)) and YSUmod schemes implies that internal wave effects (e.g., different
diffusivities of heat and momentum) ought to be accounted for in mesoscale modelling
of the SBL.

(i1) The surface-layer parametrizations significantly influence the prediction of the near-
surface variability of temperature and velocity, specifically in the model layers closest to
the ground. The errors generated propagate upward, effected through the PBL turbulent
transport parametrizations. The coupling of the YSUmod scheme with a revised MM5
similarity surface-layer scheme employed in the original YSU scheme produced larger
temperature biases compared to the original YSU scheme within the near-surface layer.

(iii) The sharp temperature and wind-speed gradients observed near the ground could not
be predicted by any of the parametrization schemes; as mentioned, the results of the
QNSE scheme were closest to the observations. A possible explanation is the difficulties
associated with MOST for stable cases, as MOST is used to specify the lower boundary
conditions. In general, the measured Obukhov length was smaller than the first layer
height, and thus within the first layer, buoyancy effects are more dominant than that
specified in the model (considering that the Obukhov scale separates the regimes of
mechanical and buoyancy dominated turbulence). This leads to the under-specification
of the temperature gradient, which, in turn, leads to higher turbulent mixing rates by
the PBL schemes and hence a positive temperature bias near the surface. In all, the
present study calls for an improved methodology for treating the first model layer,
which is important for successful predictions of meteorological profiles aloft under
stable conditions.

(iv) The meridional wind component was better predicted than the zonal component by all
PBL schemes, reflecting the role of basin geometry. A well-developed valley flow was
captured in simulations (meridional), but the slope flows (zonal) were modified by the
interactions with the strong valley flow. In general, all PBL schemes poorly performed
in regions where the valley flow interacts with the downslope and gap flows. Sporadic
mixing events occurring during such interactions are not accounted for in the PBL
schemes used, calling for the development of a conditional mixing parametrization that
sets in when conditions conducive for specific mixing events emerge during simulations.
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