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Abstract The large-eddy simulation (LES) and Reynolds-averaged Navier–Stokes (RANS)
methodologies are used to simulate the air flow inside the container’s array geometry of the
Mock Urban Setting Test (MUST) field experiment. Both tools are assessed and compared
in a configuration for which the incident wind direction is perpendicular to the front array.
The assessment is carried out against available wind-tunnel data. Effects of including small
geometrical irregularities present in the experiments are analysed by considering LES and
RANS calculations on two geometries: an idealized one with a perfect alignment and an
identical shape of the containers, and a second one including the small irregularities consid-
ered in the experiment. These effects are assessed in terms of the local time-mean average
and as well in terms of spatial average properties (relevant in atmospheric modelling) given
for the velocity and turbulent fields. The structural flow properties obtained using LES and
RANS are also compared. The inclusion of geometrical irregularities is found significant on
the local time-mean flow properties, in particular the repeated flow patterns encountered in a
perfect regular geometry is broken. LES and RANS provide close results for the local mean
streamwise velocity profiles and shear-stress profiles, however the LES predictions are closer
to the experimental values for the local vertical mean velocity. When considering the spatial
average flow properties, the effects of geometrical irregularities are found insignificant and
LES and RANS provide similar results.
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1 Introduction

Air quality is of growing concern in the urban environment and an accurate prediction of
transport and dispersion of contaminants is needed. However, the complex surface morphol-
ogy (buildings and other obstacles) that forms the urban canopy makes difficult the study
of such a physical process. The interaction between the atmospheric turbulent boundary
layer and the urban geometry generates complex flow patterns that determine the distri-
bution of urban pollutant concentrations. Measurements of the dispersion of pollutants in
urban areas or around obstacles have been carried out in several wind-tunnel or water-tun-
nel experiments (e.g., Meroney et al. 1996; Pavageau and Schatzmann 1999; Kastner-Klein
and Plate 1999; Cheng and Castro 2002; Castro et al. 2006; Yee et al. 2006) and also in
field experiments (e.g., Biltoft 2001; Dobre et al. 2005). Simple models such as Gaussian
plume models, widely used in application for simple terrain, perform poorly for the pre-
diction of urban environment dispersion because the complex geometry formed by bluff
bodies such as buildings has to be explicitly modelled to correctly represent the interaction
between the urban canopy and the atmospheric flow. Details of the flow around buildings
can be tackled using the computational fluid dynamics (CFD) approach, which has been
extensively used in simulations of dispersion phenomena in urban regions during this last
decade. An “exact” numerical approach would rely upon the use of direct numerical simu-
lation (DNS), where all the scales of the turbulence motion are resolved, thus allowing for
obtaining very detailed information on the flow field. However, due to its computational cost,
DNS is still restricted to the study of turbulent flow around an isolated building or around
a limited number of obstacles (Yakhot et al. 2006; Coceal et al. 2006). On the other hand,
the Reynolds-averaged Navier–Stokes (RANS) approach considers an integral approach for
the whole turbulence spectrum so that turbulence modelling assumptions are required for
the statistical closures. This approach does not require large computing resources and is
the most commonly used. For example, Kim and Baik (2004), Santiago et al. (2007), and
Milliez and Carissimo (2007) made use of RANS for the calculation of flow over idealized
urban geometries, while Flaherty et al. (2007) and Michioka and Sato (2009) carried out
RANS simulations over real urban geometries. An intermediate approach is the large-eddy
simulation (LES) methodology, which, by means of a spatial filtering operation applied to
the Navier–Stokes equations, resolves explicitly the dynamics of the unsteady large scales
of turbulence while modelling the effect of small-scale motions on the resolved ones. Appli-
cation of LES in the urban environment has been pursued by Hanna et al. (2002), Cheng et
al. (2003), and Xie and Castro (2006) in flows over an array of regular cubes and by Camelli
et al. (2005) and Tseng et al. (2006) and very recently by Michioka and Sato (2009) and Xie
and Castro (2009) in field scale flows. Potentially, the capabilities of LES for the simulation
of urban dispersion are superior to RANS; however, its applicability is more problematic due
to the large computing time required (unsteady three-dimensional fields must be considered)
compared to RANS and also to some issues regarding the implementation of wall and inlet
conditions.

Comparative studies between RANS and LES approaches for flows over urban geome-
tries are scarcely available. Cheng et al. (2003) compared the air flow computed by LES and
RANS models over an array of cubes and found that both LES and RANS methodologies
predicted reasonably well the main characteristics of the mean flow. They also stressed that,
for their study, the LES computational cost was approximately 100 times greater than RANS.
Xie and Castro (2006) showed that RANS and LES provide comparable results above the
canopy layer of a flow over a staggered array of cubes, although the details of the field within
the canopy were better captured by LES.
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Even if CFD models can be applied successfully to simulate the flow over the complex
morphology of a city, they present some limitations regarding their computational cost and
can thus not be easily applied to air quality studies that include the whole city and its sur-
roundings. In this case, numerical atmospheric models with simplified urban canopy models
are most commonly used in order to catch the mesoscale features. In this context, the urban-
obstacle effects within the canopy layer must be parameterised. Several parameterisations
based on a horizontally-averaged approach have been recently proposed (Martilli et al. 2002;
Coceal and Belcher 2004) for the modelling of the urban canopy. However, the validation of
the parameterisation is still a difficult issue due to the lack of information on the spatially-
averaged variables required for the parameterisation itself. In this context, CFD models can
be a useful tool to provide flow variables with high enough spatial resolution to compute
accurate values of the spatially-averaged properties over zones that are comparable to the
grid-cell volume used in mesoscale models. Martilli and Santiago (2007) and Santiago et al.
(2008) made use of the RANS approach for obtaining spatially-averaged flow properties in
their parameterisation study of flow over an idealized urban geometry. The spatially-averaged
flow properties were also extracted from DNS data by Coceal et al. (2006) for a simplified
geometry.

A very interesting field experiment for urban environment dispersion simulation purposes
is the Mock Urban Setting Test (MUST) experiment set up in the Great Desert (USA) to
investigate the dispersion of a passive scalar within an array of containers (Biltoft 2001).
This flow configuration was also studied in wind-tunnel and water-channel experiments (Yee
et al. 2006; Leitl et al. 2007). Moreover, with its relatively simple geometry, it has also
been extensively used for the evaluation of urban CFD models, using RANS (Milliez and
Carissimo 2007; Di Sabatino et al. 2009) and, to a lesser extent, employing LES (Camelli
et al. 2005).

In the present study we apply both LES and RANS methodologies to simulate the MUST
experiment. Our study is divided into two parts. In this Part I we focus on the comparisons
of the flow properties obtained with RANS and LES and propose the following:

(1) Establish a comparison methodology between RANS and LES performed in the limit of
the grid resolution that ensures that the large building-scale flow is reasonably resolved.
The minimum grid resolution required to obtain acceptable predictions using LES for
the flow in an urban environment is not well established. The grid resolution used here
lies between the requirements given by Tseng et al. (2006) and by Xie and Castro (2006).
This kind of comparison is particularly significant for practical applications, if the dif-
ference in computing costs between the two modelling approaches is considered. The
comparison between LES and RANS proposed here is based on two flow-scale levels:
the local microscale (urban-street flow scales), relevant to the dispersion patterns within
the urban canopy, and the mesoscale (extracted from the spatially-averaged flow prop-
erties), relevant to the development and validation of urban-layer parameterisation in
atmospheric modelling.

(2) Establish the effects of small irregularities upon the flow within an array of urban-like
obstacles. This is significant, for example, if we want to generalize results obtained for
a specific configuration (idealized or real) to other similar but simplified configurations.
Part of the numerical investigations that focus upon the MUST flow configuration does
not include the small topological irregularities (different size of containers and not per-
fect alignment of the containers within the array) in the calculations (Yee et al. 2006;
Milliez and Carissimo 2007) while others take them into account (Camelli et al. 2005;
Di Sabatino et al. 2009). In general, the effects of their inclusion or omission on the
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local microscale and on spatially-averaged flow properties were not discussed in these
previous studies.

These issues are addressed here by considering two geometries when modelling the MUST
flow configuration with the upstream flow directed perpendicular to the front array of the
containers: a first geometry has the containers of identical size and perfectly aligned within
the array, and a second realistic geometry includes the small irregularities present in the
MUST field experiment. The wind-tunnel experimental data of Bezpalcova (2007) are used
as a reference for our comparative study.

The paper is organised as follows: In Sect 2, a brief description of the MUST experiment
is given, and the computational settings are described in Sect. 3. The results are presented
in Sect. 4 and ordered as follows: first a comparison between RANS, LES and wind-tunnel
measurements based on a statistical analysis is given in Sect. 4.1; secondly, the comparisons
based on the local mean flow velocity and Reynolds shear stress is carried out by analysing
the small geometrical irregularity effects in Sect. 4.2; in Sect. 4.3, this comparative analysis
is provided for the spatially-averaged flow properties. Finally some concluding remarks are
given in Sect. 5.

A comparative study of RANS and LES approaches for the simulation of passive contam-
inant dispersion in the MUST field experiment configuration is presented in Part II (Dejoan
et al. 2010).

2 Brief Description of the MUST Experiment

The MUST field experiment was conducted in September 2001 at the Horizontal Grid, U.S.
Army Dugway Proving Ground (DPG) by the Defence Threat Reduction Agency (DTRA).
Many research agencies and universities have collaborated in the development of this exper-
iment: U.S. Army Atmospheric Research Laboratory, Canadian Defence Research Estab-
lishment Suffield (DRES), UK Defence Science and Technology Laboratory (DSTL), U.S.
Department of Energy (DOE), Los Alamos National Laboratory (LANL), Arizona State
University (ASU) and the University of Utah. The experiment was designed to study the
dispersion of a tracer through a large array of obstacles, to overcome the scaling constraints
and measurement limitations of laboratory experiments and to obtain datasets at a near real-
istic scale useful for urban dispersion modelling (Biltoft 2001). A 12×10 aligned array of
shipping containers was used to simulate the urban environment. Each container was 12.2 m
long, 2.42 m wide and 2.54 m height, except for the one identified as H5, which was 6.1 m
long, 2.44 m wide and 3.51 m height. In addition, the configuration of the array is slightly
irregular due to several alignment errors. The average obstacle spacing is 〈Lx 〉/h = 5.08
in the lengthwise direction (x-direction) and 〈L y〉/h = 3.11 in the span-wise direction (y-
direction), where h is the height of the standard container. A plan view of the irregular array
is shown in Fig. 1. The array forms an angle of 30◦ to the north. The experimental set-up is
described in detail in Biltoft (2001) and Yee and Biltoft (2004). Similar measurements with
the same configuration (including the geometrical irregularities) were performed in the wind
tunnel of the University of Hamburg within a scaled model (1:75) by Bezpalcova (2007);
the flow properties were recorded using laser Doppler anemometry (Leitl et al. 2007). The
Reynolds numbers, Re = Uinleth/ν, based on the inlet velocity, Uinlet, the height of the
container, h, and the kinematic viscosity, ν, are approximately 106 in the field experiments
and 104 in the wind-tunnel experiments.

The experimental data used in the comparative analysis presented here belong to one trial
of the wind-tunnel experiment of Bezpalcova (2007) and Leitl et al. (2007) for which the
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Fig. 1 Irregular array geometry: plan view of the real MUST geometry

inlet flow conditions are well controlled. Here, we make use only of the wind-tunnel mea-
surements corresponding to the case with an upstream flow impinging perpendicularly to
the array of the containers. Part II (Dejoan et al. 2010) will focus upon data from the field
experiment with a different wind direction.

3 Computational Procedure

3.1 Flow Equations and Numerical Methods

In both the LES and RANS calculations a neutral turbulent flow was considered, i.e., without
including buoyancy and stratification effects. In the LES approach, the large-scale flow is
described by the filtered incompressible Navier–Stokes equations,

∂˜Ui

∂t
+ ∂ ˜U j Ui

∂x j
= − ∂˜P

∂xi
+ ν

∂2
˜Ui

∂x j∂x j
− ∂τi j

∂x j
(1)

where ˜Ui , ˜P define the filtered velocity component and the filtered pressure, respectively,
and ν is the fluid kinematic viscosity. The contribution of the subgrid scale to the resolved
flow variables, represented by the stress tensor τi j , is modelled by the standard Smagorinsky
model (Smagorinsky 1963)

τi j = −2νsgs˜Si j = (Cs�)
2 ∣

∣˜S
∣

∣˜Si j (2)

where ˜Si j = 0.5(∂˜Ui/∂x j +∂˜U j/∂xi ) is the filtered strain tensor and νsgs is the subgrid-scale
viscosity. The Smagorinsky constant Cs is set to a value of 0.1 and the filter width, �, is
deduced from the grid computational size. Due to its simplicity and low computational cost,
the Smagorinsky subgrid-scale model is at the moment the most commonly used in LES flow
for urban-like geometry (Xie and Castro 2006, 2009).

The LES simulations were performed using as a baseline code the open source CFD code
OpenFoam (2006). The numerical method incorporated in this package to discretize Eqs.
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1 and 2 is based on the finite volume method formulated in a collocated grid arrangement.
A Pressure Implicit Splitting of Operators (PISO) algorithm with two corrector steps is used
to couple the velocity and the pressure. An incomplete-Cholesky preconditioned bi-conju-
gate gradient algorithm is used to solve the linearised equations of the velocity components
while an algebraic multi-grid solver is used for the discretised pressure Poisson equation. A
Rhie–Chow interpolation is used for the pressure gradient terms to avoid pressure oscilla-
tions due to the collocated grid arrangement. The temporal integration is performed by using
the second-order semi-implicit backward scheme and the spatial derivatives are discretised
according to the second-order central differencing scheme.

The RANS calculations were carried out by making use of FLUENT code (Fluent Inc.
2005) to solve the steady incompressible RANS equations; the turbulence closure used is the
standard k–ε model. The governing equations are:

U j
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∂x j
= − 1

ρ
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where k is the turbulent kinetic energy and ε is the dissipation rate of turbulent kinetic energy,

µ is the dynamic viscosity, −u′
i u

′
j = 1

ρ
µt

(

∂Ui
∂x j

+ ∂U j
∂xi

)

− 2
3 kδi j is the Reynolds stress,µt is

the turbulent viscosity expressed as µt = ρCµ
k2

ε
, Gk is the turbulent kinetic energy produc-

tion, σk ( = 1.0) and σε ( = 1.3) are the turbulent Prandtl numbers for k and ε, respectively,
the model constants Cµ, Cε1 and Cε2 take the respective standard values 0.09, 1.44 and 1.92
that were used for a wide range of turbulent flows (Launder and Spalding 1974; Versteeg
and Malalasekera 1995). Note that in LES the Reynolds shear stress is a direct output of the
simulation while in RANS it is fully modelled (see above relation).

The RANS governing equations are solved in a collocated grid system using a finite vol-
ume method. The pressure–velocity coupling is solved by means of the semi-implicit method
for pressure-linked equations algorithm (SIMPLE) (Patankar 1980). A second-order upwind
scheme is used for the discretisation of the advection terms.

3.2 Computational Set-Up

3.2.1 Flow Geometries and Parameters

In our simulations, two geometry configurations were taken into account: the first geometry is
composed of an array of containers all having identical size and shape and perfectly aligned.
The second geometry considered includes the irregularities of the MUST experiment config-
uration. Note that in the wind-tunnel experiment the MUST scaled model also contains the
geometrical irregularities. These two flow configurations will be referred to as “the regular
array case” and “the irregular array case”, respectively. An overview of these geometries is
given in Figs.1 and 2.

In the regular array case, the computational domain was limited to a few rows of containers
of the MUST geometry. As shown in Figs. 2a and b, the RANS regular array was composed of
five rows of twelve containers while the LES domain includes three rows of eight containers.
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Fig. 2 Regular array geometry: plan view of the simplified MUST configuration, a LES and b RANS

At the lateral boundaries of the domain, symmetry conditions were applied, which is
equivalent to simulating an infinite array of containers in the span-wise direction. This re-
duced computational domain allows us to perform calculations with a relative fine resolution
at reasonable computing costs (in particular for LES) and can be justified by the experi-
mental study of Meinders and Hanjalic (1999) who observed that flow patterns repeat along
the streamwise and span-wise directions inside a regular array of obstacles. Note that, the
regular array of containers presents the same average geometry characteristics as the field
experiment geometry. In the irregular case, the computational domain covers the full MUST
array (12 × 10 containers) and includes the small non-alignment and small variations in size
and shape of the containers (see Fig. 1).

The upper limit of the domain is located both for LES and RANS at 11h in the regular
case and at 8h in the irregular case. The extensions of the domain in the streamwise and
lateral directions are given for each geometry in Figs. 1 and 2.

The Reynolds number, based on the inlet velocity, Uinlet, the height of the container, h,
and the kinematic viscosity, ν, is set to Re = Uinleth/ν = 4,700 in the regular array case
and to Re = 106 in the irregular array one. Note that, for the irregular geometry, the Rey-
nolds number used is the same as that in the field experiment while in the regular geometry
the Reynolds number is approximately half that in the wind-tunnel experiment. Both Rey-
nolds numbers satisfy the criterion (Re > 4,000) given by Snyder (1981) and by Castro
and Robins (1997) for Reynolds-number independency in the physical modelling of flows
around obstacles. A more recent experimental study on the Reynolds-number-independency
assumption by Lim et al. (2007) showed that, in certain circumstances (mainly related to
the presence of strong vortex motion), flow quantities can be Reynolds-number dependent.
However, in the present case, where the incident flow is oriented perpendicularly to the front
of the obstacles, the Reynolds-number dependency is expected to be small on the mean and
fluctuating velocity fields, in agreement with the results obtained by Lim et al. (2007) for
the flow over a cube with an incident flow normal to the front face of the cube (a significant
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Reynolds-number dependency was only found on the fluctuating surface pressure field for
this configuration).

3.2.2 Grid Resolution

Preliminary grid resolution tests were performed for flow over a single container at the
Reynolds number, Re = 106. Periodic boundary conditions were applied at the streamwise
and lateral edges of the single container computational domain and a free-slip condition at
the top. In the periodic streamwise direction the mean flow motion was induced by apply-
ing a constant streamwise mean pressure gradient in the RANS simulations and a constant
flow rate in the LES. In the RANS calculations four grid tests (grids 0–3) were considered
while in LES three grid tests (grids 1–3) were analyzed as given in Table 1. The influence
of grid resolution for the single container configuration is shown in Fig. 3 for the profiles
of the mean Reynolds shear stress at two locations about the container that corresponds to
the positions SC and L indicated on Fig. 1. RANS calculations show that the shear-stress
profile presents small differences between grids 1 and 2, and it is almost identical between
grids 2 and 3. Grid systems 2 and 3 correspond to an increase in the number of grid cells
for the discretization of the single container by a factor 8 (doubling the number of cells of
grid 1 in each direction) and 64 (quadrupling the number of cells of grid 1 in each direction),
respectively. At location SC the shear-stress profiles almost collapse while at location L some
grid dependency is observed. Nevertheless, at this location the shear stress is low and the
grid effects are not significant. Regarding the LES, the shear-stress profile varies a little from
grids 1 to 3, especially at location SC where all profiles are very similar. At location L, the
shear stress is identical in grids 1 and 2 but shows a higher peak in grid 3. Note that RANS
shear-stress profiles exhibit a different shape than LES and that the peak value of the shear
stress is higher in RANS than in LES. Beside the difference in the modelling approach, this
may be in part explained by the different driving force methods used to maintain the mean
flow in the periodic streamwise direction (in RANS a constant mean streamwise pressure
gradient is used, while in LES the mean flow is sustained by forcing directly the mean flow
rate to be constant). The RANS and LES velocity profiles showed a similar grid-resolution
influence as for the respective shear stress (not shown here). For the RANS simulations, only
grid 0 (coarsest grid) gives strong differences in the streamwise velocity predictions. Since
the differences observed in the flow quantities, when comparing grids 1 and 2, are small and
for the sake of keeping reasonable computing time (in particular for the LES) the number of
grid points across the buildings used for the simulations of the full irregular case domain was
kept as in grid 1 (11 × 4 × 10) for both RANS and LES simulations. In the regular case the
computational domain is smaller than in the irregular case, which allowed for more savings
regarding computing time and to make use of a little more refined grid resolution than grid 1
in RANS (15×5×10) and LES (16×5×12). The grids used in the present LES are between
the requirements given by Tseng et al. (2006) (6 grid points per edge) and Xie and Castro
(2006) (20 grid points per edge) to reasonably resolve the flow over cuboid-shape obstacles
with LES. Note that making use of grid 3 in LES would lead to a quite extensive usage of
computing time, a factor of about 20 approximately compared to grid 1. We recall here that
our purpose is to make use of LES to resolve reasonably well the large scales dictated by
the building sizes while keeping an affordable computational cost as compared to the RANS
requirements. The energy spectra obtained using LES, given in Fig. 4 for the irregular and
regular geometry cases at two locations behind the containers, exhibit a limited inertial range
but show that the smallest resolved flow turbulence scales are well located in the inertial
subrange.
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Fig. 3 Grid resolution tests over one single unit container: vertical profiles of the mean Reynolds shear stress:
a LES simulations and b RANS simulations. The normalization used is by reference to the flow rate velocity,
Ud . The locations SC and L are equivalent to the locations SC1–SC4 and L1–L4 around the container (see
Figs. 1 and 2)

Fig. 4 Energy spectra obtained from the LES simulations of the regular and irregular cases

123



Comparison Between LES and RANS: Part I 119

3.2.3 Boundary Conditions

The inflow condition applied in the RANS calculations of the regular array case is extracted
from a preliminary RANS simulation of a fully turbulent flow in a periodic channel whose
cross-section is identical to the one that contains the obstacles. The inflow velocity in the
irregular case is fitted from the wind-tunnel experiment data of Bezpalcova (2007). In both
regular and irregular cases, the boundary conditions applied at the walls consist of a standard
logarithmic type boundary condition for the tangential stresses and a zero velocity orthogonal
to the walls. At the top of the domains a free-slip condition is applied and at the outlet the
pressure is prescribed and the velocity extrapolated from a zero-gradient condition.

In the LES, the wall, top and outflow boundary conditions are similar to those used in
RANS. More recent approaches for LES wall boundary conditions in high Reynolds-number
flows have been developed, such as wall modelling based on turbulent boundary-layer equa-
tions or hybrid RANS/LES (see Cabot and Moin 1999; Nikitin et al. 2000; Piomelli and
Ballaras 2002). However, the use of a logarithmic-based wall boundary condition is the most
commonly used in LES for flows over buildings (Tseng et al. 2006; Xie and Castro 2006,
2009). The use of the logarithmic-type wall boundary condition is based on the fact that
viscous effects are negligible in such flows, the generation of turbulence being mainly asso-
ciated with the large flow scales produced by the presence of the obstacles. For the inflow
conditions, a mean velocity profile to which is added random noise is used. In the regular
case a uniform velocity profile was used while in the irregular case the mean profile is fitted
to the experimental wind-tunnel inflow data. Though not shown here, it was observed in the
irregular case that the shape of the mean inlet profile (i.e. uniform or with a boundary layer
fitted with the experimental data) has little influence on the flow quantities within the array
that are presented here. The LES inflow condition used here is as simple as that used by
Hanna et al. (2002) for flow within cubical obstacle arrays or by Smorlakiewicz et al. (2007)
for flow over the Pentagon building, in the sense that the time and space correlations are not
based on a physical content but on a random process. Only very recently, Xie and Castro
(2009) developed an inflow approach for LES of street-scale flows. This approach was not
considered here.

3.2.4 Integration Time in LES Simulations

The time step used in the LES is such that the Courant number does not exceed 0.6. The
velocity statistics were accumulated over several “through flow” time units, T = Lx/Uo,
after having reached a satisfactory developed turbulent field. For the regular geometry case
the statistics were performed over a total time of 40T, while in the case of the irregular
geometry a total statistical time of 15T was used.

4 Results

A comparison between LES, RANS and experimental data is presented for the velocity and
turbulence fields in the case of flow approaching the array perpendicular to the obstacles (see
Fig. 1). The experimental data used for validation are those obtained from the wind-tunnel
experiment of Bezpalcova (2007) and Leitl et al. (2007), which are the most complete data-
sets available for the flow quantities. The present comparison aims to gain insight into the
effects of introducing geometrical irregularities, and how far their inclusion is relevant for
the computation of such flows.
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First, the RANS and LES results are compared with experimental data according to a
statistical analysis for the irregular case only (wind-tunnel data correspond to the irregular
case). Secondly, the results obtained with RANS and LES for the profiles of the mean velocity
and turbulence field quantities are compared with measurements at several locations and are
analysed for the regular and irregular cases. Then, information on the flow structure is given
by considering the streamlines of the mean flow velocity. Finally, the results obtained for the
horizontal spatially-averaged properties of flow quantities are compared in the regular and
irregular cases.

All flow quantities are normalized by reference to the height of the obstacles, h, and the
streamwise inlet velocity (Uo) taken at the height z ≈ 3h.

4.1 Statistical Analysis

We use the wind-tunnel measurements of U , W and u′w′ for several vertical profiles (12
profiles, 317 data points) distributed inside the irregular array close to the H5, F5, D5 and
B5 containers (Bezpalcova 2007; Leitl et al. 2007); the locations are indicated in Fig. 1. The
experimental data cover a distance from the ground up to 5h approximately. The metrics used
are the normalised square mean error (NMSE), fractional bias (FB), correlation coefficient
(R), factor 2 (FAC2) and hit rate (q), defined as:

NMSE =
∑n

i=1 (Oi − Pi )
2

∑n
i=1 Oi · ∑n

i=1 Pi
, (6)

FB =
∑n

i=1 Oi − ∑n
i=1 Pi

0.5 · (∑n
i=1 Oi + ∑n

i=1 Pi
) , (7)

R =
∑n

i=1

[(

Oi − 1
n

∑n
i=1 Oi

) (

Pi − 1
n

∑n
i=1 Pi

)]

[

∑n
i=1

(

Oi − 1
n

∑n
i=1 Oi

)2
]1/2 [

∑n
i=1

(

Pi − 1
n

∑n
i=1 Pi

)2
]1/2 , (8)

FAC2 = fraction of data that satisfy 0.5 ≤ Pi/Oi ≤ 2.0, (9)

q = 1

n

n
∑

i=1

Ni with Ni =
{

1 if |(Oi − Pi )/Oi | ≤ RD or |Oi − Pi | ≤ AD
0 otherwise

(10)

where n is the total number of sample points,Oi are the measured data and Pi are the predicted
values, RD and AD represent the allowed relative deviation and the allowed absolute devia-
tion of model results from the reference data, respectively. A relative deviation of RD = 0.25
for all variables and an absolute deviation of AD = 0.05 for normalised velocities (U/U0,
W/U0) and AD = 0.005 for u′w′/U 2

0 are used. The value of AD for normalised velocities and
RD are similar to those used by Santiago et al. (2007) and Eichhorn (2004). Two analyses are
made: one with the full dataset (Table 2) and the other with data corresponding to z/h < 1,
i.e., within the canopy (110 data points, Table 3).

4.1.1 Hit Rate

The value of the hit rate for a successful validation based on the VDI guidelines (VDI 2005) is
q > 66%. For the full dataset, all variables fulfil this q limit. However, for the dataset within
the canopy (z/h < 1) the hit rate decreases, indicating that in this zone the models have
greater difficulties simulating the flow patterns accurately. Similar findings were found for
RANS by Franke et al. (2008) who showed that RANS models for the MUST configuration
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Table 2 Metrics computed from RANS and LES results for the irregular case with the full experimental
dataset

Hit rate Hit rate∗ FAC2 FB NMSE R

U/U0 (RANS) 0.77 0.74 0.896 0.031 0.03 0.949

U/U0 (LES) 0.76 0.75 0.849 0.108 0.04 0.960

W/U0 (RANS) 0.81 0.24 0.204 1.500 75.64 0.901

W/U0 (LES) 0.83 0.25 0.449 116 −10.34 0.866

u′w′/U2
0 (RANS) 0.67 − 0.902 0.180 0.26 0.639

u′w′/U2
0 (LES) 0.81 − 0.826 0.264 0.26 0.703

Hit rate∗ is the hit rate corresponding to more restricted values of AD (AD = 0.008 and 0.007 for U/U0,
W/U0)

Table 3 Metrics computed from RANS and LES results for the irregular case with the experimental dataset
inside the canopy

Hit rate Hit rate∗ FAC2 FB NMSE R

U/U0 (RANS) 0.60 0.54 0.718 0.092 0.10 0.918

U/U0 (LES) 0.56 0.55 0.627 0.303 0.17 0.932

W/U0 (RANS) 0.70 0.15 0.074 1.111 22.65 0.892

W/U0 (LES) 0.71 0.25 0.370 15.379 −8.55 0.865

u′w′/U2
0 (RANS) 0.57 − 0.782 0.394 0.37 0.716

u′w′/U2
0 (LES) 0.53 − 0.645 0.494 0.51 0.676

Hit rate∗ is the hit rate corresponding to more restricted values of AD (AD = 0.008 and 0.007 for U/U0,
W/U0)

give values of q under the limit for some flow quantities in some of the cases simulated.
The hit rate q is strongly dependent on the values chosen for AD and RD. By making use of
more restricted values of AD for normalised velocities, such as those used by Franke et al.
(2008) (AD = 0.008 and 0.007 for U/U0, W/U0), the tendency of q to decrease is higher
for the vertical velocity than for the streamwise velocity, see Tables 2 and 3. This behaviour
is related to the very low values of W/U0 at the considered location where it is difficult to
fulfil the RD criterion so that a change in AD affects strongly the value of q. The dependency
of q upon AD is smaller for U/U0 because, in general, the values of U/U0 are high and it is
easier to fulfil the RD criterion (most of them fulfil this criterion independently of the AD
value). The difficulty of setting a meaningful value of q makes it worthwhile to consider
other metrics to complete the statistical analysis.

4.1.2 Other Metrics

The values of FB, FAC2 and NMSE defined earlier are given in Tables 2 and 3. Similar to
the hit rate, these values show a better fit with the experiments for the full dataset than for
the data within the canopy. The positive values of FB indicate an underestimation of all flow
variables by both models. In general, RANS and LES simulations have good correlation, with
R close to 1 for the velocity components and around 0.7 for the Reynolds stress. The FAC2
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and NMSE indicate a good agreement between the model results and the experimental data
for the streamwise velocity and Reynolds stress but not for the vertical velocity. As for the
hit rate q, the small values around zero (positive and negative) of W/U0 at the measurement
locations means that in some cases the value of the statistical parameters is not meaningful.

Globally, LES and RANS computations give close values of hit rate and other metrics for
both the streamwise velocity and Reynolds shear stress. These values indicate that both meth-
odologies provide reasonable predictions. The vertical velocity is generally underestimated,
even if LES performs better than RANS (better hit rate and FAC2).

The underestimation of W/U0 produced by RANS simulations is a known feature and was
observed in a previous study by Olesen et al. (2008) and Franke et al. (2008) who compared
the performance of various RANS models in the MUST flow configuration. A comparative
analysis based on statistical metrics is helpful in estimating the errors in models, however
it can lead to misleading conclusions since the experimental sample data are limited (i.e.,
only a few measurement locations). In the next section a comparison based on the mean flow
profiles is given.

4.2 Mean Flow Field

4.2.1 Local Mean Velocity and Reynolds Stress Profiles

4.2.1.1 Regular Array Case. The profiles of the mean streamwise and vertical velocity com-
ponents, U/U0 and W/U0, and of the Reynolds shear stress, u′w′/U 2

0 , obtained with RANS and
LES computations are compared with experimental data in Fig. 5 at different locations inside
the array. Note that the experimental data are extracted from the wind-tunnel experiment by
Bezpalcova (2007) for the scaled model of the MUST field configuration that incorporates the
geometrical irregularities. The locations selected for the comparisons are shown in Fig. 1 for
the experiment and Fig. 2a and b for the simulations. The positions SC9, SC15, L9 and L14
are well located within the array so that the influence of inflow conditions can be minimized
at these locations according to Meinders and Hanjalic (1999) who showed experimentally
that far downstream of the inlet of a matrix of cubes the flow was developed and periodic.
The simulations provide very similar profiles of the velocity components U/U0 and W/U0

at locations SC4–SC6. Along this line the RANS shear-stress profiles exhibit as well a very
similar behaviour among the locations, while the LES shear-stress profiles exhibit a peak
that tends to decrease going downstream of the array. Passing through positions L4–L6, the
streamwise mean velocity component shows insignificant variations. However, if the mean
vertical velocity component and the shear stress present similar profile shapes, some differ-
ences in the peak values are observed among the locations, and are more pronounced in the
LES case. The velocity component U/U0 is closer to the measurements in the LES than in
the RANS. For the mean vertical velocity component,W/U0, and the shear stress, u′w′/U 2

0 ,
the LES predicts higher values than RANS, the best agreement with the experiments being
obtained with LES, in particular for W/U0 at the SC locations and u′w′/U 2

0 at the L locations.
A general tendency of RANS is to underestimate the vertical velocity and shear stress, in
particular at L4–L6 where the values of W/U0 and u′w′/U 2

0 are very low. Note that large
discrepancies between both RANS and LES simulations and experiments are observed for
W/U0 at the L locations. This is an effect of irregularities as will be shown in the next section.

4.2.1.2 Irregular array case. Figure 6 presents the comparisons of the mean velocity and
Reynolds shear-stress profiles between the measurements and the results obtained by RANS
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Fig. 5 Regular array simulations: a and b vertical profiles of the mean streamwise velocity, U/U0; c and d
vertical profiles of the mean vertical velocity, W/U0; e and f vertical profiles of the Reynolds shear stress,
u′

i u′
j/U

2
0 . Note that the wind-tunnel measurements were performed for the irregular array and that the locations

are indicated in Figs. 1 and 2
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Fig. 6 Irregular array simulations: a and b vertical profiles of the mean streamwise velocity, U/U0; c and
d vertical profiles of the mean vertical velocity, W/U0; e and f vertical profiles of the Reynolds shear stress,
u′

i u′
j/U

2
0 (see Fig. 1 for the locations)
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and LES for the irregular array. The locations for the comparisons are shown in Fig. 1. The
experimental data of U/U0 and u′w′/U 2

0 show a small dependency on the locations SC9–SC15
and L9–L15, however W/U0 presents a strong variation along L9–L15 while it differs very
little from SC9 to SC15. Regarding the simulations, at SC9–SC15 the irregularities have little
effect on the RANS and LES streamwise mean velocity and on the shear-stress profiles, and
are of the same order as those from the experiment. At locations L9–L15, the simulations
show a somewhat higher influence from the irregularities than the experiments for U/U0.
Figure 6c and d shows that LES captures better the variations of W/U0 than RANS, which
provides values of the vertical velocity component that are too low. Regarding the other
flow quantities, RANS and LES give similar results and, globally, a reasonable agreement is
obtained with the measurements.

The comparison between the results obtained with RANS and LES for the regular and
irregular cases and the experimental data (that include the geometrical irregularities) shows
that the impact of the irregularity is the most significant for the vertical velocity component,
especially along the L positions where the flow is channelled and the velocity profile changes
in shape from one position to another. This behaviour is reasonably well predicted by LES
but missed by RANS. Inside the recirculation flow regions the vertical velocity component
is less affected by geometrical irregularities and the profile conserves a similar shape. The
streamwise velocity component and shear-stress profiles are little affected by the irregularities
whatever the locations considered and for these quantities LES and RANS give similar results
that are in satisfactory agreement with experiments. Regarding the mean vertical velocity,
LES provides a better prediction than RANS but both models show deficiencies in the overall
predictions. As mentioned in the previous section, the underestimation of W/U0 is a common
feature of RANS models (Olesen et al. 2008; Franke et al. 2008). Note that the mean vertical
velocity takes small values at the considered locations, so that even if the relative error is
high for this velocity component, the magnitude of the absolute error is probably comparable
with that for the streamwise velocity.

4.2.2 Streamlines

Figures 7 and 8 show the averaged streamlines on a 2D plane for the mean flow velocity field
obtained from LES and RANS simulations for the regular array. The x–z plane along the line
defined by the SC locations (see Fig. 2) is considered in Fig. 7 and the plane x–y at altitude
z/h = 0.5 in Fig. 8. When comparing LES and RANS it is observed that the recirculation
zone behind the containers is larger in LES than in RANS. The smaller recirculation zone
found in RANS is in agreement with the results of Sini et al. (1996). In addition, Castro
and Apsley (1997) observed that the k–ε model poorly predicts the flow impingement and
separation. Note that for RANS the flow re-attaches between two containers while this is not
the case for LES.

The streamlines obtained from the simulations of the irregular array case in the
x–y plane at altitude z/h = 0.5 are shown in Fig. 9, where it is seen that the inclu-
sion of irregularities affects the flow locally. In particular the container of different shape
and size located at x/h ≈ −8 and y/h ≈ 4 presents smaller downward recircula-
tion zones, and the non-alignment of the containers in the region 2 < x/h < 10 and
−10 < y/h < 10 inhibits the formation of recirculation downstream of some of the con-
tainers. For this case both RANS and LES provide a similar behaviour. Again a tendency
for RANS to predict smaller recirculation regions is observed. In general, the irregulari-
ties tend to break the repeated characteristic of the flow patterns observed in the regular
geometry.
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Fig. 7 Streamlines of the mean
flow velocity field for the regular
case in the plane (z–x) along the
line described by SC locations
(see Fig. 2). a LES; b RANS.
Note that the 2D representation
of the streamlines corresponds to
the lines tangent to the velocity
vector field projected in the
corresponding plane

4.3 Spatially-Averaged Properties

As previously mentioned, in atmospheric (mesoscale) modelling of the urban environment,
the whole city and its surrounding areas cannot be simulated (for computational reasons) at a
resolution high enough to explicitly capture features of the flow around individual buildings.
Therefore the urban canopy layer has to be parameterised to reproduce the effects of the com-
plex morphology of a city (buildings, cars, gardens, etc) on the atmosphere. To determine the
parameters required for atmospheric models, information is needed from spatial-averaged
flow properties of the urban layer. Here, spatially-averaged properties of flow field quantities
obtained from the LES and RANS simulations are compared.

The RANS model provides time-(or ensemble-) averaged values (indicated here by an
overbar) and the extraction of spatially-averaged values (indicated by 〈 〉) consists of aver-
aging in space the time- (or ensemble-) averaged field variables. Regarding LES, the flow
quantities are first averaged in time before applying the space average.

The spatial average of a variable ψ can be defined as (see Martilli and Santiago 2007),

〈ψ〉 = 1

Vair

∫

Vair

ψ(�x, t)d �x (11)

where 〈 〉 denotes an horizontal space average operator. The spatial average of the stream-
wise and vertical velocity components, 〈U 〉 and 〈W 〉, of the Reynolds and dispersive shear
stresses, 〈u′w′〉 and 〈̂u ŵ〉, are analysed as functions of vertical distance from the ground. The
dispersive stress is related to the vortex formed in the street canyons (Martilli and Santiago
2007 ) and is defined as,

û ŵi j = (〈u〉 − ui j
) (〈w〉 − wi j

)

, (12)

Note that, usually, the dispersive stress is denoted as ũw̃ but here is written as û ŵ to avoid
confusion with the filtered LES variables represented with a tilde (∼).

The spatially-averaged flow properties are given for the regular and irregular cases. In
the regular array case, the horizontal average is applied over the central street canyon unit
(one building and one canyon). In this way, the effects of the array borders on the flow are
smoothed and the average properties made over this region are representative of the behav-
iour of the flow within the array. To also minimize border effects in the irregular array case,

123



Comparison Between LES and RANS: Part I 127

Fig. 8 Regular array simulations: streamlines of the mean flow velocity field in the plane (x–y) at z/h = 0.5.
a LES; b RANS. Note that the 2D representation of the streamlines corresponds to the lines tangential to the
velocity vector field projected in the corresponding plane

the spatial averages are performed over the whole array with the exception of the first row of
building-canyon units around the array.

Figure 10 shows the profiles of the spatially-averaged variables 〈U 〉/U0, 〈W 〉/U0,
〈u′w′〉/U 2

0 and 〈̂u ŵ〉/U 2
0 . Only slight differences are observed in the space average proper-

ties between RANS and LES for both the regular and irregular cases. The flow properties are
also seen to be insignificantly modified by the presence of small irregularities. In particular,
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Fig. 9 Irregular array
simulations: streamlines of the
mean flow velocity field in the
plane (x–y) at z/h = 0.5. a LES;
b RANS. Note that the 2D
representation of the streamlines
corresponds to the lines
tangential to the velocity vector
field projected in the
corresponding plane

the high spatial dependence observed on the time-averaged profile W/U0 (see Fig. 6c) is
smoothed when the spatial average is applied. Regarding the dispersive stress, the RANS
results are close to those for LES and both are found to be almost insensitive to small geo-
metrical irregularities. The RANS and LES dispersive stresses are shown to be very small in
comparison with the spatially-averaged shear stresses in the whole domain. Therefore, the
dispersive stress can be neglected in comparison with the shear stress for this configuration
from the point of view of urban canopy modelling. Note that the small values of the disper-
sive stress are related to the low packing density of this configuration. As commented above,
the dispersive stress is associated with the vortex formed in the street canyons (Martilli and
Santiago 2007). In the present case, the aspect ratio of these street canyons, defined as the
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Fig. 10 Horizontal spatially-averaged flow properties: a vertical profiles of the mean streamwise velocity,
〈U 〉/U0; b vertical profile of the mean vertical velocity, 〈W 〉/U0; c vertical profiles of the Reynolds shear
stress, 〈u′w′〉/U2

0 ; d vertical profiles of the dispersive stress, 〈̂uŵ〉/U2
0

ratio of the width of the street and the height of the obstacle, is approximately 5 so that the
flow regime is far from the skimming flow where the contribution of the dispersive fluxes
can be important inside the urban canopy (Martilli and Santiago 2007).

The present RANS and LES results show that the spatially-averaged flow properties are
not sensitive to small geometrical irregularities (as presented here). Moreover, the spatially-
averaged flow properties of a reduced array, limited to one unit container, are shown to be very
similar to the flow properties averaged over the full array of containers. This suggests that one
part of a city can be represented by a simplified configuration (e.g., a periodic domain of one
building-street unit) when spatial averages are of interest and that, for the reduced configura-
tions, the CFD models can be helpful in improving canopy models by providing properties
that are difficult to obtain experimentally (e.g., the assessment of drag coefficients).

5 Conclusions

In this study, RANS and LES are used to simulate the flow over the MUST field experiment
geometry that is representative of a simplified urban environment. In the LES simulations
presented here the grid mesh resolution was chosen in order to ensure a reasonable resolution
of the large-scale flow generated by the containers while keeping the computing times two
orders of magnitude below those needed for RANS calculations. The aim was to investi-
gate the feasibility and the potential superiority of using LES compared to RANS for the
simulation of flow within urban-like geometry at a relative low computational cost.
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The comparative analysis used as a reference the wind-tunnel experimental data of Bez-
palcova (2007) for a flow configuration with an upstream flow directed perpendicular to the
front of the obstacles. The comparisons were based on a statistical analysis and by comparing
mean flow quantities. For the mean flow quantities, effects of small geometrical irregulari-
ties were addressed at the microscale level (building flow scales) and at the mesoscale level
(space-averaged flow properties).

A statistical analysis based on various metrics proposed in the literature showed a reason-
ably good prediction of the mean streamwise velocity and shear stress by LES and RANS;
the mean vertical velocity is in general underpredicted by both methods, the LES providing
however a better hit rate and FAC2 for this velocity component. This type of analysis is
helpful in estimating the errors in models, but it can lead to misleading conclusions due to
the limited number of experimental data available, and, as well, to the high dependence of
some parameters used in the definition of the metrics for the error assessment. The differ-
ences observed in the flow structure between the RANS and LES are shown to not affect the
similarity in the hit rate between the two computational approaches so that caution should
be used when interpreting this metric.

At the microscale level, small irregularities are shown to affect significantly the mean
vertical velocity component while the mean streamwise velocity and Reynolds shear stress
are shown to be less sensitive to small geometrical perturbations. Their inclusion also breaks
the repeated flow patterns found in an array of containers with identical shape and which are
perfectly aligned. For the mean streamwise velocity and Reynolds shear stress, the present
LES results are found to be close to RANS results and both approaches were in satisfac-
tory agreement with the observations. However, LES captured better the irregularity effects
observed on the vertical velocity components. The magnitude of this velocity component is
in general underestimated by RANS.

At the mesoscale level, the small geometrical perturbation effects were found insignif-
icant for both the spatially-averaged streamwise and vertical velocity components and as
well for the spatially-averaged Reynolds shear stress. Regarding the dispersive stress, it was
shown to be negligible compared to the spatially-averaged shear stress. Globally, the results
obtained with LES and RANS for the spatially-averaged flow properties were found to be
similar for each flow configuration considered and only slight differences were observed in
the four cases studied (LES in regular and irregular arrays, and RANS in regular and irregular
arrays). At this scale level, it was shown that the flow properties averaged over the full MUST
array flow configuration are similar to the flow properties averaged over the one unit regular
container flow configuration. This result is very relevant from the urban canopy modelling
point of view because the spatially-averaged flow properties computed by CFD models in a
simplified configuration can be representative of the average properties of a real part of a city
without large irregularities, and can be used for the improvement of the parameterisation of
atmospheric mesoscale models.
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