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Abstract The objective of the study is to evaluate operational mesoscale meteorological
model atmospheric boundary-layer (ABL) outputs for use in the Hazard Prediction Assess-
ment Capability (HPAC)/Second-Order Closure Integrated Puff (SCIPUFF) transport and
dispersion model. HPAC uses the meteorological models’ routine simulations of surface
buoyancy flux, winds, and mixing depth to derive the profiles of ABL turbulence. The
Fifth-Generation Pennsylvania State University/National Center for Atmospheric Research
Mesoscale Model (MM5) and the Weather Research and Forecast-Nonhydrostatic Mesoscale
Model (WRF-NMM) ABL outputs and the HPAC ABL parameterisations are compared with
observations during the International H2O Project (IHOP). The meteorological models’ con-
figurations are not specially designed research versions for this study but rather are intended
to be representative of what may be used operationally and thus have relatively coarse lowest
vertical layer thicknesses of 59 and 36 m, respectively. The meteorological models’ simula-
tions of mixing depth are in good agreement (±20%) with observations on most afternoons.
Wind speed errors of 1 or 2 m s−1 are found, typical of those found in other studies, with larger
errors occurring when the simulated centre of a low-pressure system is misplaced in time or
space. The hourly variation of turbulent kinetic energy (TKE) is well-simulated during the
daytime, although there is a meteorological model underprediction bias of about 20–40%.
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At night, WRF-NMM shows fair agreement with observations, and MM5 sometimes pro-
duces a very small default TKE value because of the stable boundary-layer parameterisation
that is used. The HPAC TKE parameterisation is usually a factor of 5–10 high at night, pri-
marily due to the fact that the meteorological model wind-speed output is at a height of 30 m
for MM5 and 18 m for WRF-NMM, which is often well above the stable mixing depth. It is
concluded that, before meteorological model TKE fields can be confidently used by HPAC,
it would help to improve vertical resolution near the surface, say to 10 m or less, and it would
be good to improve the ABL parameterisations for shallow stable conditions.

Keywords Dispersion models · Evaluation of models · International H2O project (IHOP) ·
Mesoscale meteorological models · Surface fluxes of heat and momentum ·
Turbulent kinetic energy

1 Introduction

Many authors have recommended that improvements be made to methodologies where mete-
orological inputs are prescribed for air quality models (e.g., Pielke and Uliasz 1998; Pielke
1998; Seaman 2000). Most air quality model applications involve releases of chemicals at
heights between the ground and about 1000 m, and the subsequent transport and dispersion
take place in the atmospheric boundary layer (ABL), which has a typical depth during fair
weather afternoons over land of 1–2 km. Most operational three-dimensional, time-dependent
meteorological forecast models are focused more on predicting “weather” variables such as
rainfall and maximum temperature, rather than variables that are of use to air quality models,
such as mixing depths, wind profiles, and turbulence profiles. Nonetheless, many meteo-
rological model configurations and methodologies have been developed with a focus on air
quality scenarios (e.g., Seaman et al. 1995; Seaman 2000; Stauffer et al. 2000; Tanrikulu et al.
2000; Deng and Stauffer 2006). These applications generally use higher vertical resolution
near the ground than that found in operational forecast applications. Note that the terms air
quality model and transport and dispersion model are synonymous in the current paper.

Some researchers have evaluated meteorological model predictions of ABL variables with
observations (e.g., Pielke 1998; Cox et al. 1998; Seaman 2000; Hanna and Yang 2001). It is
found that stochastic variations in the atmosphere cause there to be a “minimum” uncertainty
that cannot be simulated by the meteorological models, which results in a minimum root-
mean-square error (RMSE). The minimum uncertainty for wind speed (U) is about 1 m s−1

in the ABL (Seaman 2000; Hanna and Yang 2001). The minimum uncertainty for wind
direction (WD) at a height of about 10 m is largest at small U, and decreases approximately
inversely proportional to U (the approximate relation is minimum RMSE (W D) = 60◦/U,

where WD has units of degrees (◦) and U has units of m s−1). Hanna and Yang (2001) find
that the minimum RMSE for the ABL height or mixing depth, zi , is about 100 or 200 m for
summer days with clear skies, when the mean zi is about 1000 m. For clear nights with light
winds, when zi is very low, the minimum RMSE is of the same order as zi itself (10 or 20 m),
assuming that the meteorological model vertical resolution near the ground is 10 m.

The objective of the larger study in which the subject of the current paper is imbedded
is to develop and evaluate improved operational meteorological inputs for the Second Order
Closure Integrated Puff (SCIPUFF) transport and dispersion model, which was developed by
Sykes et al. (2007) and is described and distributed as part of the Hazard Prediction Assess-
ment Capability (HPAC) comprehensive modelling system by the Defense Threat Reduc-
tion Agency (2004). The current study uses version 4.04 of HPAC, which was originally
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Comparison of Mesoscale Meteorological Models with IHOP Data 287

developed to use observations from nearby meteorological observing sites, and the model
would internally calculate the needed meteorological profiles using standard ABL profile
relations based on Monin-Obukhov (MO) similarity. However, HPAC has been undergoing
transition towards the sole use of operational meteorological inputs provided in real time
by forecast models (e.g., Stauffer et al. 2007). These forecasts of several meteorological
models are accessible to HPAC in real time. The meteorological models being used for this
purpose are intended to be representative of operational versions, with lowest vertical grid
thicknesses of about 30–60 m, rather than special research versions with higher resolution.
Currently HPAC uses the meteorological model outputs of surface buoyancy flux (Bo), ABL
height zi , and ABL profiles of wind speed (U), wind direction (WD) and temperature (T). At
heights below the mid-point of the lowest meteorological model grid volume (about 18–30 m
in the current study), the profiles of U, T and turbulent kinetic energy (TKE, e) are based on
MO theory.

The question naturally arises whether the ABL inputs provided by the meteorological
models agree with observations. Here, the meteorological model outputs and the HPAC sim-
ulations of some ABL variables are compared with observations from several near-surface
sites in a flat rural area of dimensions about 600 km by 600 km. The 16 sites are in the USA
Central Plains, where observations collected on 3 days (29 May and 6 and 7 June), from
many days of extensive experiments in 2002 during the International H2O Project (IHOP,
Weckwerth et al. 2004), are used for the comparisons of the Fifth-Generation Pennsylvania
State University (PSU)/National Center for Atmospheric Research Mesoscale Model (MM5,
described by Dudhia (1993) and Grell et al. (1995)) and the Weather Research and Fore-
cast-Nonhydrostatic Mesoscale Model (WRF-NMM, described by Janjic 2003). We review
below the IHOP field experiment, provide an overview of the models and their assumptions,
and present the qualitative results of the comparisons.

This paper represents Phase I of the comparison study, and focuses on qualitative compar-
isons, such as vertical profiles and time series on which the observations and the meteorolog-
ical model simulations are plotted. A few quantitative statements are included that describe
approximate mean bias and scatter. The Phase II study, where statistical performance mea-
sures are being calculated, is still underway and results will be given at a later date.

2 The IHOP Field Experiment

2.1 IHOP Overview

IHOP took place during several weeks from 13 May to 25 June 2002. The field experi-
ment and some highlights were described in a review article by Weckwerth et al. (2004),
and some results are presented by LeMone et al. (2007a,b). Although the overall goal of
IHOP is to further our knowledge of atmospheric water vapour and its effects on convection,
the ABL component focused on case days without significant moist convection in order to
better understand surface–ABL relationships under simpler, mostly, fair weather conditions.
Possibly this knowledge could be applied to moist convective cases.

The IHOP dataset was chosen for use in the current comparisons because it has an exten-
sive network of sonic anemometer observations of near-surface turbulence and turbulent
fluxes, as well as high-resolution radiosondes released from several sites every 3 h. Figure 1
and Table 1 contain a map and a listing of names and locations of the 16 IHOP sites used
in the current study. Three days were selected for analysis (29 May, 6 June, and 7 June)
because of their use in other IHOP studies (Kang 2007; Kang et al. 2007; Reen 2007) and
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Fig. 1 IHOP observing sites in Oklahoma and Kansas used for comparisons. See Table 1 for details of the
site locations

because they were typical of the period, with variable cloudiness, limited rain, and relatively
complete data bases. On 29 May there was little daytime rain over most of the study area,
and on 6 June and 7 June, there was almost no rain over the study region.

2.2 Descriptions of IHOP Observation Systems

Several datasets available in the IHOP data archive were investigated for use in these evalu-
ations, as briefly described below.

2.2.1 Balloon-Borne Sounding System (SONDE)

The balloon-borne sounding system, also known as radiosonde or SONDE, provides observa-
tions of vertical profiles of winds, temperature, pressure and humidity. The SONDE data were
obtained from http://www.arm.gov/instruments/instrument.php?id=sonde. We used radio-
sonde observations from the Central Facility in Lamont, Oklahoma (OK), USA, and from
four other sites, at Hillsboro, Kansas (KS), USA; Vici, OK; Morris, OK; and Purcell, OK.
Sonde profiles of temperature and relative humidity were plotted for every site and every
3 h for the 3 days and used to estimate the mixing depth zi subjectively (by eye) for model
evaluation.

2.2.2 Energy Balance Bowen Ratio (EBBR)

The Energy Balance Bowen Ratio (EBBR) system provides 30-min averaged estimates
of vertical fluxes of sensible and latent heat. The estimates of “observed” sensible and
latent heat fluxes were available at three IHOP EBBR locations [sites 1 (Lamont, OK CF),
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2 (Hillsboro, KS BF1), and 4 (Morris, OK BF4) in Table 1] during the days studied. These
data were obtained from http://www.arm.gov/instruments/instrument.php?id=ebbr.

2.2.3 Eddy Correlation Flux Measurement System (ECOR)

The ECOR system uses fast-response sonic anemometers to provide 30-min averaged mea-
surements of surface turbulent fluxes of momentum, sensible heat and latent heat. These data
are available from the website for much of the IHOP experiment period, though none were
provided on the website for the 3 days of interest here. (We were able to obtain ECOR data for
the Lamont, OK CF, from Ric Cederwall and Marc Fischer at Lawrence Berkeley National
Lab.) The CF site had sonic measurements at two levels, 4 and 60 m, for May 29, and at one
level, 60 m, for June 6 and June 7. The turbulent kinetic energy (e) was calculated from the
observed ECOR turbulent energy components for comparison with the modelled TKE.

ECOR observations were also obtained from two other IHOP sites—Smileyberg, Kansas
and Brainard, Kansas (sites 6 and 7 in Table 1). (These data were provided to us by David
Cook of Argonne National Laboratory.) The sonic anemometers at these sites are at a height
of 2.1 m. The Smileyberg site included other meteorological parameters measured by routine
instruments (i.e., not sonic anemometers or special flux measuring instruments), such as tem-
perature, relative humidity and wind speed and wind direction. These latter measurements
were made at a height of 10 m.

2.2.4 Integrated Surface Flux Facility (ISFF)

The ISFF is designed to study exchanges between the atmosphere and the Earth’s surface.
There were nine ISFF measurement sites operating during the IHOP Experiment (sites 8–16
in Table 1), each having both propellor (at 10 m) and sonic anemometers (at heights ranging
from 2.5 to 5 m). Time-averaged statistics of the variables were computed over 5- and 30-min
periods. The turbulence variables are provided in the 5-min average datasets in the archive
at http://www.eol.ucar.edu/rtf/projects/ihop_2002/isff/.

Thus the following IHOP ABL observations were analyzed: friction velocity u∗, TKE e,
surface buoyancy flux Bo, mixing depth zi , scalar wind speed U, wind direction WD, and
temperature T.

3 Meteorological Models

The MM5 and WRF-NMM mesoscale meteorological models are used in the comparisons
with the IHOP data. MM5 is a widely-used numerical model and WRF-NMM is the official
forecast model used by the National Centers for Environmental Prediction (NCEP). These
non-hydrostatic mesoscale models are often used as a primary input for HPAC. However, as
pointed out earlier, these are intended to be representative of operational versions that are
used every day so that meteorological model outputs are always available for use in HPAC.
These models have coarser vertical resolution near the ground than special research versions
of the same models designed to address this issue.

The MM5 simulations for two outer domains (36 and 12 km) start 12 h before the start of
the case day (1200 UTC or 0600 LST) and are integrated for 36 h, while the 4-km domain
that is the focus of this study starts 12 h later (0000 UTC or 1800 LST) and continues for 24 h
(Fig. 2). The WRF-NMM simulations use a single 4-km domain (Fig. 2), which starts 12 h
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Fig. 2 MM5 and WRF-NMM modelling domains used for IHOP analysis. The MM5 nested grid domains
(36, 12 and 4 km) are shown by the solid lines and the WRF-NMM 4-km domain is shown by the dashed line

prior to the 29 May case (28 May 1200 UTC) and at the 0000 UTC beginning time of the
other 2 days. For all 3 days the WRF-NMM simulations integrate for 48 h. The starting times
are either at 0000 or 1200 UTC since these are the world-wide standard radiosonde release
times. Time series outputs were created at the 16 IHOP observation sites.

3.1 MM5

The MM5v3.6 is used but with the Noah land surface model (LSM, described by Chen and
Dudhia 2001) updated to MM5v3.7.3. The domain analyzed here has a horizontal grid reso-
lution of 4 km and 62 vertical sigma-pressure levels with the model top at 50 hPa. The MM5
uses Arakawa B-grid staggering (u and v wind components on the corners of the grid cell and
mass in the centre). For the time series and profile analyses, the wind fields are interpolated
to the mass field points and the closest mass field point to the observation site location is
used. Due to vertical grid staggering, several variables are calculated at the layer interfaces
(e.g., TKE, where the lowest full level above the surface is at 59 m above ground level, a.g.l.),
while others are available in the middle of the layers (e.g., T, u and v, WD; the lowest half
level is at approximately 30 m a.g.l.).

The Rapid Radiative Transfer Model (Mlawer et al. 1997) is used for longwave radia-
tion and the Dudhia (1993) cloud-radiation scheme is used for shortwave radiation. Explicit
microphysics including simple ice processes (no mixed phases, Dudhia 1993) is utilized.
The Kain-Fritsch convective parameterisation (Kain and Fritsch 1990) is employed on the
36- and 12-km domains only.

The Gayno-Seaman (GS) TKE scheme (Stauffer et al. 1999, 2001; Shafran et al. 2000)
is used and is coupled with the Noah LSM, since in the standard version of MM5 Noah is
only coupled to other ABL schemes. The GS scheme is a level-2.5 closure (Yamada 1977)
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meaning that the only second-order moment with a prognostic equation is TKE. The eddy
diffusivity used to calculate vertical turbulent mixing is a function of TKE and length scales
from Ballard et al. (1991) that are dependent on the Blackadar length scale (Blackadar 1962),
TKE, buoyancy, and shear. The thermodynamic variable used for mixing is liquid water
potential temperature (ice-water liquid potential temperature if ice processes are present).
Four stability regimes are used in GS that are calculated based on zi , L, and bulk Richardson
number (Rib, calculated using the temperature difference between the ground and the lowest
model half layer (here ≈30 m) and wind speed at ≈30 m). The stable regime is defined as
(Rib ≥ 0.2).

In the GS TKE scheme, the mixing depth zi is estimated as the first layer where TKE falls
below the smaller of, (a) 0.1 m2 s−2 and (b) half of the maximum TKE in the column. The
0.1 m2 s−2 criterion works well in situations with strong TKE but was found not to work well
in special cases where a mixed layer exists with weak TKE (e.g., stratocumulus layers over
the ocean, Stauffer et al. 2001). The “half of the maximum TKE in the column” criterion
works well in the special cases and has been found to work reasonably well in some cases
over land with stable stratification (e.g., where there is only weak shear-driven turbulence).
There are a few exceptions to this methodology:

1. If maximum TKE or TKE at the lowest model level is less than 0.04 m2 s−2, then zi is
diagnosed as the first model full layer above the ground (here ≈59 m).

2. If in the stable regime (bulk Richardson number [Rib] > 0.2) then zi is set to zero. This
is not to say that zi is non-zero, but, (a) with typical MM5 vertical resolution we cannot
accurately diagnose zi , (b) TKE predictions in GS for stable conditions have not been
evaluated sufficiently, and (c) it is not clear that model TKE is the best model predictor
of zi in stable conditions.

3. If zi is diagnosed greater than 5000 m then it is set to 5000 m. This limits problems when
moist convection may result in very high mixing depth diagnoses and limits numerical
issues that may occur if zi outside moist convection reaches above this height.

The GS scheme was originally formulated such that during stable conditions a simpler
first-order non-TKE ABL methodology known as the Blackadar ABL (Zhang and Anthes
1982) was used. Therefore no TKE was calculated during stable conditions. However, TKE
is now calculated in GS for all regimes. During stable conditions TKE is often smaller than
the assumed background (minimum) value of 0.001 m2 s−2, and so the TKE field defaults to
0.001 m2 s−2. Since the vertical resolutions typical for mesoscale models are too coarse to
accurately resolve the small zi (of a few tens of m. or less) for stable conditions, limited atten-
tion has generally been paid in the GS scheme (and other ABL schemes) to the performance
of the TKE predictions during stable conditions. Thus, there is limited confidence in the TKE
predictions during stable conditions (unless model vertical resolution is greatly enhanced;
Stauffer et al. 2001). Therefore with standard model vertical resolutions, we recommend not
using TKE during stable conditions, especially to determine a reliable zi . It probably makes
more sense to consider either a L or roughness-length based approach, or as a default, make
zi equal to the lowest model grid half-depth (here ≈30 m). The MM5-GS developers are
considering such an approach for implementation into the GS scheme. For all other regimes
(i.e., other than the stable regime) TKE should be used.

The initial conditions and lateral boundary conditions for the coarse domains were defined
using the Eta Data Assimilation System (EDAS) analyses enhanced using surface and rawin-
sonde data by a modified successive scan objective analysis method (Benjamin and Seaman
1985). The EDAS analyses enhanced by observations were also used on the coarse domains
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for analysis nudging (Stauffer and Seaman 1994) above the ABL. An offline Noah simulation
forced by observations provided initial conditions for Noah (Chen et al. 2007).

3.2 WRF-NMM

The WRF-NMM (Nonhydrostatic Mesoscale model) V2.1.16 (12/19/06 version, Janjic 2003)
was used, employing the Central USA configuration with 4-km horizontal resolution [see
Fig. 2; expanded contiguous USA, 1.6 times smaller than the full North American Meso-
scale (NAM) domain] and 60 sigma-pressure hybrid vertical levels with the model top at
50 hPa. The model is run on a rotated latitude-longitude grid with Arakawa E-grid staggering
(same as B staggering but rotated 45◦). Due to vertical grid staggering, some variables are
calculated at the layer interfaces (e.g., e, where the lowest full level above the surface is at
approximately 36 m a.g.l.), while others are available in the middle of the layers (e.g., T, U,
WD; the lowest half level is at approximately 18 m a.g.l.).

The model physics and dynamics are the same as those in the operational NAM with Ferrier
cloud microphysics, Betts-Miller-Janjic convective parameterisation, Mellor-Yamada Janjic
(MYJ) TKE-based planetary boundary-layer parameterisation, the Noah land surface model
and the Geophysics Fluid Dynamics Lab (GFDL) Lacis-Hansen radiation.

The NMM MYJ ABL scheme (Janjic 1996a,b, 2001) has been used in the NCEP oper-
ational WRF since 2006 and in the previous NCEP operational mesoscale model, Eta. The
MYJ is a level-2.5 scheme (e is the only second-order moment with a prognostic equation)
presented in detail in Janjic (2001). The eddy diffusivity used to calculate vertical turbulent
mixing is a function of TKE, a master length scale, and a term dependent on TKE, buoyancy,
and shear. The thermodynamic variable used for mixing is liquid water potential temperature.
The master length scale is diagnosed in the ABL in the unstable range with the requirement
that the e production be non-singular in the case of growing turbulence, and in the stable
range with the requirement that the ratio of the vertical velocity deviation variance and TKE
cannot be smaller than that corresponding to the regime of vanishing turbulence. Above the
ABL it is computed as a fraction of the vertical grid size. The first guess of the master length
scale is then reduced if necessary in order to remain below an upper limit proportional to√

e and a function of buoyancy and shear of the mean flow. The empirical constants needed
in this TKE scheme are derived from observations.

Note that zi is diagnosed where e reaches a critical minimum value of 0.101 m2 s−2, which
is just above the assumed background TKE value of 0.100 m2 s−2. For situations when cal-
culated TKE is less than or equal to the minimum value (and thus the minimum TKE is
invoked) at all levels, zi is set to the first model layer depth. Recall that MM5 assumed a
background TKE that is 100 times smaller (i.e., 0.001 m2 s−2).

Atmospheric states were initialized with WRF standard initialization (SI)/REAL from
EDAS/Eta forecasts. Lateral boundary conditions come from the NCEP Global Forecast
System (GFS) with initial conditions from the NAM 3-D variational Data Assimilation Sys-
tem (NDAS) as configured during IHOP. The NDAS assimilates surface, radiosondes, profiler
winds, Aircraft (Aircraft Communication Addressing and Reporting System; ACARS) mete-
orological data as well as satellite direct radiances from Geostationary Operational Environ-
mental Satellite (GOES), Advanced Very High Resolution Radiometer (AVHRR) and Solar
Backscatter UltraViolet radiometer (SBUV) satellites.

The land surface was initialized with the Gayno-Gridgen utility from EDAS land states
at the initial time (but WRF land states were allowed to evolve with time). The EDAS soil
moisture was scaled to current new operational 24 class soil types in WRF-NMM. The Noah
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land surface model is continuously cycled with variables including observed precipitation
from the NWS River Forecast Center (RFC) gridded estimates.

4 HPAC/SCIPUFF Meteorological Parameterisations Used in Comparisons

Given the set of MM5 outputs for the IHOP periods, it is necessary to convert them to the Mul-
tiscale Environmental Dispersion Over Complex terrain (MEDOC) format for direct input to
the HPAC transport and dispersion model, SCIPUFF (Sykes et al. 2007). The conversion is
necessary so that the MM5 outputs are input to HPAC at its specified horizontal grid points
and vertical levels defined to be similar to those of the MM5. Future improvements to the
conversion interface software include using native meteorological grids in SCIPUFF. In the
current study, only the MM5 fields were converted to MEDOC format, since the WRF con-
version was not yet available. The MEDOC file includes ABL variables such as zi , Bo, and
vertical profiles of U, WD, and T. HPAC uses the MEDOC files of Bo at each grid location,
and U at the top of the lowest grid volume, combined with standard ABL profile formulae,
to calculate u∗, L , and vertical profiles of turbulent wind components (σu, σv , and σw) and
Lagrangian time scale components.

Because HPAC directly uses MM5 U and T at heights above the lowest level, we do not
compare HPAC parameterisations with meteorological model simulations of these variables.
The same can be said of zi and SBF. However, for HPAC parameterised variables such as
u∗, TKE, and U and T profiles within the lowest model grid volume, the HPAC variables are
included in the comparisons.

5 Methods Used for Comparisons

The MM5 and WRF-NMM model simulations, the HPAC/SCIPUFF parameterisations (of
u∗ and e), and the observed meteorological variables are compared. As stated earlier, the
current paper focuses on the Phase I qualitative comparisons and a few simple quantitative
conclusions, while a future study will present the detailed quantitative model performance
comparisons.

It is stressed that these are configurations intended to be representative of the opera-
tional meteorological models that are being used in these comparisons. The higher resolution
versions of the models were not used because they are currently not part of the set of mete-
orological models used by HPAC. Most of the IHOP nighttime ABL data that are analyzed
here are quite stable, meaning that better vertical resolution near the ground would probably
improve the comparisons with observations.

We note that there is somewhat of a mismatch in the effective averaging times and dis-
tances in this comparison. The meteorological model (MM5 and WRF-NMM) simulations
represent an average over a three-dimensional grid volume, with thickness of approximately
36 m (WRF-NMM) to 59 m (MM5) next to the ground and a horizontal grid cell size of 4 km.
The model simulations at small timesteps are combined to form 5- and 30-min averages. In
contrast, the sonic anemometer observations, averaged over the same 30-min period, repre-
sent a single point within the much larger model grid volume. Clearly the point observation
will have more variability than the volume average.

The turbulence comparisons are of some concern, because the meteorological models
simulate only the total TKE and do not provide its three components. But any dispersion
model (e.g., HPAC) needs the three components to calculate the rate of dispersion in the
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three directions. In the current exercise, we can compare only the observed, meteorological
model simulated, and HPAC parameterised total TKE.

Another concern with the TKE comparison is that at 4-km horizontal grid spacing the
meteorological model simulates the sub-grid TKE, and assumes that the model resolves the
flow (and hence the “turbulence”) at scales larger than the grid size (although based on kinetic
energy spectra, the effective resolution of a mesoscale model is approximately seven grid
cells; Skamarock 2004). However, the sonic anemometer TKE accounts for all observed
fluctuations during the 30-min time period, including the fluctuations associated with scales
larger than the model resolution.

With these caveats, we have proceeded with the following qualitative comparisons

• Mixing depths zi from MM5 and WRF-NMM are compared with those estimated by eye
from the radiosonde T and RH profiles, taken every 3 h.

• Profiles are available from MM5 and WRF-NMM in the ABL at height increments of
about 50–100 m. The profiles of simulated variables U, WD, and T are compared with
the observed radiosonde profiles of these variables. Profiles of simulated e are compared
with sonic anemometer observations at two levels (4 and 60 m) at the Lamont, OK, CF
site.

• Time series of meteorological model simulated u∗ and TKE are compared with HPAC
parameterisations of these variables. HPAC uses meteorological model simulations of
zi , Bo, and an assumed zo to make these calculations. The observations of u∗ and e were
made at z = 2 to 4 m at all sites. In addition, at the Lamont, OK, Central Facility site, an
observation was also available at z = 60 m.

• Time series of MM5 and WRF outputs of several other variables (i.e., Bo, U, WD and T)
are compared with the near-surface observations at all 16 sites.

MM5 and WRF-NMM model outputs are provided in a time series format, with averages
in 5- and 30-min blocks. The 5-min averages of U, WD, and T are used in radiosonde profile
comparisons. The 5-min averages are also used in the time series comparisons with the ISFF
observations. The 30-min averages are used in the vertical profile comparisons of TKE at
Lamont and in the time series comparisons at sites 1, 6, and 7 (Lamont, Smileyberg and
Brainard).

When a U time series is plotted for comparison with the observations at the 60-m level of
the CF tower, the MM5 and WRF-NMM wind speeds are adjusted upwards from the model
level immediately below the observation height using a logarithmic profile relation, implying
that neutral conditions are assumed. Other variables were not extrapolated or interpolated in
the vertical and, in this case, the height of the variable is shown on the plot.

There have been over 1000 comparison plots generated in this study, including the vertical
profiles and time series of the many variables at 16 sites for 3 days. We have chosen a small
fraction of these to include and discuss below. The plots shown are just examples used to
illustrate potential weaknesses in the application of mesoscale meteorological model data
into a transport and dispersion model and were not selected to represent “best” or “worst”
performance.

6 Comparisons of Vertical Profiles

Of the 720 vertical profile plots that were generated (3 days with eight profiles per day at five
locations and six variables), four sample profile figures are presented and discussed. Mixing
depths were estimated subjectively by eye from each observed radiosonde profile of T and
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Fig. 3 Example of daytime θ profile comparisons, to 2000 m, for the Lamont Central Facility at 1430 LST
on 29 May. The WRF and MM5 profiles are 5-min averages
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Fig. 4 Example of nighttime θ profile comparisons, to 2000 m, for the Lamont Central Facility at 0241 LST
on 29 May. The WRF and MM5 profiles are 5-min averages. The MM5 diagnosed a mixing depth zi of zero.
Mixing depth zi could not be estimated from the radiosonde observations

RH. As anyone who has analyzed large numbers of radiosondes profiles soon discovers, the
“textbook” shapes for T and RH profiles do not always occur in reality.

Figure 3 compares the observed and simulated potential temperature, θ , profiles and mix-
ing depths, zi , for the Lamont, OK, Central Facility site for 1430 LST on 29 May 2002
(5-min average shown for WRF and MM5). This is a “textbook” afternoon profile with a
clear capping inversion and observed mixing depth of 1310 m. It is seen that the MM5 θ

profile is similar to the observed profile, although the simulated capping inversion is about
120 m lower than that observed, close to the base of the MM5-simulated capping inversion.
The WRF-NMM’s θ profile is also close to the observed profile. But the WRF-NMM zi

estimate is about 1800 m, which is about 600 m higher than its own capping inversion base,
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Fig. 5 Example of daytime U
profile comparisons for the
Lamont Central Facility at 1430
LST on 29 May. The WRF and
MM5 profiles are 5-min averages
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and is about 500 m larger than the observed. This trend with WRF-NMM is seen in most of
the radiosonde profiles.

Figure 4 is the same type of plot as Fig. 3, except for a nighttime stable period (0241
LST) at Lamont on 29 May. The observed θ profile has a 4◦C surface inversion in the lowest
40 m, with a steady and more gradual θ gradient (about 1◦C per 100 m), above that. WRF-
NMM simulates the surface inversion. MM5 has a near-adiabatic layer near the surface in
this profile due to cloud, but an inversion does form in MM5 profiles 2 or 3 h after this figure.
WRF-NMM simulates the observed deep slightly stable layer above the surface inversion.
MM5 has a 6◦C capping inversion between 800 and 1100 m. The observed zi is indetermi-
nate because of the strong ground-based inversion with a deep slightly stable layer above
that. MM5 does not estimate zi because of the ground-based inversion. The simulated zi for
WRF-NMM is 150 m, based on its TKE criterion, and appears to be an overestimate.

Observed and simulated profiles of wind speed, U, were also compared and found to show
much variability. The observed winds themselves were variable in space and time across the
IHOP domain, because fronts, clouds and light rain occurred occasionally within the domain.
The meteorological model simulated winds were also variable, and disagreements with obser-
vations at specific times and locations could be seen even though the meteorological model
may have successfully simulated the formation of a cloud area or a front. This is because the
meteorological model timing might be a few hours off in the frontal passage or the model
might displace the centre of a small wave by a few grid points.

As an example of the many U profile plots, Fig. 5 shows the profile for Lamont, OK,
at 1430 LST on 29 May. This is the same location and time used for the temperature pro-
file comparison in Fig. 3. Note that the observed winds are about 3.0 to 3.5 m s−1 in the
100 m layer near the surface and gradually decrease to about 1.2 m s−1 at a height of 800 m.
The WRF-NMM simulated winds are nearly uniform with height, but at about 4 m s−1 (i.e.,
1–2 m s−1 greater than the observed). The MM5 simulated winds, on the other hand, are light
(less than 1.2 m s−1) in the lowest 200 m and slowly increase to 2 m s−1 at z = 800 m. If
the HPAC model were to simulate a pollutant release near the ground, the effective cloud
speed would be much different depending on which wind speeds were used—the observed,
the MM5, or the WRF-NMM.
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Fig. 6 Example of daytime e profile comparisons for the Lamont Central Facility at 1430 LST on 29 May.
The WRF and MM5 profiles are 5-min averages

The e profile comparisons are of special interest because of the desire to incorporate
meteorological model TKE fields as inputs to HPAC. As stated earlier, the Lamont, OK, site
was the only one with an observed profile of e, at heights of 4 and 60 m. Figure 6 shows
the observed, the HPAC-parameterised, and the MM5 and WRF-NMM-simulated TKE pro-
files for the same time (the afternoon of 29 May) and location as Figs. 3 and 5. The plotted
meteorological model TKE is based on a 5-min average. Observed TKE is 1.3 and 1.5 m2 s−2

at heights of 4 and 60 m, respectively. The MM5 and the WRF-NMM-simulated TKE values
are about 30% smaller than the observations at the 60-m observation height. MM5 does not
simulate TKE below 59 m, while WRF-NMM uses u∗ to create a diagnostic value of TKE at
the surface that is about a factor of two less than observed. The HPAC-parameterised TKE
is about 20% larger than the observations. Recall that HPAC calculates e on its own, based
on its estimate of u∗ using MM5-simulated U, zi , and SBF, and its assumed zo. The HPAC
TKE is about 0.7 m2 s−2 larger than the MM5 value at heights above 100 m. This is about
50% larger than the MM5 values at heights of 200–700 m, but is a factor of three or more
larger at heights above 1000 m and approaching the mixing depth.

7 Comparisons of Diurnal Time Series

A total of 216 diurnal time series plots (3 days for 12 sites for six variables) have been
analyzed. A few examples of plots are described below. As mentioned earlier, these do not
intentionally show best or worst cases.

7.1 Comparisons of T, WD, U, u∗, e, and Bo Time Series for the Lamont Central Facility
Site for the 3 Days

This section discusses the time series for one of the 12 sites—the Lamont, OK Central
Facility. Discussions refer to the 60-m observing level for three days and for six variables
(T, WD, U, u∗, e, and Bo). However, only two of the 18 available plots are shown. Figures 7
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Fig. 7 Observed (z = 60 m) and simulated (WRF 55 m adjusted as described in text to 60 m, MM5 30 m
adjusted to 60 m, HPAC 60 m) U at Lamont Central Facility for 1800 LST May 28 through 1800 LST May
29. The WRF and MM5 time series points are 30-min averages
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Fig. 8 Observed (z = 60 m) and simulated (WRF 36 m, MM5 59 m, HPAC 60 m) TKE at Lamont Central
Facility for 1800 LST 28 May through 1800 LST. The WRF and MM5 time series points are 30-min averages

and 8 are examples of these time series plots, for U and e, which are of primary interest in this
study. As before, the observations and the MM5 and WRF-NMM simulations are shown in
each time series, and the HPAC-parameterised time series is shown only for e. Model values
are all 30-min averages.

The U time series comparisons for 29 May in Fig. 7 suggest an RMSE difference of about
2 m s−1 (estimated by eye), with moderate mean biases of about 2 or 3 m s−1 persisting for
several hours during a few periods. For example, the observed U averages about 2 m s−1 with
a variability of about ±1 m s−1 but with little trend from day to night. But MM5 predicts
4 m s−1 during the night and nearly calm during the day after about 1000 LST. WRF-NMM
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tends to overpredict by an average of about 2 m s−1 all day. Of the 3 days analyzed, the best
agreement can be seen on 7 June (not shown here), when all models follow the observed
diurnal trends in U. On that day, WRF-NMM and MM5 have mean underprediction biases of
about 1 and 2 m s−1, respectively, during the daytime hours with MM5 speeds much closer
to observed values during the nighttime hours.

Figure 8 shows the TKE time series at approximately 60 m for 6 June. Observed TKE
is about 10–50 times greater during the afternoon than during the night. This magnitude of
difference in e roughly agrees with the factor of six day-night difference in u∗ that is found
for these data, recognizing that e is proportional to the square of u∗. The two meteorological
models are able to simulate this strong diurnal variation in TKE. However, the MM5 TKE
prediction at night is often significantly less than the observed value and is close to the model’s
minimum value because of the very stable ABL regime being used in its closure scheme.
The agreement between the meteorological models and the observations is better during the
daytime, when there is a large increase beginning at sunrise, peaking at about 1200 to 1500
LST, and decreasing again towards sunset. The meteorological models are quite accurate in
simulating the early morning increase, but tend to underpredict the afternoon TKE values
by about 30–50%. The HPAC parameterised curve matches the observations fairly well, too,
but has the same amount of underprediction in the afternoon.

Although we present no plots of the T time series, they suggest that the models simulate T
values that are less, by about 4◦C, than the observations for two of the three nights (29 May
and 7 June). There is better agreement during the night of 6 June, except for WRF-NMM,
which again has temperatures too low by about 2 or 3◦C. The model T predictions during
the day are closer (within about 1 or 2◦C) to the observations, although the models have
a fairly consistent 0.5–1.0◦C underprediction bias. Note that these results are for a single
location and are not necessarily representative of the entire simulated domains. For example,
Reen (2007) reports that, for very similar MM5 simulations for these days, averaged over the
3 days and the entire domain, the nighttime T is about 0.9◦C too high in the layer 0–150 m
above the ground.

WD time series plots (not shown) suggest good agreement, within about ±20◦ much of
the time. But for any given hour, the disagreement can be as much as 90◦, with no indication
of the reason. The smallest error in WD occurs on 7 June, which corresponds to the highest
WS. This inverse dependence of WD uncertainty on U has been found in many other studies
(e.g., Seaman 2000; Hanna and Yang 2001).

For u∗, the time series plots (not shown here) for the 3 days indicate a consistent diurnal
variation in the observations, which average about 0.05 m s−1 at night and about 0.30 m s−1

in the day. However, there can be a factor of two or more observed variability from one
30-min period to the next. The HPAC parameterised values are generally about 0.3 m s−1

for the entire 24 h, thus indicating a factor of six overprediction at night, but minimal mean
bias during the day. The nighttime overestimate is partly due to a mismatch between the
assumed surface-layer profile shapes, since the stability corrections to the logarithmic wind
law in MM5 do not match those in HPAC. But the main problem causing the discrepancy
at night is the non-unique solution for u∗ under very stable conditions given the inputs of U
at a reference height and Bo. The latter problem is significant during very stable conditions,
when the reference height, i.e., the lowest MM5 grid level with a U prediction, is not small
in comparison with the MO length, L. Under these conditions, the HPAC surface-layer rela-
tions default to a near-neutral profile, generating a much larger value for u∗ than the strongly
stable MM5 value. The meteorological model-simulated u∗ curves more correctly capture
the day-night variation, although there is an average 50% to factor of two overprediction
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Fig. 9 a Observed (z = 60 m) and simulated (WRF 36 m, MM5 59 m, HPAC 60 m) e time series at CF1
for 1800 LST 6 June through 1800 LST 7 June. The WRF and MM5 time series points are 30-min averages.
b Observed (z = 2.1 m) and simulated (WRF 36 m, MM5 59 m, HPAC 2.1 m) e time series at Smileyberg
for 1800 LST 6 June through 1800 LST 7 June. The WRF and MM5 time series points are 30-min averages.
c Observed (z = 2.5 m) and simulated (WRF 36 m, MM5 59 m, HPAC 2.5 m) e time series at ISFF1 for 1800
LST 6 June through 1800 LST 7 June. The WRF and MM5 time series points are 30-min averages. d Observed
(z = 2.7 m) and simulated (WRF 36 m, MM5 59 m, HPAC 2.7 m) e time series at ISFF3 for 1800 LST 6 June
through 1800 LST 7 June. The WRF and MM5 time series points are 30-min averages. e Observed (z = 4.9 m)

and simulated (WRF 36 m, MM5 59 m, HPAC 4.9 m) e time series at ISFF6 for 1800 LST 6 June through
1800 LST 7 June. The WRF and MM5 time series points are 30-min averages. f Observed (z = 4.7 m) and
simulated (WRF 36 m, MM5 59 m, HPAC 4.7 m) e time series at ISFF9 for 1800 LST 6 June through 1800
LST 7 June. The WRF and MM5 time series points are 30-min averages
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bias most of the time. Also, the MM5-simulated u∗ tends to have larger overpredictions (by
20–50% during the afternoon) than WRF-NMM.

The Bo time series for the nights of 29 May and 6 June (not shown) suggest that the
observed and simulated values are all very close to zero. Most nighttime Bo elsewhere
during clear skies have values of about −20 to −50 W m−2, possibly because of clouds over
the Lamont observing site, or possibly because that the sensible heat flux and latent heat flux
cancel each other at this location on these two nights. On 7 June, the observed Bo remains
near zero at night but the meteorological models estimate values of −10 to −30 W m−2. The
simulated daytime Bo match the observations quite well, on average. There is little mean bias
during the daytime, although there may be a ±100 to 300 W m−2 difference for any given
30-min average.

7.2 Comparisons of TKE Time Series for Six Sites for 7 June

The time series plots and discussions in Sect. 7.1 focused on the six major output variables
of interest at the 60-m level of the Lamont, OK Central Facility, and included all three study
days (29 May, 6 June and 7 June). The current section looks at only one output (TKE) and
one day (7 June) but considers six of the 12 sites where TKE was observed. The TKE obser-
vations and meteorological model outputs are analyzed here because TKE is of most interest
to the current study. There is one TKE time series plot in Fig. 9a through f for each of six
representative sites out of the 12 available (Lamont Central Facility 1, Smileyberg, and ISFF
1, 3, 6, and 9, respectively). These sites are chosen randomly for presentation here. June 7 was
chosen because it was marked by moderate winds from the south-east and no precipitation,
otherwise it is a typical day.

During the day, simulations by the two meteorological models and the HPAC parameteri-
sations are usually within a factor of two of the observed TKE for the six sites plotted in
Fig. 9. MM5 and WRF-NMM estimates of e tend to be low by about 20% to a factor of two
during the day, with MM5 nearly always predicting larger e than WRF-NMM.

During the night, the MM5 model is seen to simulate a very small background TKE for
very stable conditions, which occur at about half of the sites. In Sect. 3.1, where the MM5
model is discussed, it is pointed out that the version being used does indeed default to a very
small e near the surface during very stable conditions. The minimum background TKE is
invoked for those times. But when MM5 does produce a value of e above its background
value at night (see Fig. 9c, d), it is generally too low compared with the observations. The
WRF-NMM model often simulates its minimum e (0.1 m2 s−2), which may serendipitously
agree with the observations. At other times at night, WRF-NMM simulates a larger e that is
seen to agree fairly well with the observations with little overall bias. The HPAC-parameter-
ised TKE has very large overestimates (up to a factor of 10–20) during the night at most of
the sites. The three sites with better agreement between the HPAC parameterisations and the
observations have moderately stable conditions and relatively high nighttime TKE. Because
the nighttime ABL is less stable at these sites, the u∗ estimate is more reliable. As mentioned
earlier, the u∗ estimate by HPAC is less reliable during very stable conditions, when the
height of the U input is much larger than the MO length, L.

8 Conclusions and Suggestions for Further Studies

The IHOP ABL observations on three days have been compared with fields from versions
of the MM5 and WRF-NMM meteorological models intended to be representative of opera-
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tional versions and with the parameterisations of u∗ and TKE by the HPAC dispersion model.
The primary interest, though, is whether the meteorological models’ turbulent kinetic energy
(e) outputs are of sufficient accuracy to incorporate as inputs to HPAC. It is seen that, for
these meteorological model applications with routine grid resolutions, the TKE simulations
are adequate for the daytime, but that mean biases and scatter exist at night in very stable
conditions.

In the radiosonde comparisons, well-defined observed mixing depths zi are seen in only
about half of the daytime soundings. For these soundings, the MM5 simulated zi matches
the observed values within about ±20 to 40% and have little mean bias. The WRF-NMM
mixing depths have similar scatter but are too high by about 30% on average. At night, the
observed zi are often too shallow (e.g., 20 m or less) to be resolved by the radiosondes or
the meteorological models, due to their relatively coarse resolution. When compared with
the U profiles observed by the radiosondes, the meteorological model simulated U profiles
in the ABL often have biases of 2–4 m s−1, which are thought to be generally due to slight
misplacement of fronts or waves in time and space. After the mean bias is removed, the
scatter is still about 1 or 2 m s−1, similar to that found in previous comparisons.

The time series plots were compared for several ABL variables near the surface at Lamont,
Oklahoma. Coarse vertical resolution contributes to the meteorological models usually (but
not always) underpredicting the nighttime T by several ◦C. Agreement is better during the
daytime. As expected, there is scatter between the meteorological model and the observed
nighttime WD, while the daytime WD has fair agreement (±20◦) most of the time. Agree-
ment is better on the day (7 June) with steady moderate winds. The simulated U has an
RMSE of about 2 m s−1 and sometimes large mean biases, and the meteorological models’
u∗ simulations tend to follow the large (factor of 10) diurnal variation of the observations
with typical scatter of less than a factor of two. The HPAC parameterisation of u∗ is much too
large at night, due primarily to the fact that the lowest meteorological model height for wind
calculation is too high for the HPAC solution method. The height of the U input should be less
than about 5L for the u∗ solution to converge. The meteorological models’ TKE simulations
(available only at the top of the lowest grid volume, or approximately 35 m for WRF and
59 m for MM5) are fairly good (within about a factor of two) during the daytime, but tend
to underpredict the mid-afternoon maximum by about 30–40%. The HPAC parameterised
TKE has a slight underprediction trend during the day. At night, when u∗ is overpredicted
by HPAC, e is also greatly overpredicted (by a factor of two to five). Bo is observed to be
close to zero at night and the meteorological models agree, while during the day, the models
match the general cosine curve of Bo, although the scatter is about ±20 to 40%.

Focusing on TKE and considering all 12 sonic anemometer sites, it is found that, during
the daytime, the meteorological model simulations and the HPAC parameterisations of TKE
are usually within a factor of two of the observations. On average, the MM5 and WRF-NMM
simulations are low by about 20–50%. The HPAC TKE value is about 30% to a factor of two
less than the observed value. During the nighttime, the observed TKE value is much smaller
than during the day, and the WRF-NMM model simulations are within a factor of two much
of the time with its assumed minimum of 0.1 m2 s−2. The MM5 TKE outputs are often close
to zero at night because of its ABL closure scheme and assumed minimum of 0.001 m2 s−2.
The HPAC parameterised TKE is usually much too large, by a factor of 10–20, attributed to
its overestimate of u∗.

Based on these results, the following primary conclusions/recommendations are:

(1) We recognize the fact that meteorological models have traditionally focused on accu-
rate simulations of weather phenomena that are of most interest to the public (e.g.,
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high winds, high or low temperatures, rain and snow), and that are of most use in
climate assessments (e.g., surface energy balance components). There has been less
effort devoted to ABL parameters of interest to dispersion modelling, such as zi , e and
profiles of U in the surface layer. Turbulent kinetic energy and other ABL variables
are least well-simulated on very stable nights, when the meteorological models default
to their assumed minimum or background e, which differs by a factor of 100 between
MM5 GS and WRF-NMM MYJ.

(2) The lowest meteorological model grid volume has a thickness of approximately 35 m
(for WRF-NMM) and 59 m (for MM5) in this study. The e is computed at the interfaces
of model layers and so these heights are the lowest at which e is simulated directly by
the model. However, U is calculated at the centres of these layers and so the lowest
heights at which U is simulated directly by the models are approximately 18 m (WRF-
NMM) and 30 m (MM5). Dispersion models, such as HPAC, need these variables at
lower heights. The formulation of the stability correction in the logarithmic wind law
varies among MM5 GS, WRF-NMM MYJ and HPAC. It would be better to use con-
sistent MO similarity relations in the meteorological models and in HPAC. For HPAC,
this involves an iterative approach as described below.

(3) As seen in the HPAC evaluations here, its methods of estimating u∗ (and hence e) and
the U and T profiles in the lowest grid volume are based on input of the meteorological
model simulated U at the middle of the lowest model grid volume, zo, and Bo. As with
other operational dispersion models, HPAC then iterates between u∗ and L until the
solution converges. But if the height of the middle of the lowest model grid volume
is > 5L , the U input is at a height above the implied surface layer and the solution is
indeterminate and has trouble converging. In our study, this led to large overestimates
of u∗ and e by HPAC during stable nights.

(4) One solution to the previous two issues is to increase the vertical resolution (i.e.,
decrease the depth of the lowest grid volume) in the meteorological models near the
ground. For example, a lowest grid depth of 10 m would be an improvement. Recent
modelling with the advanced research version of WRF using MYJ with 2-m grid spac-
ing near the surface and 10 layers below 50 m has shown promise in stable conditions
(e.g., Stauffer et al. 2009).

(5) Until the above issues are resolved, the use of a meteorological model for the evaluation
of TKE in dispersion models at heights less than about 50 m is not recommended for
nighttime stable periods. Similarly, the use of a meteorological model U in the middle
of the coarse resolution lowest grid volumes to estimate u∗ and e is not recommended
in stable conditions.
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