BIT Numerical Mathematics (2023) 63:55
https://doi.org/10.1007/s10543-023-00995-7 BIT

®

Check for
updates

New structure-preserving mixed finite element method for
the stationary MHD equations with magnetic-current
formulation

Xiaodi Zhang'>3@ - Shitian Dong*

Received: 22 May 2023 / Accepted: 4 October 2023 / Published online: 1 November 2023
© The Author(s), under exclusive licence to Springer Nature B.V. 2023

Abstract

In this paper, we propose and analyze a new structure-preserving finite element method
for the stationary magnetohydrodynamic equations with magnetic-current formulation
on Lipschitz domains. Using a mixed finite element approach, we discretize the hydro-
dynamic unknowns by inf-sup stable velocity-pressure finite element pairs, and the
current density, the induced electric field and the magnetic field by using the edge-edge-
face elements from a discrete de-Rham complex pair. To deal with the divergence-free
condition of the magnetic field, we introduce an augmented term to the discrete scheme
rather than a Lagrange multiplier in the existing schemes. Thanks to discrete differ-
ential forms and finite element exterior calculus, the proposed scheme preserves the
divergence-free property exactly for the magnetic induction on the discrete level. The
well-posedness of the discrete problem is further proved under the small data condi-
tion. Under weak regularity assumptions, we rigorously establish the error estimates of
the finite element schemes. Numerical results are provided to illustrate the theoretical
results and demonstrate the efficiency of the proposed method.
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1 Introduction

Magnetohydrodynamic (MHD) system describes the dynamic behaviors of an elec-
trically conducting fluid under the influence of an external magnetic field. There are
many related applications in industrial such as metallurgical engineering, electromag-
netic pumping, stirring of liquid metals and controlled thermonuclear fusion [6, 8, 10,
11]. The model often couples the Navier—Stokes equations for hydrodynamics and
Maxwell’s equations for electromagnetism via the Lorentz force and Ohm’s law. We
refer to [7, 12, 13, 15, 28, 31] and the references therein for the extensive theoretical
and numerical studies including the modeling and PDE analysis of the MHD system.

Let £2 be a simply connected bounded domain with Lipschitz-continuous boundary
=382 in R? (d = 2, 3). In this paper, we consider numerical approximation of the
following incompressible MHD equations:

pu-Vu—nAu+Vp—JxB=f in £, (1.1a)
VXE=0, J-VxH=0 in £, (1.1b)
V-u=0, V-B=0 in £, (1.1c)

where p is the density of fluid, u is the velocity of fluid, p is the pressure, H is
the magnetic field, B is the magnetic induction, J is the current density, and E is the
electric field. To close the equations in (1.1), we supply with the following constitutive
equation and Ohm’s law

B=pH, J=0(E+uxB) in 2. (1.2)

The physical parameters are the dynamic viscosity 7, the magnetic permeability w
and the electric conductivity o. In this paper, we consider the following boundary
conditions,

u=0, B-n=0, Exn=0 on I, (1.3)

where n is the unit outer normal vector on I".

There have been extensive discussions on numerical methods for the incompressible
MHD equations [6, 8, 12, 26, 28, 31]. However, due to the nonlinear coupling and rich
structures of MHD systems, the numerical simulation still remains a challenging and
active research area. Recently, exactly divergence-free discretizations on the magnetic
field B draw more attentions. Physically, the divergence-free condition of B is a precise
physical law in electromagnetics which implies that there is no monopole of magnet.
Moreover, it has been shown that the violation of the divergence-free condition on the
discrete level will introduce a strong non-physical force and small perturbations to
this condition can lead to large errors in numerical simulation, in [4, 5, 30]. Thus, it is
vital to preserve this constraint on the discrete level. We also refer to [21] for further
arguments for the importance of this divergence-free condition.
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In most of the existing methods, the divergence-free constraint condition for B is
relaxed by adding a Lagrange multiplier » € H' [7, 26, 28, 32] or grad-div augmented
term —VV - B [12, 13, 33] to numerical formulations. With these treatments, the
discrete magnetic induction By, is only weakly divergence-free. In, Hiptmair et al. [15]
proposed a fully divergence-free method for the unsteady MHD system by introducing
a new vector potential formulation, B = V x A. In this way, the constraint condition
for B is kept exactly by the definition, Bj,:=curlA; . Later, this idea is further studied
the stationary incompressible MHD equations in [21, 22]. Different from the previous
approach, Hu et al. [16] proposed a magnetic-electric based unsteady MHD model
where the electric field E was kept and regarded as an independent variable. By
doing so, divBj;, = 0 is ensured exactly and directly by using mixed finite element
methods together with techniques from finite element exterior calculus. Indeed, in
their discretization, the Gauss’s law is automatically satisfied since Faraday’s law still
holds exactly on the discrete level. Later in, Ma et al. [23] presented the error estimates
for the structure-preserving finite element scheme in [16]. In, Qiu et al. [27] revised
the structure-preserving finite element method and proved optimal convergence in the
energy norm for solutions with low regularity. Motivated by the energy law, Hu et al.
[17] extended this idea to the magnetic-current based unsteady MHD model, where
the magnetic induction B and current density J are taken as electromagnetic variables
instead of retaining the electric field E explicitly as a variable. However, Faraday’s law
in the stationary case reads V x E = 0, which is no longer related to the magnetic field.
Consequently, such discretizations for the time-dependent systems can not be directly
generalized to the steady systems. To address this, Hu et al. [18] treated Gauss’s law as
an independent equation in the whole system of magnetic-current based formulation
and introduced a Lagrange multiplier to appropriately enforce this law on the discrete
level. Furthermore, they showed the existence of solutions to the finite element scheme
and established the convergence of Picard iterations and finite element scheme under
some conditions.

The purpose of this paper is to propose and analyze a new structure-preserving
finite element method for the incompressible MHD equations with magnetic-current
formulation on Lipschitz domains. Using a mixed finite element approach, inf-sup sta-
ble velocity-pressure space pairs are used to approximate the hydrodynamic variables,
and the edge-edge-face elements from a discrete de-Rham complex pair are employed
to approximate the current density, the induced electric field and the magnetic field.
An augmented term is added to the discrete scheme for dealing with the divergence-
free condition of the magnetic field. Thanks to discrete differential forms and finite
element exterior calculus, the proposed scheme preserves the divergence-free property
exactly for the magnetic induction on the discrete without using magnetic Lagrange
multipliers. Using the fixed point theorem, the well-posedness of the discrete problem
is proved under the small data condition. In terms of the well-designed projection
operators, we further rigorously establish the error estimates of the finite element
schemes under weak regularity assumptions. Finally, some numerical experiments are
presented to verify the theoretical results and the performance of the finite element
scheme.

It is remarkable that while the scheme and analysis are somewhat similar to the
ones in [18], there are some distinct different points in the following four aspects,
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(i) The schemes are essentially different from in treating with the divergence-free
condition of the magnetic field. The paper used the Lagrangian multiplier method
to introduce a magnetic Lagrange multiplier, while we employ the augmented
method to a magnetic augmented term. Thanks to the structure-preserving prop-
erties of the discrete de-Rham complex, the resulting schemes are equivalent
and the magnetic Gauss’s law is precisely preserved. From this perspective, our
scheme is more efficient.

(i) The paper only studied the convergence of the Picard iteration by contraction
under the small data condition. In this paper, we use the fixed point theorem to
give the well-posedness of the discrete problem. The argument is quite different
from that therein.

(iii) Inderiving the error estimate, the paper used the routine approach to deal with the
reduced form of the finite element scheme, then recover the error estimates for
other variables. Since the discrete adjoint operator only defines for finite element
functions, some related consistency terms come into the error analysis. This
treatment makes the analysis exclude the lowest order Raviart-Thomas element
and the singular solution. Herein, we prove the convergence of the original finite
element scheme by using the projection method directly. Thanks to the new
strategy, our analysis includes the lowest-order Raviart-Thomas element and
only needs to assume weak regularity of the solutions. This demonstrates the
convergence of the finite element schemes for singular solutions.

(iv) Nonumerical results were given therein, but we give some numerical experiments
to verify the theoretical results and the performance of the proposed scheme in
this paper.

The paper is organized as follows. In Sect.2, we introduce some notations and
present the stability estimate for the MHD equations. In Sect.3, we propose a new
finite element method for the MHD equations. In Sect.4, the well-posedness of the
discrete problem is provided. In Sect. 5, we deduce the error estimates for the proposed
scheme. In Sect. 6, we present some numerical experiments to validate the theoretical
results. In Sect. 7, we conclude with a few remarks.

2 Preliminaries

We start by introducing some notations and spaces. As usual, the inner product and
norm in L?($2) are denoted by (-, -) and ||-||, respectively. Let WP (£2) stand for
the standard Sobolev spaces equipped with the standard Sobolev norms |||, ,. For

p = 2, we write H"(£2) for W"2(£2) and its corresponding norm is ||-]|,,. We will
use the following notations for some spaces,

Vi=H) (@) = {veHl ). vlp =0}, 0:=L}(2) = {q eL2(2). (, 1):0},
W:=H0(curl,.Q)={MGLZ(.Q),VXMGLZ(.Q),n><M|p=0},
D:=H, (div, 2)

:{CGLZ(Q),V-CELZ(S?),n~C|p:0}, P%=(CeD, V. C=0}.
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In the following, H ! is the dual space of H (1)(52), the duality pair between them

is denoted by (-, -), and || - || is the standard norm in H~!,
(f,v)
Ifll-1= sup Vol
veH) () Vol

Here and what follows, we use C to denote generic positive constants independent of
the discretization parameters, which may take different values at different places.

Eliminating E and H but keeping J, we obtain the incompressible MHD equations
with magnetic-current formulation,

pu-Vu—nAu+Vp—JxB=f in £, (2.1a)
o 'VxJ—-VxuxB) =0 in £, (2.1b)
J—p'VxB=0 in £, (2.1¢)

V.u=0, V-B=0 in £. (2.1d)

Let L, ty, Bo, uo = L/to be characteristic quantities of length, time, magnetic induc-
tion, and fluid velocity, respectively. We introduce the dimensionless variables as
follows

x < x/L, u <~ ujuy, p< p/ (pu%), B < B/By, J < J/(cugBy),
f < fio/ (puo).

Then, the MHD system (2.1) can be written in a dimensionless form,

u-Vu—R'Au+Vp—S]xB=f in £, (2.2a)
VxJ—-—VxuxB)=0 in £, (2.2b)
J-R,'VxB=0 in £, (2.2¢)

V-u=0, V-B=0 in £, (2.2d)

where R, = pLug/nis the Reynolds number, R,, = o Lug is the magnetic Reynolds
number and § = O’LB(% / (pug) is the coupling number between the fluid and the
magnetic field.

To deal with the issue that the curl operator cannot act on the nonlinear coupling
term u x B directly on the discrete level, we introduce a new variable, 0 = u x B, as
in [17, 18] to accommodate for the evaluation of the discrete curl operator. Physically,
o is a part of J, known as the induced electric field. Thus, the following model is
considered,

u-Vu—R'Au+Vp—-S]xB=f in £, (2.32)
VxJ—-—Vxo=0 in £, (2.3b)
oc—uxB=0 in £, (2.3¢)
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J-R,'VXxB=0 in £, (2.3d)
V.u=0, V-B=0 in £. (2.3¢)

According to (1.2) and (1.3), the boundary conditions for this system read
u=0 B-n=0, Jxn=0, oxn=0 on I. 2.4)
The well-posedness of the continuous formulation has been discussed in [ 18]. Here,
we only give the basic stability estimate for the model (2.3). By taking the inner product
of (2.3a) with u, using (u - Vu, u) = 0 and (2.3e), we get

RVIVul?> = S(J x B,u) + (f, u).

By taking the inner product of (2.3b) with SR, !B, integrating by parts and using
(2.3¢) and (2.3d), we have

SIJI* =S @ x B, J)=0.
Adding both ensuing equations, we obtain the law of energy dissipation that reads
RZIVul® +SIJ1% = (f . u). 2.5)

Applying the Cauchy—Schwarz inequality and the Young inequality, we estimate the
right-hand side of (2.5) as

R! R
(fow) = IFI-y IVal = = [Val* + 76 112, (2.6)
Plugging (2.6) into (2.5), we get
. 2 > _Re 2
TIIWII +SIJI7 < 7I|fll_1- 2.7

This stability estimate is basic but important in the design and analysis of numerical
methods.

3 Finite element approximation

This section is devoted to giving the mixed finite element method for the MHD equa-
tions. For the sake of presenting convenience, we focus on the numerical solving of
the MHD system in three dimensional case (d = 3). The corresponding results in two
dimensional case (d = 2) are listed in subsequent remarks.

Let .7, be a quasi-uniform and shape-regular tetrahedral mesh of £2. As usual,
we introduce the local mesh size hx = diam (K) and the global mesh size i :=
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maxg ¢ g, hg . For any integer k > 0, let P;(K) be the space of polynomials of degree
k on element K and define Px(K) = Pr(K)3.

To approximate the velocity and pressure (u, p), we use the conforming finite
element pair (V, x Qp) C (V x Q), which satisfies the discrete inf-sup condition,

,dive
i (g dvvn) g 3.1
0#gn€Qn 0z£v, eV, Vol lignll

where S is a positive constant independent of mesh size 4. To approximate the mag-
netic field B, we employ the conforming finite element space D, C D.To approximate
the current density J and induced electric field o, we adopt the conforming finite ele-
ment space W;, C W. In addition, the electromagnetic pair should meet the following
de-Rham sequence,

grad 1 di
H}(£2) w = b T 12(2)
lnfrad lnf(':url lnfliiv ln}?, (32)
d .
Vi gra Wh curl Dh div Sh

where V), C HO1 (£2) and S, C L%(.Q) are conforming finite element spaces, Hfrad,

H}f“rl, n ;lﬁv and I7 2 are the corresponding standard interpolation operators. We assume
that the finite element spaces possess the following approximation properties ulteriorly.

There exists aninteger k > 1 such that the following standard approximation properties
hold fork > 1,

inf (lu—vpll + 1 IV @—vp)l) < CH ullyy, inf llp —qull < CR*lIpll,
veVy qn€Qh

3.3)

inf (B — Cyll + Idiv (B — Cp)l) < Ch* (IIBll + ldivB]|y) . (3.4)
CneDy

inf (] — Mpll + leurl (J — M) < Ch* (1T 1l + lleurlJ ;) - (3.5)

Muew,
Many existing pairs of stable finite element pairs can be available in present setting
[3,9, 19].

We also introduce the discrete curl operator on the discrete level. For any B €
LZ(.Q), define V;, x B € W}, as follows,

(Vi x B,My)=(B,V x M), YM;, € Wy,

For any J € L*(£2), we also define Ty : L*(£2) — W), to be the Lz-projection
such that Iy J € W, and satisfies

DwJ, My) =, Mp), VMy € Wp. (3.6)
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For convenience, we define the discrete kernel space of the divergence operator on
Vi by

Vi ={vi € Vi, (divop,qs) =0, Van € Qn}.
Similarly, we introduce the exactly solenoidal function space on D), by
D) ={Cj € Dy, divCj, =0}.
From [17, 18], we have the following estimates,

IBill < CallVa x Bull. |IBullos < CallVa x Ball, VBj € D).
3.7

The following Poincaré type inequalities are well-known, which will be frequently
used in our proof [9],

Ivllos < CollVoll, oI}, < 220 Vol?, VoeV. (3.8)

where the positive constants C}, and A, only depend on §2. In order to deal with the
convection term in (1.1a), we define the following trilinear form

1
ﬁ(u,v,w):5((u~Vv,w)—(u-Vw,v)) Yu,v,weV.

It is easy to see that the trilinear form O'(, -, -) is a skew-symmetric with respect to its
last two arguments,

Ou,v,w)=—-0u,w,v), Yu,v,weV, 3.9

and
O,v,v) =0 Yu,veV. (3.10)
Now we are ready to present our new finite element discretization for the MHD
system (2.3). It reads: find (up,, pn, By, Jph,0n) € Vi X Qp X Dy x Wi x Wy, such

that for any (vs, gn, Cp, Th, Mp) € Vi X O X Dy x Wi x W,

R (Vup, Vvp) + Oy, up, vi) — (pr, V- vi) — S (Jn x By, vi) = (f, vp),

(3.11a)

(V-up,qn) =0,
(3.11b)

(VX JnCp)—(V xay,Ch)+ R, (V-By,V-Cp) =0,
(3.11c)
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(on, Th) — (up x By, 1)) =0,
(3.11d)

(Jn. Mp) — R; (B, V x Mj) =0. (3.11¢)

Before further discussions, we present some comments on the above scheme.
Although the velocity field uy is smooth, the H (div)-conformality of the magnetic
field Bj, cannot guarantee u;, x Bj; € H(curl, £2). Thus, an additional variable o,
is introduced to address this issue in the above scheme. From (3.11d) and (3.11¢), we
have

on =My, x By), Jn=R,'"V) x By. (3.12)

Thus, using the above identities and the definition of the discrete curl operator Vj, x,
we formally eliminate o and Jj to get a reduced problem with the unknowns
(un, ph, Bp) € Vi X Qp X Dp,

R (Vuy, Vo) + O (wp upn, vi) — (p, V- o) — SRy, (Vi x By x By, vp) = (f, vp)

(3.13a)
(V-up.qn) =0, (3.13b)
R, (Vi x By, Vi x Cp) + Ry, (V- By, V- Cy) — (uy, x By, Vj x Cp) =0, (3.13¢)

for all (v, qn, Cp) € Vi x Qp x Dy. It is easy to see these two discrete problems
(3.11) and (3.13) are equivalent. Namely, we note that if (uy, py, Bp, Jp,0n) €
Vi x Qn x Dy x Wy, x Wy, solves the problem (3.11), then (up,, pn, By) € Vi X
O x Dy, solves the problem (3.13) with the same data. Conversely, if (uy,, py,, Bp) €
Vi, x Qpn x Dy is the solution the problem (3.13), we can use (3.12) to reconstruct
(un, pn, Bp, Jn,on) € Vi x Qp x Dy, x Wy, x Wy, which solves the problem (3.11)
with the same data.

Clearly, formally eliminating ¢, and J, yields a form that uses only B, as the
variable of the electromagnetic field. Compared with the B-based schemes in [12,
13, 27, 28], we find that the reduced system (3.13) takes a similar form formally.
Specifically, the magnetic field B is discretized in H! space with the nodal finite
elements in [12, 13] and H (curl) space with the edge elements in [27, 28]. With
these discretizations, the curl operator can act on B straightway. Different from them,
we discretize B in H (div) space with the face elements in this paper. Thus, the curl
operator V x can act on B directly and it is replaced by the discrete curl operator Vj, x.
This revision leads to a new mixed formulation and makes the analysis essentially
different from [12, 13, 27, 28].

What calls for special attention is that the scheme in [18] introduce a Lagrange
multiplier to enforce the divergence-free condition of B, while we deal with this con-
straint by adding an augmented term R,, '(V - Bj, V- Cy) in the discrete variational
formulation. Thanks to the structure-preserving properties of the discrete de-Rham
complex, we can design a finite element scheme for stationary MHD problems with-
out using Lagrange multipliers. The resulting scheme is equivalent to the scheme with
using the Lagrange multiplier and the magnetic Gauss’s law is precisely preserved.
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4 Well-posedness

In this section, we present the well-posedness of the discrete problem. First, we estab-
lish some stability estimates for the solution to (3.11), which will be helpful in the
subsequent analysis.

Theorem 4.1 The discrete solution (uy,, py, By, Jn, o) satisfies
R7VIVup|? + SNTnll> = (f ) - 4.1)

Consequently, we have

R, 2 2 _ Re 2
> IVupll” + S I1Jxl 57||f||_1- 4.2)

In addition, the magnetic field is exactly divergence-free,
V.-B,=0. 4.3)

Proof Taking (vy, gn, Cp, Th, M) = (up, pn, SR,;lBh, SJn,SJy) in (3.11) and
adding the five equations together, we obtain

RVIVup|? + SIJnll> 4 S(on, Jn) — SR, ' (V x o, By) = (f, up).
“4.4)

To deal with the last two terms on the left-hand side of (4.4), we take M, = So, in
(3.11e) to get

S(Jn. 1) — SR, (By, V x o) =0. (4.5)

Plugging (4.5) into (4.4), we complete the proof of (4.1). For the proof of (4.2), we use
the Cauchy—Schwarz inequality and the Young inequality to estimate the right-hand
side of (4.4) as

R! R
(foun) =M1y IVupll < 2 IVay |I* + 7 A2, (4.6)

Thus, we get (4.2).

For the second part, using the de-Rham sequence (3.2), we obtain V. x W, C
Dy, Taking C;, = V x J, — V x g, in (3.11c) and applying the vector identity,
V- (V x a) =0, we have

IV x Ty =V xoul* =0,

which means that

VxJ,—Vxo,=0. 4.7
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Plugging (4.7) into (3.11c), we get
R,'(V-B,,V-C;) =0, YCj € Dy (4.8)

Thus, the estimate (4.3) is deduced by taking C, = B, in the above equation. O

Indeed, the current density is weakly divergence-free in the sense that
(Jn,Vop) =0 Vup € Vp,

where V), C HOl (£2) is defined in (3.2). The argument is using the fact VV;, C Wy in
(3.2) to take M, = Vv, in (3.11e). Furthermore, inspired by the Ohm’s law (1.2), we
define the discrete electric field as Ej,:=J ), —o,. Using (4.7), we get the electric field
is exactly curl-free, which means that Faraday’s law also holds exactly on the discrete
level.

Next, we discuss the well-posedness of the discrete problem (3.11). Here and in
what follows, we define the energy norms on the product space Vj x D), by

B -~ 1/2
I, Bl = (R IVunl® + SRL2IVA x Bal?) . 49)

Furthermore, we define the discrete kernel space of V, x Dy, T} = Vg X Dg. For
the sake of convenience, we deal with the well-posedness for the reduced form of the
finite element scheme (3.13), then the well-posedness of the primary finite element
scheme (3.11) follows by using the equivalence.

Theorem 4.2 For f € H™'(2), suppose
;uzfzmax{mg, C,,CdReRm} Ifl_, <1, (4.10)

then the discrete problem (3.11) is well-posed.

Proof We will first define a mapping . : 7}, — 7%, then show that the mapping
is a contraction on a subset of 77, and apply the Banach fixed point theorem for the
existence and uniqueness of the solution. The proof consists of two steps.

Step 1: The mapping .. We start with defining the mapping .. Given (it;,, Bj,) €
1, we take .7 (uy,, Bh) to be the component (uy, Bj,) of the solution (uy, pn, By) €
Vi, x Qp x Dy, to the following problem

R, (Vup, Vo) + O Gap, up. vi) — (pp. V- v5) — SR, (Vi x By x By, vp) = (f, vp)

(4.11a)

(Vup, qn) =0,
(4.11b)

R, (Vi x By, Vi x Cp) + R, (V- By, V- Cp) — (up x By, Viy x Cp) =0,
(4.11c)
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for all (vp, g, Cp) € Vi, x Qp x Dy,. From the saddle theory in [9], it is easy to
prove that the considered problem (4.11) has a unique solution. In particular, similar
to the second part of Theorem 4.1, we deduce that the discrete magnetic field is
exactly divergence-free. Using the definition of the discrete curl operator and the fact
V x W), C Dy, we introduce o ,:=I1w (uh X l_ih) € Wj, and thleglvh X By €
W, to recast the equation (4.11c) as

(VX Jn, Cp) + R, (V- By, V- Cy) = (04, Vi x Cp)) =0,
for all Cj, € Dy. Then, similar to the second part of Theorem 4.1, we can easily get
B € Dg. Furthermore, setting (vy, gn, Cp) = (up, pn, SR,;lBh) and adding the
resulting equations together, we have that
R IV l? + SR, 1V x Byll® = (f ) (4.12)
Using (4.9), we further get

I @n, BT < IF1y IVunll < VR L FlZy Ilun, By

which yields that
I @n. Bl < v/Re I fIl_y - (4.13)
Inspired by this, we define a subset of 7}, by setting
={(wn, Cn) € Vi : [ (up, Bp)lly = R},
where R:=+/R, Il f1I_;- Thus, we consider a map on Bg,
% : Bg — Bg, (in, By) > (u, B).

Obviously, the mapping . is well defined.

Step 2: The operator . is a contraction on Bg. To prove this, let (uh, Bh) € BR
and (uh, le) Y(uh, Bh) i = 1, 2. By definition, there exist ph such that (uh, Bh)
and (uj,, p', B’h) satisfy

Re_1 <Vu;l Vvh) + @’(ﬁz, uél, vh) — <p;l V. vh> — SR;1 (Vh X B;l X B;, vh)

=(f,vn), (4.14a)

(v ul, qh) —0, (4.14b)
R (Vi x By Vi x €4) + R (V- B V- C)

- (uﬁl x B, V) x ch) —0, (4.14¢)
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for all (vy, gn, Cp) € Vi x Qn x Dy. We set 8@:::5}1 — E,%, & =u,u,p,B, B.
Subtracting (4.14) asi = 2 from (4.14) as i = 1, we have

RZ (V8w Vo) + 6 (a), uh, v) = 0 (a3, u?, v,

— ((Sp, V. vh) — SR;1 (Vh X B}l X B;ll, vh> +SR,,_11 (Vh X B%l X I}i, vh) =0,

(4.15a)
R, (Vi x 85, Vi x Cp) + R,V (V -85,V - Cp)
—(u,llxl_i‘}l,vhxCh)—i-(uﬁxBi,thCh):O, (4.15¢)

for all (v, gn, Cn) € Vi x Qp x Dy Taking (v4, g, Cp) = (8u, 8y, SR;,'5B),
adding the resulting equations together and using the fact that B} € D), i=1,2we
deduce that

R;VIVSLI2 + SR, IV x 8l
=0 (@}, u}.0.) - 0 (@} u}, 5.)
-1 1o pl -1 2 p2
+ SRy" (uh x By, Vi x ) — SR, (uf x By, Vi x p)

= I, + Ip. (4.16)

For the term I,,, using Holder inequality, (3.10) and (3.8), we bound it as follows,
I = ﬁ(ﬁﬁ, u?, 5,,) - ﬁ(ﬂ}l, u?, 5,,)
+ 0 () ui, ) = 0 () u}. 5.)
=—0 (3,;, u?, 5,,) —0 (ﬁ},, Su. 5,,)
= _ﬁ ((Silv u%a 81{)
1 2 1 2
< 5 Woallos | Vul | N6ullo.s + 5 Nsallos 1V8ul [u?]

0,4
<o |Vad | I8l V341l (*.17)

For the term Ip, we rearrange them as follows:

Ip = SR (vh x Bl x B}, 5,,) — SR (vh x B2 x B}, 5,,)

+ SR} (vh x B2 x B}, 5,,) — SR (vh x B2 x Bﬁ,a,,)
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+ SR, ! (u}l X B}l,, Vi X 83) — SR, (u%l X B}l,, Vi % 83)

+ SR ! (uﬁ x B), V) x 83) — SR;,! (u%l x B, V) x 83)
= SR, (Vi x 85 x By, 8 ) + SRy (Vi < Bf x 6.8

+ SR (5,, x B}, Vj x 53) + SR (uﬁ X 85. V) 53)

= SR} (vh x B2 x 5;,,3,,) + SR (ui X 85. Vi X 53),

where we have used the fact (a x b, ¢) + (¢ x b, a) = 0 to cancel the first and third
terms out in last equality. Using Holder inequality, (3.7), (3.8) and Young inequality,
we get

Ig = SR, |V x B2 18805 Noullos

+ SR, [ud | oallos 19 x 5l
< C,CySR;;! H V) x B2 H | V4 x 85 1764l

+CpCySR! Hwi” |V x 85 11V4 x 85l
= CpCay/SR. | Vi x 83|

( SR;'R! ”vh x Bﬁ” V8l + SRR Hwﬁ” 1V x 5B||>
< CyCav/SRe ||V x 85| | @l B 165u. 8811 (418)

Combining (4.17) and (4.18) with (4.16), (4.13) and (4.9), we derive that
IBu. 88)11T < A2 | Vui || IV8all IV8ull + CpCav/SRe | Vi x 85 ||z, B[, 11Bu. 88) 114
< max {AZRE, cpcd\/RTRm} l@a. 85|,
2 2 3
(R [vud | 1voul? + | d, BDI 16w 60)13)

3

< V2 max {szz,cpchRTRm} Iz, B, [ Ga- )], IGu. 8811

< V2max {AR2, CpCaRe R} I F1I_y || Gas 85, 11GBu. 88)115 -
Thus, we have the estimates for the mapping .,

-1 pl -2 n2
|7 (ah By) -7 (a2, BL) |, = 16w 6wl = w6, 8],

By virtue of (4.10), the operator . is a contraction. As a consequence, an application
of the Banach fixed point theorem shows that .% has a fixed point in Bg, which is the

solution of problem (3.11). O
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Note that we present the existence and uniqueness of the nonlinear scheme (3.13)
under the small data condition (4.10) that only contains R, and R,,,, butnot S. However,
the comparable results obtained in [12, 28, 34] depend on the coupling number. More
specifically, S can not be arbitrarily small therein, which seems to be contrary to the
physical intuition. The reason why we get such good results is that the energy norm of
physical parameter weighting is used (4.10). Under this weighted norm, the paper [18]
directly proved the convergence of the Picard iterations by contraction. Although they
only studied the convergence of Picard iterations and the argument was quite different
from that herein, the small data conditions are almost the same. Following this idea,
one can derive similar improved results for the schemes in [12, 28, 34].

5 Error analysis
In this section, we first gather the necessary tools for the error estimates and then carry
out a rigorous error analysis for the finite element scheme (3.11). First, we present the

classical and discrete Sobolev inequalities needed for the error estimates in the next
subsection [9, 18, 27].

Lemma 5.1 Foru € H'*5(2) with s > %, we have
lulloco < Coo lltlliys s [Vullos < Cellullys -
For J € H*(2) with s > % we have
N3 < Cun Il -
Next, we define some projections of the unknowns and gather their approximation
properties. For the fluid pair (u, p), we define the Stokes projection (ITyu, I1gp) €

V5 x Qp such that for all (vy,, gn) € Vi, X QOp,

RN (VI yu, Voy) — (Mop, V- vy) = RN (Vu, Vo) — (p, V-vp),  (5.1a)
(V- -Ilyu,qp) = (V-u,qp). (5.1b)

For the current density J and the induced electromotive force o, we utilize L2-

projection defined in (3.6). For the magnetic field B, notice that B, € D2 and B € D°.

We define the L2-projection I : L*(2) — Dg suchthat IIpB € D2 satisfies,
(IIpB,Cy) = (B,Cy) YCj € Dg. 5.2)

From [9, 27], we have the following approximation property results for the projections.

Lemma 5.2 Under the regularity assumption (5.5), the above projection satisfies

IV =My + |p—Hop| < ChP (lulliss + lIplg) .
lu — Hyul < CRPT™MLBY (Jlufly g + lpllg) .
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IB—THpB| < ChP (IBlls + |ldivB|4) .
IJ —HpJ|+ llcurl (J —HpJ)| < Ch? (T ll5 + lleurl | 4) .
lo — Hpo| + llcurl (0 — M po)|| < ChP (o llg + llcurlo]lg) .

with B = min {s, k}. Moreover, we have

Vix(IIpB) =V, x B=Iy (V x B). (5.3)
Proof Here we only establish the last identity since others have been proved in the
references [9, 27]. By using the definitions of V) x and IT p, we can derive that, for
any M, e Wy,

(Vi x{IpB), M) =IIpB,V xMy)=(B,VxMy) =V, xB, My).

Since Vj, x B, V), x (IIpB) € W), we get Vy, x (Il p B) = Vj, x B. Similarly, from
the definitions of Vj, x, ITp and [Ty, we have for any M, € W,

(ITw (V x B) , M) = (V x B,Mp) = (B,V x My) = (V) x B, M),
which finishes the proof by using V, x B, Iy (V x B) € Wy,. O
Now we are in the position to derive error estimates for the finite element scheme

for the MHD equations. In order to facilitate the subsequent error estimates, we define
the following notations here and hereafter

ey=u—up, ep=p—pp, eg=B—By, ej=J—Jn e =0—0y.

As usual, the errors are further decomposed into approximation errors and discretiza-
tion errors

e¢=0+n;, ¢=up,B J o. (5.4)
The splittings are performed with the previous projections,

w=u—1Ilyu,

0p=p—IHgp, 6p=B—MpB, 6;=J—-1wlJ,
b =0 —Nyo,

Nu =Myu —up,

np=1Ilgp—pn, np=MHpB — By,

ng=HIOwJ —Jn, ne=Iwo —oy.

By invoking with J = R,;lv x B, (3.12) and (5.3), we have nj = R,;lvh X 1B.
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After the above preparation, we are now in a position to prove the error estimates.
For this end, we assume that the exact solution of MHD system (1.1) uniquely exists
and the unknowns have the following regularity property:

ue HH_S(.Q), pe H (), Be H (), J,VxJecH (),
o,V xoecH (), (5.5)

where s > % . Under this assumption, our main error estimate result can be summarized
as follows.

Theorem 5.1 Let (u, p, B, J) and (uy, pn, By, J1) be the solution of the continu-
ous problem (2.3) and discrete problem (3.11), respectively. Suppose the regularity
assumption (5.5) holds. Then we have the following error estimates

RV IVu — V|| + S — Jull + |1B — Byl < ChP, (5.6)
Ip — pull + llo —anll < ChP, (5.7)

with B = min{s, k).

Proof First of all, subtracting the numerical system (3.11) from the above system (2.3)
and using the definitions of projections (5.1) and (5.2), we can obtain the following
error equations for all (vy, gn, Cp, T, Mp) € Vi X Qp X Dy x Wy x Wy,

RN (Viu, Vo) — (0, V - vp) = € (vp) + 4 (vp), (5.8a)
(V- q) =0, (5.8b)

(V xny,Cp) — (V x ng, Cp) = M>(Ch), (5.8¢)

(o, Th) = A3 (T)), (5.8d)

(. My) — R, (1. V x My) = M4(Mp), (5.8¢)

where the abbreviated terms are gathered as

C(vp) = O (up, up, vy) — O (w,u,vp),
M (vp) = ST x B,vy) — S(Jp X By, vp),
M (Cp) = —=(V x0y,Cp) —(V x05,Chp),
AM3(Tp) = (u x B, ty) — (up x By, Tj),

Mo(Mp) = R, (0. V x My).

Taking (vi, gn, Cp, Thy Mp) = (u, 1p, SR,;Ir/B, Sny, Sny) in (5.8) and adding
the five equations together, we obtain

RV + SngI? + Ste, ny) — SR, (V X ne, nB)
= C () + A1 () + SA3(ng) + SR, Ao(B) + SMa(ny). (5.9)
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To deal with the last two terms on the left-hand side of (5.9), we take M), = Sng in
(5.8e) to get

Sy, ne) — SR, (B, V X 16) = SAM4(ng). (5.10)
Plugging (5.10) into (5.9) yields

RNV + S Ingl?
= C () + A1) + SM5(ng) + SR, M (nB)
+ S Ms(ny) — SMs(no). (5.11)

We next bound the terms on the right-hand side of the above identity one by one. For
the first term on the right-hand side of (5.11), we bound it as follows,

CMu) = O (up, up, nu) — O (up, w,ny) + O (up, w,ny) — O (u, u, ny)
=0 (ey,u,ny) — O (up, ey, M)
= _ﬁ(eu, u,ny) — ﬁ(rlua u,ny) — ﬁ(uhveu» Nu) -

The terms in the last step can be bounded using Holder inequality, €-Young inequality,
(2.7), (4.2), Sobolev inequalities in Lemma 5.1 and the approximation properties of
the projections in Lemma 5.2 as,

1 1
Cnu) = 5 1ulloa IVEl Inullo.s + 5 10ullo.a IVl uello,a

1 1
+ 3 Inallo.a Vel nalios+ 5 Inulo.a IVnull llullo.s

1 1
+ 5 lunlloa VOl Inulio.a + 5 lunllo.s 1Vnul 1004

< 22 VO VRl IVl + 22 [ Vel V7.l
+ 22 [Vup | IVO TVl

< (%2 IVull + R ) 190l + Ce ™" V6, I
< (%2 IVull + R ) 1Vl + Ce™ 2,
where the parameter € > 0 will be specified later.

For the second and third terms on the right-hand side of (5.11), we rearrange them
as follows:

A () + SA3(my) = ST — Jn) X B, ) +S(J x (B — By), nu)
+ S —up) x By, ny)+ S(ux(B—Bp),ny)
= M+ My + M3 + My.
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Next we will estimate M| + M3 and M, + My separately. For the terms M| + M3, we
have

M+ M3 =805 +ny) x Bp,nu) + S(Ou +nu) X Bp,ny)
=8Oy xBp, nu)+SOuxBp, np)+Sy x By, ) + Su X Bp,ny)
=S80y x B, ny) + SOu x By, ny),

where we have used the fact (@ x b, ¢) + (¢ x b, a) = 0 to cancel the last two terms
out in the last equality. Using Holder inequality, Young inequality, (3.8), (3.12), (3.7)
and (4.2), we get

My + M3 = SOy X Bp,nu) + S(Ou X By, ny)
< S0 Bnrllo3 lInullo,6 + S 16ullo,6 | Brllos sl
= CpSCallOgll IVh x Byl IVnull + CpSCa VO IV X Bhll Ingl
= CpSRuCallOg I NIl IVaull + Cp SR Ca IV O 1Tl N0l

A

eR1 €S B B

= — ||Vnu||2+7||m||2+ce L1612 + Ce™ VB, )12
eR;1 €S _

== Hme2+-5meW—FCelhm.

A

For the terms M, + M4, we have

My + My =S(J x(B—Bp),nu)+ S x (B—By),ny)
=85 x0p,nu)+S@ux6p,ny)
+S(JX71B,nu)+S(uXUB7rlJ)-

Applying Holder inequality, Young inequality, (3.8), Lemma 5.1 and Lemma 5.2, we
have

My + My = S| Jllos 1081 Inullos + S NI InBlos I7allo,6
+ Sllullo.co 101 Ingll + S lluellos In8llo3 Insl
= CanCpSITNsNOBINIV Il + CpSCa I TN IV X npll IVl
+ CooS llulli5 101 Ingll + CpSCa IVull Ve x gl gl
= CnCpSITNsNIOBINIVIull + CpSCa Ry 1T Il 107 11 11V 72l
+ CooS llull s 1681 g1l + CpSCaRw | Vul IngII?

eR! €S
< 2 IViul* 4+ = g 11> + CpSCaRu 1T 10y I 11V

- 2 2
+ CpSCy Ry 1Vull lIng 1> + Ce " 16512
eR! €S
<= — IVl + > InglI> + CpSCaRy I Vull 71
C,CiRu~/SR _ _
+ LS (R IVl + S g 17) + €
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Hence, we derive that

M () + SAM5(y) < €RIVIVILN? + €S Ingll* + CpSCaRy Vull Iy |12

C,CqR,;~/SR _
+ LS (R IVl + S g 1)

+Ce 'n?P.

For the fourth term on the right-hand side of (5.11), we use the Cauchy-Schwarz
inequality, Young inequality and Lemma 5.2 to estimate it as

SRy, #r(nB) = —SR,," (V x 07, n8) — SR,," (V x 05, 1p)
< SR,V IV x 051 Ingll + SR, IV x 61 Ingl
< SR,'Ca IV x 0411 1IVh x npll + SR, Ca IV x 05|l Vi x 1l
=SCa IV x 05l Ingll + SCa IV x 6| Iny
<eS|nslI>+Ce IV x 07]1> + Ce™ |V x 641
<eSlngll? + Ce 'h?b.

For the last two terms on the right-hand side of (5.11), we invoke with the fact that
Vi, x 6 = 0to get

Sa(ny) — SMa(ng) = SR, O,V x (0 — 1))
= SR,' (Vi x 0.0y —ng) = 0.

Combining all the above and using the Cauchy-Schwarz inequality, we arrive at

RV + s 1y
< (A2 1Vull +2¢R7") [Vl + 265 [l 1 + Cp SCaRo [ Vull 112

CpCaRiu~/SR, _ -
L g (R IV + S g 1) + €

< (max {A2R,, CpCuRn } IVarl +2€) (R IV nall> + 5 s 11?)

CpCaRn~/SR _ _
o L (R NVl + S g l1?) + Ce R,

for any € > 0. Using (4.10) and (4.12), for € being small enough, we derive
_ 2 2
RO+ 5 |y | < cn?. 512

We complete the proof of H'-norm estimate for the velocity and L?-norm estimate
for the current density in (5.6) by applying the triangle inequality, the approximation
properties of the projections Lemma 5.2 together with the above estimates.
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Then, we give the proof of L2-norm estimate for the magnetic field in (5.6). Using
(3.7), we have

Ingll < Ca Vi x ngll < Ch?#. (5.13)

Thus, the desired estimate follows the triangle inequality, (5.13) and the approximation
properties of the projections Lemma 5.2.

Next, we turn to deduce the L?-norm estimate for the induced electric field in &.7).
With the above estimates for u, B and J, we take 7, = 1,4 in (5.8d) to get the following
equation for o,

6 11* = (u x eg, ng) + (eu X Bj. ng)
< llullg.00 llesll 16| + lleullos 1Brllo3 llne I
< Coo ltll 4 el 1m6 1l + CpCa Vel IV x Byl 116 |
< Coo 1l 1s el 1mo 1l + CpCaRu 1 Veu |l | T nll 161 -

Here in the last inequality, we invoke with the Holder inequality, Sobolev inequality
in Lemma 5.1, (3.7) and (3.12). Thus, using the stability of the solution and the error
estimates for the velocity and magnetic field (5.13), we have

Inell < Cllepll + ClIVeul .

This completes the proof for the L?-norm estimate for the induced electric field in (5.7)
with a simple triangle inequality and the approximation properties of the projections
Lemma 5.2.

Finally, we give the error estimate for the pressure. From the error equation (5.8a),
we have

(1ps V- v) = R (Viju, Voy) — € (vy) — A1 (vp).

Using Cauchy-Schwarz inequality, Holder inequality, Lemma 5.1, (3.7), (3.12) and
(4.2), we obtain

p. V- vp) <RIVl Vol + A2 | Veu | IIVull [ Vo
+ A2 (IVupl | Veu I IVoR[l + Sllegl IBrllo3 lvrllos
+ STl 3 llesll lvalloe
<RIV IV oRll + 22 [ Vel I Vall Vol
+ 2 (IVupl | Veu | IVopll + SRuCa lleg | 1T wll lvrllo.e
+ SC 11l lles Il l1vallo6
<C(IVeull + lleyll + llesI) IVopIl .

Invoking with the inf-sup condition (3.1), the triangle inequality, the approximation
properties of the projections Lemma 5.2, and the error estimates for the velocity,
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current density and magnetic field in (5.13), we get
Ip = pull < [np ]| + 6,1 = € (1Veull + llegll + el + 6, ]) < Ch?,

which gives the estimate for the pressure in (5.7). Thus, the proof is complete. O

Remark 5.1 As a result, from (2.3d), (3.12) and (5.6), it can be inferred that
R, IV x B =V, x Byl = lleg|l < ChP.

Remark 5.2 In this paper, we prove the convergence of the original finite element
scheme by using the projection method directly. Thanks to the new strategy, our anal-
ysis includes the lowest-order Raviart-Thomas element and only needs to assume weak
regularity of the solutions. This demonstrates the convergence of the finite element
schemes for singular solutions. While the paper [18] used the routine approach to deal
with the reduced form of the finite element scheme, then recovered the error estimates
for other variables. Since the discrete adjoint operator only is defined for finite element
functions, some related consistency terms come into the error analysis. This treatment
makes the analysis exclude the lowest-order Raviart-Thomas element and the singular
solution.

Remark 5.3 The scheme and results are still applicable to the two dimensional case
(d = 2). Specifically, when d = 2, the induced electric field o and the current density
J are scalar fields in 2D. To replace the space W in 3D, we define W::H& (£2) which
can be identified with the scalar valued space Hy(curl). Similarly, the finite element
space pair (Wy, Dj) are chosen from the de-Rham complex in 2D,

curl div

w D L3(2)
J/Hhcur] lnltljliv ln}? . (5 . 14)
W, curl D, div S

In this paper, we employ the linear Lagrange finite element space to define Wj,. With
these minor modifications, it is easy to see that the presentation in this section is
applicable to 2D.

6 Numerical experiments

In this section, we present a series of numerical examples to verify the theoretical
results of the proposed schemes. The first example is to verify the rates of conver-
gence for our scheme. The second example is to verify the rates of convergence for
the Hartmann flow. The third example is to illustrate the performance by comput-
ing the benchmark problem—the lid-driven cavity flow. The finite element method is
implemented on the finite element software FreeFEM developed by Hecht et al. [14].
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To solve the discrete system (3.11), we employ the fixed point iterative algorithm for
solving such a nonlinear system, see (4.11). It can be described as follows,
Fixed point iteration

For given (uz_l, BZ_I) € V2 X Dg, find (uz,pz, B}, JZ,O'Z) eV, x Qp X
Dy, x Wy, x Wy, such that for all (vi, gn, Ch, Th, M) € Vi x Qp X D x Wy x W,

R;! (Vuy, Vo) + ﬁ(u;’fl,uz, vh) —(Pp. V) — S( b BZﬁl,vh) =(f, ),

(6.1a)

(V-u),q1) =0, (6.1b)

(VxJpCp)—(Vxah Ch)+ Ry, (V-B},V-Cy) =0, (6.1c)
(o), Tn) — (uZ X BZ_I, rh) =0, (6.1d)

(J)h. My) — R," (B}..V x M) =0, (6.1e)

forn = 1,2, ..., until ’“Z — uZ_l H + H B} — BZ_I H < €. Here, the initial value
(9, BY) € V9 x DY is defined by

R (Vug, Vvh) - (ph, v vh) = (f.on). (6.22)

(v ul, qh) —0, (6.2b)

(V x JO, Ch) + R (v BY,v. Ch> —0, (6.2¢)
(12, M,,) — R (BO, V x Mh) —0, (6.2d)

forall (v, qn, Cp, Mp) € Vi x Qp X Dy x Wy,
The iterative tolerance €y = 107 is used in all examples.

For comparison, we also consider the finite element scheme given in [18]. Recall
that S, is the finite element introduced in (3.2), then we have the following inf-sup
condition holds,

,divC
inf sup o, divCa). > B> (6.3)
0#sn€Sh 0£C,eDy 1Cnllaiv Isall

where $,, is a positive constant independent of mesh size /. Hence, the finite element
scheme with the Lagrange multiplier reads as follows: find (uj,, py, Bp, Jn, 0p, 1) €
Vi x Qn x Dp x Wi x Wy, x Sy, such that for any (vp, gn, Cp, Th, My, sp) €
VhXQhXDhXWhXWhXSh,

R (Vup, Vvp) + 6 (up, up, vi) — (pr, V-vp) — S (Jn x By, vi) = (f, vp),
(6.4a)

(V-up,qn) =0, (64b)
(VxJnCp—-(Nxop,Ch+ p, V-Cp) =0, (6.4c)
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(on, Th) — (up x By, t)) =0, (6.4d)
(Jn, Mp) — R,V (B, V x M) =0, (6.4e)
(V-By,sp) =0. (6.4f)

Using the fact that V - D, = Sp,, we take s, = V - By, in (6.4f) to deduce that
V - Bj, = 0. Furthermore, the fixed point iteration is used to solve the above nonlinear
system. Since the formulation is much similar to (6.1), we omit the details.

In the numerical experiments, we choose the Mini-element to discrete the velocity
and pressure, the lowest order Raviart-Thomas face element for the magnetic field and
the lowest order Nédélec edge element for the current density and induced electric
field. To be specific,

Vie={vy € V : vplg € P1p(K), VK € G},

on=|an € H' @) aily € PK), VK € Tl no,

D,:={C, e D: Cylg € Po(K)+xPy(K), VK € F},
Wp={M,eW: My|lg € Po(K)+x x Pp(K), VK € F,},

where Pj ;,(K) is the set of linear polynomials plus a bubble, P ,(K) = Pi(K) &
{A1A2A3)a}, Ai, 0 = 1,2, 3, 4 is the barycentric coordinate functions on K. In partic-
ular, for the choice of the lowest order Raviart-Thomas face element for the magnetic
field, we use the piecewise constant finite element space to approximate the magnetic
Lagrange multiplier r,

5= {vn € L3(@) - wulx € Po(K), VK € Fi].

Example 6.1 (Convergence rates) This example is to verify the convergence rates of
finite element scheme. The computational domain is taken as 2 = (0, 14 and the
parameters are set by R, = R,, = S = 1. The right-hand sides and the boundary
conditions are chosen so that the exact solutions are given by for d = 2,

u = (cos(y),0), p =cos(y), B =(0,cos(x)), J =cos(x)cos(y) + 1,
o = cos(x)cos(y),

and for d = 3,

u = (cos(z), 0, cos(x)), p = cos(x), B = (z,0, cos(x)),
J=Q2x,2y — cos(x) cos(z)+z cos(x), 2z), 0d=(0, — cos(x) cos(z) + z cos(x), 0).

It is noted that the right-hand sides are non-zero and Dirichlet boundary conditions
are non-homogeneous in this test.
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Table 1 Errors and convergence rates for the finite element scheme (3.11) in 2D (Example 6.1)

h Dofs llu —upll Vi — Vuy|| lp = pull

172 60 1.93e—02(—) 1.16e—01(—) 7.07e—02(—)

1/4 188 4.82e—03(2.00) 5.73e—02(1.02) 2.04e—02(1.80)

1/8 660 1.20e—03(2.00) 2.85e—02(1.01) 5.99¢e—03(1.77)

1/16 2468 3.00e—04(2.00) 1.42e—02(1.00) 1.81e—03(1.72)

1/32 9540 7.51e—05(2.00) 7.10e—03(1.00) 5.72e—04(1.66)

h B — Byl IJ = Jnll lo —onpll V- Bl CPU(s)
172 7.46e—02(—) 2.72e—02(—) 2.72e—02(—) 1.04e—15 0.027
1/4 3.76e—02(0.99) 6.48e—03(2.07) 6.48e—03(2.07) 1.93e—15 0.057
1/8 1.88e—02(1.00) 1.56e—03(2.05) 1.56e—03(2.05) 3.66e—15 0.196
1/16 9.42e—03(1.00) 3.83e—04(2.03) 3.83e—04(2.03) 7.77e—15 0.774
1/32 4.71e—03(1.00) 9.47e—05(2.02) 9.47e—05(2.02) 4.27e—14 3.584
Table 2 Errors and convergence rates for the finite element scheme (3.11) in 3D (Example 6.1)

h Dofs e —wpll Vu — Vuy| o= pall

172 418 2.75e—02(—) 1.72e—01(—) 9.26e—02(—)

1/4 2706 6.87e—03(2.00) 8.55e—02(1.01) 2.57e—02(1.85)

1/8 19426 1.72e—03(2.00) 4.27e—02(1.00) 7.43e—03(1.79)

1/16 147138 4.29e—04(2.00) 2.13e—02(1.00) 2.15e—03(1.79)

h 1B — Byl I = Jnll llo—opll V- Byl CPU(s)
12 1.31e—01(—) 6.32e—01(—) 1.88e—01(—) 3.12e—15 0.513
1/4 6.54e—02(1.00) 3.17e—01(1.00) 9.50e—02(0.99) 4.33e—15 5911
1/8 3.27e—02(1.00) 1.58e—01(1.00) 4.76e—02(1.00) 7.24e—15 60.081
1/16 1.63e—02(1.00) 7.92e—02(1.00) 2.38e—02(1.00) 1.52e—14 407.982

We display the degrees of freedom (Dofs), computational time (CPU), the errors
and the convergence orders of the proposed scheme in Table 1 ford = 2 and Table 2 for
d = 3. From these tables, we observe that the errors of all variables become smaller and
smaller as the mesh is refined, and the expected orders for all variables are obtained.
This verifies our theoretical analysis in Theorem 5.1. Note that since we approximate
the current density J and induced magnetic field o by using the linear Lagrange finite
element in 2D and the lowest-order Nédélec edge element in 3D, the convergence
rate of the L?-norm is second-order in 2D and becomes first-order in 3D. Specifically,
the approximate solutions yield ||V - By || in the order of 10~ ~ 10!, which is
almost divergence-free. However, the discrete magnetic field is exactly divergence-
free according to Theorem 4.1. We think this is mainly due to the numerical integral
errors and rounding errors.

For comparison, we repeat the numerical tests by using the finite element scheme
(6.4) with r = 0 and list the results in Tables 3—4. As we can see, the results are
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Table 3 Errors and convergence rates for the finite element scheme (6.4) in 2D (Example 6.1)

h Dofs llw —upll IVu — Vuy|| lp = prll lr —rpll

12 68 1.93e—02(—) 1.16e—01(—) 7.07e—02(—) 3.75401e—16
1/4 220 4.82e—03(2.00) 5.73e—02(1.02) 2.04e—02(1.80) 1.62706e—15
1/8 788 1.20e—03(2.00) 2.85e—02(1.01) 5.99e—03(1.77) 2.42608e—15
1/16 2980 3.00e—04(2.00) 1.42e—02(1.00) 1.81e—03(1.72) 1.49863e—15
1/32 11588 7.51e—05(2.00) 7.10e—03(1.00) 5.72e—04(1.66) 2.77329¢—15
h B — Byl IJ — Jnll llo —apll IV - Byl CPU(s)
12 7.46e—02(—) 2.72e—02(—) 2.72e—02(—) 5.66e—16 0.019
1/4 3.76e—02(0.99) 6.48e—03(2.07) 6.48e—03(2.07) 6.94e—15 0.054
1/8 1.88¢—02(1.00) 1.56e—03(2.05) 1.56e—03(2.05) 371le—14 0.225
1/16 9.42e—03(1.00) 3.83e—04(2.03) 3.83e—04(2.03) 3.35e—14 0.888
1/32 4.71e—03(1.00) 9.47e—05(2.02) 9.47e—05(2.02) 7.02¢—14 3.992

Table 4 Errors and convergence rates for the finite element scheme (6.4) in 3D (Example 6.1)

h Dofs llw —upll Vu — V|| lp = pall [lr =7l
12 418 2.75e—02(—) 1.72e—01(—) 9.26e—02(—) 7.73e—15
1/4 2706 6.87e—03(2.00) 8.55¢—02(1.01) 2.57e—02(1.85) 2.45¢—14
1/8 19426 1.72e—03(2.00) 4.27e—02(1.00) 7.43e—03(1.79) 1.38e—13
1/16 147138 4.29e—04(2.00) 2.13e—02(1.00) 2.15e—03(1.79) 2.67e—13
h 1B — Byl I = Jgll llo —apll V- Byl CPU(s)
12 1.31e—01(—) 6.32e—01(—) 1.88e—01(—) 2.83e—13 0.682
1/4 6.54e—02(1.00) 3.17e—01(1.00) 9.50e—02(0.99) 4.00e—12 6.437
1/8 3.27e—02(1.00) 1.58e—01(1.00) 4.76e—02(1.00) 8.73e—12 65.432
1/16 1.63e—02(1.00) 7.92e—02(1.00) 2.38e—02(1.00) 746e—12 440.747

almost the same as the previous ones, but the finite element scheme (6.4) requires
more degrees of freedom and thus cost much computational time than our scheme in
most cases. Thus, our scheme has a little upper hand in saving the computational time.

Example 6.2 (Hartmann flow) This example is to verify the convergence rate of the
Hartmann flow. This problem is the MHD version of the classical Poiseuille flow,
which describes the flow of a conducting fluid through a channel in the presence of
a transverse magnetic field. Herein, we consider the channel £2 = (—1/2, 1/2)? and
the transverse field B; = (1, 0). With appropriate boundary conditions and f = 0,
this problem has the explicit analytic solution [1, 8, 16, 20, 25],

S
u=(u(y),0), B=(Bi(),1), p=—Gx — EB%@),
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where

2H, sinh(H, /2)
H, =/SR., G = ,
“ ¢ Re(cosh(H,/2) — 1)

GRe cosh(yH,)
ui(y) =7H (1 - ) ;
. tanh(H, /2) cosh(H,/2)

G ( sinh(yH,) B
Biy) =35 (sinh(Ha/z) )

The analytical solutions for the current density and induced electric field are computed
by using (2.3d) and (2.3c). In the test, we impose inhomogeneous Dirichlet boundary
conditions from the exact solution. Note that the parameter H, = /SR, = LBy+/o /1
is the well-known Hartmann number, and there are some typos about this physical
parameter in [16]. The physical parameters are taken as R, = R, = S = 1.

The numerical results for our scheme are given in Table 5. We find that the predicted
convergence rates are achieved asymptotically for all variables. In addition, the current
density J and induced magnetic field o are of second-order accuracy again due to the
usage of using the linear Lagrange finite element. The quantity ||V - By || is observed
in the order of 1071 ~ 10~!4, which verifies the structure-preserving property of our
scheme.

Similar to the previous example, we rerun the numerical test by using the finite
element scheme (6.4) with » = 0 and display the results in Table 6. As we can see,
the results are almost the same as the previous ones, but the finite element scheme
(6.4) requires more degrees of freedom and thus cost much computational time than
our scheme in most cases. Thus, our scheme has a little upper hand in saving the
computational time.

InFig. 1, we plot the velocity, the magnetic field and the current density of numerical
solutions with the mesh size 1 = 1/100. To characterize the numerical solution in a
quantitative way, we further display the corresponding errors in Fig. 2. It is obvious that
the numerical solution is quite close to the analytical solution. Based on the results, we
can conclude that our scheme is good enough to simulate the Hartmann flow problem.

Example 6.3 (Driven Cavity Flow) In this example, we consider a well-known bench-
mark problem in fluid dynamics, known as driven cavity flow. It is a model of the
flow in a cavity with the lid moving in one direction under the external magnetic field.
When the external magnetic field is zero, the problem becomes the classical hydro-
dynamic lid-driven cavity problem. For this end, we set the computational domain by
2 = (0, 1)? and the right-hand side by f = 0. The remaining setting will be specified
later.

We first consider the two-dimensional lid-driven cavity problem, namely, d = 2,
see Fig. 3. The mesh size is set by # = 1/100 and the coupling number is chosen as
S=1.Let B, = (1,0), up = (v, 0) where v € C!(£2) and satisfies

v(x,1)=1 and v(x,y)=0 Vye[0,1—h],
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Table 5 Errors and convergence rates for the finite element scheme (3.11) in 2D (Example 6.2)

h Dofs llu —wupll Vu — Vuy | lp— pall

172 60 5.66e—02(—) 3.40e—01(—) 2.07e—01(—)

1/4 188 1.42e—02(2.00) 1.68e—01(1.01) 6.10e—02(1.76)

1/8 660 3.54e—03(2.00) 8.38e—02(1.01) 1.82e—02(1.74)

1/16 2468 8.83e—04(2.00) 4.18e—02(1.00) 5.51e—03(1.72)

1/32 9540 2.21e—04(2.00) 2.09e—02(1.00) 1.73e—03(1.67)

h B — Bl IJ — Jxll lo —apnl IV - Byl CPU(s)
12 1.07e—02(—) 5.92e—02(—) 5.92e—02(—) 7.85e—16 0.020
1/4 6.34e—03(0.76) 1.47e—02(2.01) 1.47e—02(2.01) 1.75e—15 0.036
1/8 3.27e—03(0.96) 3.63e—03(2.01) 3.63e—03(2.01) 4.33e—15 0.142
1/16 1.64e—03(0.99) 9.03e—04(2.01) 9.03e—04(2.01) 9.76e—15 0.508
1/32 8.23e—04(1.00) 2.25e—04(2.01) 2.25e—04(2.01) 3.07e—14 2.449
Table 6 Errors and convergence rates for the finite element scheme (6.4) in 2D (Example 6.2)

h Dofs lw —upll Ve — Vuy || lp = pall lr = rpll
12 68 5.66e—02(—) 3.40e—01(—) 2.07e—01(—) 4.68e—17
1/4 220 1.42e—02(2.00) 1.68e—01(1.01) 6.10e—02(1.76) 1.81le—15
1/8 788 3.54e—03(2.00) 8.38¢—02(1.01) 1.82e—02(1.74) 29le—14
1/16 2980 8.83e—04(2.00) 4.18e—02(1.00) 5.51e—03(1.72) 1.36e—13
1/32 11588 2.21e—04(2.00) 2.09e—02(1.00) 1.73e—03(1.67) 2.11e—13
h B — Byl IJ = Jnll lo —onll V- Bl CPU(s)
12 1.07e—02(—) 5.92e—02(—) 5.92e—02(—) 8.46e—16 0.021
1/4 6.34e—03(0.76) 1.47e—02(2.01) 1.47e—02(2.01) 8.38e—15 0.039
1/8 3.27e—03(0.96) 3.63e—03(2.01) 3.63e—03(2.01) 4.24e—13 0.154
1/16 1.64e—03(0.99) 9.03e—04(2.01) 9.03e—04(2.01) 1.51e—13 0.604
1/32 8.23e—04(1.00) 2.25e—04(2.01) 2.25e—04(2.01) 1.12e—13 2.832

the boundary conditions are set by

u = up,

B-n=B,- n,

Jxn=0,

oxn=0 onl.

We perform numerical tests of fixed magnetic Reynolds number R, = 1 and different
Reynolds numbers R, = 1, 500, 5000. Figure 4 plots the streamlines of the velocity.
We can see that as the Reynolds number increases, the large primary vortex moves
upwards due to the increased Lorentz force and the new eddies with a certain aspect
ratio emerge on the lower cavity wall and they may also detach from the lower wall
depending on their aspect ratio. Finally, the multiple high-aspect-ratio cellular struc-
tures form within the cavity. Therefore, we conclude that as the Reynolds number
increases, the fluid yields more thin eddies and tends to be stratified.
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Fig. 1 Numerical results of |uy|, |Bj| and Jp with & = 1/100. (Example 6.2)
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Fig.2 Numerical results of |u — uy,|, |B — By| and J — Jj with h = 1/100. (Example 6.2)

Fig.3 Geometry of lid driven y
cavity in 2D

To study further the braking effect of the magnetic field, we rerun with the fixed
Reynolds number R, = 1000, Reynolds number R, = 1 and different coupling
numbers S = 1,2,4,8, 16, 32. The corresponding streamlines of the velocity are
plotted in Fig. 5. From the obtained results, we can see that the coupling number has a
great influence on the flow structure. Similar to the previous tests, the number of cells
increases with the increase in the coupling number. Hence, the expectant braking effect
of the magnetic field on the flow is demonstrated. The obtained results qualitatively
coincide with the results discussed in [2, 24, 29].

Next, we turn to study the braking effect of the magnetic field for the three-
dimensional lid-driven cavity problem, namely, d = 3, see Fig.6. Similar to the
two-dimensional case, let B, = (1,0,0),u, = (v,0,0) where v € C!(£2) and

@ Springer



55 Page300f34 BIT Numerical Mathematics (2023) 63:55

(e)S=16

Fig. 5 Streamlines for the velocity with R, = 1000, R;, = 1 and different coupling numbers for the
lid-driven cavity problem in 2D

satisfies
v(x,y,1) =1 and v(x,y,z) =0 Vze[0,1—h],
the boundary conditions are set by
u=u,, B-n=B,-n, Jxn=0, o xn=0 onl.
In the computation, we set the mesh size by 7 = 1/32, fix the Reynolds number as
R, = 100 and the magnetic Reynolds number as R,, = 1, and vary the coupling
number gradually. In Fig. 7, we show the streamlines of velocity on the cross-section

y = 0.5. From these figures, we can see again that as the coupling number increases,
the fluid yields more thin eddies and tends to be stratified. Thus, the effects of the
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Fig.6 Geometry of lid driven
cavity in 3D z

X

coupling number on the flow structure for the three-dimensional problem are similar
to the two-dimensional problem in our model. To deliver more details of the discrete
solutions, we plot the isosurfaces for the magnetic field, current density and induced
magnetic field with § = 40 in Fig.8. From these figures, we can see how the fluid
influences the electromagnetic fields.

7 Concluding remarks

In this paper, we propose and analyze a new structure-preserving finite element
scheme for the stationary MHD system with magnetic-current formulation on general
Lipschitz domains. In mixed finite element approximation, we discretize the hydrody-
namic unknowns by inf-sup stable velocity-pressure finite element pairs and discretize
the current density, the induced electric field and the magnetic field by using the
edge-edge-face elements from a discrete de-Rham complex pair. Thanks to discrete
differential forms and finite element exterior calculus, the proposed scheme preserves
the divergence-free property exactly for the magnetic induction on the discrete level.
Furthermore, we rigorously establish the well-posedness of the discrete problem and
prove the error estimates of the finite element scheme under weak regularity assump-
tions. Numerical results illustrate the theoretical results and demonstrate the efficiency
of the proposed method. In the future, we will consider efficient iterative methods and
fast solvers for the MHD equations.
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(&) §=30 (h)§=35

Fig. 7 Streamlines for the velocity with R, = 100, R, = 1 and different coupling numbers for the
lid-driven cavity problem in 3D

Fig. 8 Isosurfaces for the magnetic field, current density and induced electric field with § = 40 for the
lid-driven cavity problem in 3D
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