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Abstract
The free energy principle (FEP) portends to provide a unifying principle for the bio-
logical and cognitive sciences. It states that for a system to maintain non-equilib-
rium steady-state with its environment it must minimise its (information-theoretic) 
free energy. Under the FEP, to minimise free energy is equivalent to engaging in 
approximate Bayesian inference. According to the FEP, therefore, inference is at the 
explanatory base of biology and cognition. In this paper, we discuss a specific chal-
lenge to this inferential formulation of adaptive self-organisation. We call it the uni-
versal ethology challenge: it states that the FEP cannot unify biology and cognition, 
for life itself (or adaptive self-organisation) does not require inferential routines to 
select adaptive solutions to environmental pressures (as mandated by the FEP). We 
show that it is possible to overcome the universal ethology challenge by providing 
a cautious and exploratory treatment of inference under the FEP. We conclude that 
there are good reasons for thinking that the FEP can unify biology and cognition 
under the notion of approximate Bayesian inference, even if further challenges must 
be addressed to properly draw such a conclusion.
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Introduction

Background

The concept of inference is taking on a strikingly prominent role in contemporary 
cognitive neuroscience, theoretical biology and philosophy of cognitive science. 
This is especially clear within Bayesian models of biology and cognition such as 
predictive coding (Rao and Ballard 1999), predictive processing (Clark 2013; 
Hohwy 2016), the Bayesian brain (Knill and Pouget 2004), and the Cybernetic brain 
(Seth 2015). These Bayesian models are effectively theories of the structure, func-
tion and dynamics of the brain (Kirchhoff and Froese 2017; Ramstead et al. 2019). 
Although formulated within a Bayesian framework, the free energy principle (FEP) 
is a much broader reaching framework, seeking to provide a general theory unify-
ing biology and cognition—formulated almost entirely from mathematical princi-
ples in physics and machine learning (see e.g., Friston 2010, 2013; Hohwy 2013; 
Kirchhoff et  al. 2018; Linson et  al. 2018; see also the introduction to this special 
issue). Its ambition is to secure a formulation of systems that are in non-equilibrium 
steady-state with their environment by appealing to formalisms in machine learning, 
information and probability theory, and then employ those formalisms to derive an 
explanation of biological self-organisation and cognition within the same framework 
(Friston 2019; Hesp et al. 2019). In this paper, our focus will be exclusively on the 
FEP.

What does a free energy treatment of biology and cognition look like? It would 
be an account of biology and cognition based on approximate Bayesian inference 
and the notion that an organism or phenotype can be understood as a statistical 
model of its environment. The FEP suggests that all organisms are driven to mini-
mise an information-theoretic quantity known as ‘free energy’. Mathematically, free 
energy is a bound on surprise. Surprise is an improbability measure of some out-
come (Corcoran et al. 2020; this issue), where the outcome in question (typically) 
refers to some sensory state dependent on the relation between action and external 
causes of sensory states. Under the FEP, negative surprise is equivalent to Bayesian 
model evidence. This means that a system (e.g., a cell) that minimises free energy is 
a system that accumulates evidence for its own model of how its sensory input was 
generated. In machine learning, this process is the same as approximate Bayesian 
inference. Organisms that succeed in minimising free energy, the FEP says, do so 
by approximating Bayesian inference. In short, the FEP provides an inferential and 
statistical view of biology and cognition (cf. Schrödinger 1944).

Aim and argument

The FEP is both exciting and controversial. A central worry is that the FEP places 
inference at the explanatory base of adaptive self-organisation (or life) and cogni-
tion, including action and perception. Some suggest that the application of infer-
ence to biology is a serious error, illustrating an anthropogenic bias in explanations 
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of biology and cognition (Lyon and Keijzer 2007). Others think that such a liberal 
application of the concept of inference renders it insubstantial as an explanatory 
concept (Orlandi 2017). Inference may be involved in more sophisticated forms of 
cognitive processing such as counterfactual reasoning, or thinking, but not for more 
basic forms of early visual processing (in perception) or chemotaxis (in metabo-
lism). Others still have argued that the suggestion that life or adaptive self-organi-
sation is inferential conflates evolutionary facts about lineages with proximate facts 
about individuals, given that it is far from obvious that inference (or prediction) is 
required for life (Sterelny 2005).1

In this paper, we focus on the last articulation of this worry about inference, 
which we label the universal ethology challenge: it states that the FEP cannot unify 
biology and cognition, for life (or adaptive self-organisation) itself does not require 
that organisms minimise free energy via approximate Bayesian inference.2 Our aim 
will be to show that it is possible to overcome the universal ethology challenge, 
which will, by extension, establish that inference under the FEP is not explanatorily 
weak. We will do so by arguing that approximate Bayesian inference can be shown 
to be involved over a continuum of biological processes, from early visual pro-
cessing in perception to chemotaxis in bacteria.3 In all of these cases, approximate 
Bayesian inference can be understood without organisms having explicit knowledge 
of the prior probability distributions over environmental causes of their sensations. 
We shall conclude that there is no substantial difference between perceptual process-
ing in animals and chemotaxis in bacteria—these different adaptive dynamics all 
conform with approximate Bayesian inference.

One immediate question that our argument faces is an issue about the ontologi-
cal status of inference under the FEP. On the one hand, it is possible to argue that 
the FEP yields a picture of biology and cognition as inherently inferential and sta-
tistical. This would be a metaphysical (realist) interpretation of inference under the 
FEP. More common is the methodological approach, which models biological and 
cognitive characteristics by using concepts from information theory and Bayesian 
statistics.4 All that will be important for our argument is that biology and cogni-
tion can be modelled as if their characteristics can be captured in inferential and 
statistical terms. There are, we think, two general points that lend support to this 

1 Sterelny (2005) does not target the FEP. His target is niche construction theory. Yet, we suspect his 
worries carry across to the FEP. We leverage his objection to inference or prediction as an inherent fea-
ture of biological self-organisation in Sect.  3 of this paper, under the notion of the universal ethology 
challenge.
2 We add ‘adaptive’ to self-organisation here because there are plenty of examples of self-organising 
systems that we would not want to say are alive. For example, hurricanes are self-organising phenomena. 
Yet they are not (or so we shall assume) alive. Rocks are self-organising systems too. But rocks are not 
living systems. This suggests that the ability to actively modulate one’s relation to environmental pertur-
bations is a core feature of life. We employ the concept of adaptive self-organisation to capture this active 
aspect of living systems (see also Godfrey-Smith 2018).
3 Although the inclusion of additional phenomena would be nice, it is not plausible given restrictions on 
the length of papers for this special topical issue.
4 There is now a growing discussion of these issues within the philosophy of the FEP, and Bayesian 
approaches to cognitive science more generally (Colombo et al. 2018).
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methodological option. One is a meta-theoretical point in the sense that adopting the 
FEP creates a common formal language within which different research communi-
ties can approach biological and cognitive phenomena.5 There is also a theoretical 
point supporting this: it is possible to capture biological and cognitive characteris-
tics in the formalisms underwriting the FEP. Indeed, the FEP is intended to apply 
to any system able to maintain its organisation despite tendencies towards disorder: 
from chemotaxis in cells (Friston 2013; Auletta 2013), neuronal signalling in brains 
(Friston et  al. 2017; Parr and Friston 2019), tropism in plants (Calvo and Friston 
2017), synchronised singing in birds (Frith and Friston 2015) to decision-making 
and planning in mammals (Friston 2013; Williams 2018). It has also been applied to 
model adaptive fitness over evolutionary timescales by casting evolution in terms of 
Bayesian model optimisation (Hesp et al. 2019).6

Another suspicion some readers might harbour is that Bayesian inference in the 
FEP is not actually Bayesian inference. There is some truth to this suspicion. Even if 
it is possible to cast biological and cognitive phenomena through the theoretical lens 
of Bayesian inference, it does not follow that organisms should be modeled as per-
forming optimal or exact Bayesian inference. Under the FEP, variational inference is 
an approximation to exact Bayesian inference (Wiese 2017). In exact Bayesian infer-
ence the posterior probability of the causes of data conditioned on the data is treated 
as tractable in light of Bayes’ theorem (see Sect. 2.3). In the FEP, to minimise free 
energy is to assume a posterior distribution that functions as a proxy for the actual 
posterior, given that organisms cannot know the causes of their sensory input (see 
Sect. 2.2). Broadly speaking, the FEP states that adaptive self-organisation consists 

5 We acknowledge that this is not an uncontroversial point. For example, those influenced by the Levins 
framework (see e.g., Weisberg 2006 in this journal) might object that seeking to model diverse phenom-
ena from physics to biology and cognitive science within a single common language necessarily implies 
a problematic trade-off between generatility and precision, on the one hand, and generality and accuracy 
(i.e., realism), on the other. That is, the FEP has the look and feel of a framework that illustrates Levins’ 
(1966) second strategy to idealised model building, which sacrifices realism for generality (i.e., seeking 
to unify explanations of as many phenomena as possible) and precision (i.e., the fineness of specification 
of parameters, variables, and other parts of model descriptions allowing for specific mathematical model-
ling). As Weisberg puts it: “Generality and realism however are important for a much more fundamental 
goal of scientific inquiry, giving scientific explanations.” (2006, p. 640) We note this point of controversy 
here, only to set it aside. It is a serious issue, but here we will leave it an open question whether the FEP 
necessarily trades off realism (in the explanatory sense of the concept) for generality and precision. Set-
tling this issue is a task for a different paper. We would like to thank Ross Pain for bringing this point to 
our attention.
6 Following on from the previous footnote. It could be argued that this extreme scale of generality is 
a vice, not a virtue of the FEP. We address this issue elsewhere: Van Es & Kirchhoff (under review), 
‘between pebbles and organisms: weaving autonomy into the Markov blanket’ Synthese. This issue has 
also received attention in Kirchhoff (2018). A further point brings us back to whether it is problematic to 
model all dynamical systems with the same and single formal framework. This tension here is between 
lumping explanations of diverse phenomena into only one explanatory framework or whether several dif-
ferent yet complementary frameworks are required to gain this degree of explanatory generality. Our con-
cern here is not to settle this specific issue. We focus only on the question of whether inference is at the 
explanatory base of adaptive self-organisation and cognition. For initial discussion, see Ramstead et al. 
(2017).
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in organisms seeking to recover a distribution, q, such that this distribution will be a 
good enough approximation of the actual posterior, p.

A bit more clarification and precision is needed. The FEP conceives of all bio-
logical organisms as engaged in one and the same activity; namely, free energy 
minimisation qua approximate Bayesian inference. Here ‘inference’ is often under-
stood in terms of counterfactual inference realised in hierarchical models. Counter-
factual inference captures the important ability of organisms to anticipate the kind 
of sensations they would expect to encounter were they to undertake certain actions 
(e.g., one might expect increases in heart rate given running on the beach). This 
orientation towards minimising surprise over time (where the expected surprise over 
time is known as entropy), implies the presence of models with temporal depth, i.e., 
models able to generate inferences or predictions about temporally nested causes of 
sensations (Parr et  al. 2018). Here we adopt the proposition that model optimisa-
tion (or, conversely, surprise minimisation) is diachronic (Kirchhoff 2015; Kirch-
hoff and Kiverstein 2019a) and that this implies temporally deep models (Corcoran 
et  al. 2020, this issue). The important thing for us is that the notion of temporal 
depth is one of degree. Some organisms (humans, for example) will exhibit thicker 
and deeper processing architectures. Others (e.g., plants or bacteria) have thinner 
and shallower ones. This difference in temporal depth does not mark a difference 
in the way organisms can be cast as inferring the causes of their sensations. Rather, 
it suggests that different organisms can be modelled as having different degrees of 
freedom—i.e., different ways in which they can maintain their internal stability in 
light of pressures from the environment.7

Our plan is as follows. We start by rehearsing the basic tenets of the FEP; how it 
derives a Markov blanket conception of organisms; and provides a formal provides 
a formal treatment of how to minimise surprise; and factorises into two notations for 
free energy minimisation—perceptual and active inference (Sect. 2). We will need 
to spend some time introducing these aspects, as they will be important for how we 
will address the universal ethology challenge. We proceed to develop the universal 
ethology challenge against the FEP (Sect. 3). We then consider how inference under 
the FEP can be shown to be involved across a continuum of biological processes, 
from early visual processing to chemotaxis in bacteria. We conclude that this pro-
vides good reasons for thinking that the FEP can unify biology and cognition under 
the notion of inference, even if further challenges must be addressed to properly 
draw such a conclusion (Sect. 5).8

7 The term ‘degrees of freedom’ is a statistical notion. It speaks to the idea that different systems may 
have a number of different ways in which they can move without violating essential constraints imposed 
on them. It is these different ways of moving that are referred to as ‘degrees of freedom’.
8 We cannot hope to canvas enough examples to conclude, once and for all, that explaining any kind 
of adaptive behavior in terms of approximate Bayesian inference is required, even under the FEP. This 
naturally implies that the burden of proof for our main conclusion cannot be wholly and exhaustively 
provided. We acknowledge this, and hope that by focusing on very basic or simple kinds of activity, we 
provide enough evidence to motivate our main argument as a legitimate possibility. However, there is a 
reason to believe that we are on the right track. This reason is that inference under the FEP implies that 
organisms work to remain within nonequilibrium steady state, i.e., to maintain their phenotypic form 
(Kirchhoff & Kiverstein 2019b; Ramstead et al. 2020). We thank an anonymous reviewer for this obser-
vation.
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The free energy principle

The Markov blanket formulation: nonequilibrium, ergodicity and shannon 
entropy

The FEP specifies what characteristics a system must exhibit for it to exist (Friston 
2013; Hohwy 2020). It starts from the observation that “any […] random dynamical 
system that possesses a Markov blanket will appear to actively maintain its structural 
and dynamical integrity.” (Friston 2013, p. 2) The notion of a Markov blanket defines 
the boundaries of a system (e.g. a cell or a multicellular organism) in a statistical sense. 
It is a statistical partitioning of a system into internal states and external states, where 
the blanket itself consists of the states that separate the two. The states that constitute 
the Markov blanket can be further partitioned into active and sensory states (Fig. 1).

The cell is an intuitive example of a living system with a Markov blanket. With-
out possessing a Markov blanket a cell would no longer be, as there would be no 
way by which to distinguish it from everything else (Palacios et  al. 2020). This 
means that if the Markov blanket of a cell deteriorates there will be no evidence for 
its existence (statistically, speaking), and it will cease to exist (physically, speaking). 
Evidence for the existence of any system at non-equilibrium steady-state with its 
environment is thus premised on it having a Markov blanket (Friston 2013; Kirch-
hoff et al. 2018; Ramstead et al. 2017).

The Markov blanket formulation of biological organisms suggests that for organ-
isms to maintain their integrity (of their internal and blanketed states) they must on 
average minimise the dispersion of their sensory states, o, which they can do via 
changes in their active states, a, impacting on the external states, s, causing sensa-
tions. This conditional dependency of sensory input upon action is represented by 
Friston and Stephan (2007, p. 424) as follows: p(õ) → p(õ|a).9 Put differently, the 

Fig. 1  The Markov Blanket and its partitioning into internal and external states separated by sensory, o, 
and active states, a ( adapted from Friston 2019, p. 8)

9 Note that ‘states’ denote any variable that locates the system in question at some particular time in its 
state space. In the case of am embodied central nervous system, say, active states refer to the set of all 
actuators or effectors, and sensory states to the states of all sensory organs. Furthermore, as one of the 
reviewers point out, the notation here expresses the entailment relation between two probability densities; 
hence, not the relation between states as such. However, like Friston & Stephan (2007), all we wish to 
say here is that sensory data or outcomes are dependent on action.
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Markov blanket for any system can be defined by the absence of connectivity; that 
is, internal states do not cause sensory states, and external states do not cause active 
states. From this it is possible to unpack the notion that living systems self-organise 
to a set of attracting states far from thermodynamic equilibrium—this is the idea 
(under the FEP) that any living system is endowed with a particular density, a non-
equilibrium steady state (NESS) density. It is the formulation of the FEP as based 
on a NESS density that allows for the related formulation that organisms are locally 
ergodic. The better organisms are at reducing the dispersion of their sensory states 
the more likely it is that they will occupy a limited set of sensory states. In other 
words, one can expect biological systems to frequent or be in a relatively small set of 
attracting states—the states that comprise their phenotype (Corcoran et al. 2020, this 
issue; Friston 2013). In probability theory, this is the same as saying that the average 
amount of time a state is occupied (e.g., a grizzly bear hunting fish) is equal to the 
probability of the system being in that state when observed at random. Hypotheti-
cally, we could imagine that a grizzly bear spends 0.5 of its time awake hunting for 
fish. This implies that the conditional probability of observing the bear hunting for 
fish when observed at random during the time it is awake would be 0.5.10

The existence of an attracting set of states (defining an organism’s phenotype) 
implies that the probability distribution over an organism’s (interoceptive and exter-
oceptive) sensory states must have low entropy (Friston 2011)—there is a set of 
states it is required to frequent to remain in its same phenotypic form. Assuming that 
the grizzly bear is either in one state (catching fish) or in another state (sleeping), 
the probability distribution when observed catching fish or sleeping would have low 
surprise. However, a fish out of its aquatic milieu would be in a state with high sur-
prise (conditioned on its phenotype).

Entropy is understood information-theoretically in the FEP. In information the-
ory, Shannon entropy is the weighted average of surprise (or self-information). 
Self-information is the negative log-probability (surprise) of something happening 
(e.g., it would be surprising to be falling off the face of a cliff-edge when riding a 
mountain bike). Note that entropy is the average surprise associated with some event 
or outcome. Parr and Friston (2017) formalise the average Shannon entropy of the 
dispersion of outcomes in the following way: H[P(õ)] = −Ep(õ) [ln P(õ)]. H[P(õ)] 
denotes the Shannon entropy of a distribution over outcomes; õ means a sequence 
of sensory outcomes  (o1,  o2,  o3, ….,  on); and −Ep(õ) refers to the surprise or negative 
expectation with respect to õ. To exist therefore entails minimising surprise over a 
distribution of sensory states (under the FEP).

Bounding surprise and tractability issues

In the previous section we portrayed the FEP’s starting point; namely, for an organ-
ism to remain in non-equilibrium steady-state with its environment it must maintain 

10 A different example would be tossing a fair coin, where the average amount of time a fair coin lands 
on ’heads’ is equal to the probability of the system (coin) being in that state (heads) when observed at 
random. Since the coin toss is fair, the average time is 0.5 (if the timescale is 0–1) and the probability is 
0.5 (as we measure probabilistic outcomes on a scale from 0–1).
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its sensations within a specific range (e.g., maintaining homeostasis via allostasis 
(Seth 2015; cf. Corcoran et al. 2020, this issue)). Organisms must minimise the dis-
persal (surprise) associated with their sensory states. The key question is: How do 
they do it?

The problem with surprise minimisation is: a system “cannot know whether its 
sensations are in fact surprising” (Friston 2010, p. 128). To see this, consider that 
surprise minimisation is the same as maximising or optimising the following quan-
tity: Q(õ|a) = ln p(õ|a,m). Under the FEP, for an organism to exist it must on average 
take measures to optimise Q(õ|a). This is simply because the negative log probabil-
ity of p(õ|a,m) is a measure of the surprise associated with the dispersion of sensory 
states conditioned on action and a model of how the sensory states were generated 
(Friston and Stephan 2007). Crucially, in statistics Q(õ|a) is known as the marginal 
likelihood or model evidence. This is important, for it implies that acting to mini-
mise surprise is equivalent to maximising evidence for one’s model (Hohwy 2020). 
This process is known as self-evidencing (Hohwy 2016). Direct evaluation of the 
surprise of sensory states is however computationally intractable. The reason is that 
for any given organism, its actions must optimise the following notation: Q(õ|a) = ln 
∫ p(õ,s|a)ds (Friston and Stephan 2007, p. 425). Here p(õ,s|a,) is the joint probability 
of sensory outcomes and their (hidden) external causes conditioned on action. Yet it 
is not possible to compute the integration over hidden (external) states to define the 
joint distribution, p(õ,s). This follows from the Markov partitioning rule, which ren-
ders external states hidden from internal states given sensory and active states. So an 
organism does not have direct access to the causes of its sensations.

The FEP is a formal demonstration of how to overcome this intractability prob-
lem (i.e., the problem of not knowing one’s model). It works as follows: (1) Free 
energy, F, is a function of the states organisms can access; namely, their sensory 
and internal states separated from external states by the presence of a Markov blan-
ket; (2) By definition, F is ≥—ln p(õ|a,m), which implies that F is always equal to 
or greater than surprise; and (3) given that the time average of surprise is the same 
as entropy, the FEP solves the problem of how an organism could in principle slow 
down the inevitable effects of the second law of thermodynamics.

Species of free energy and approximate inference

The FEP proposes that any system with a Markov blanket can be “interpreted as 
embodying a process of … inference which minimizes a single information-theoretic 
objection—the variational free-energy.” (Millidge et al. 2020, p. 1) This is colloqui-
ally understood as perception (Parr et al. 2018). Action becomes part of this formu-
lation under the notion of active inference (Friston 2010; Millidge et al. 2020). Since 
active inference usually targets temporally extended action sequences, sequences of 
actions that minimise the sum of free energy over time are captured by a quantity 
known as expected free energy. This means that the free energy quantity, F, can be 
defined both in terms of a variational free energy, VFE, and an expected free energy, 
EFE. In the remainder of this section, we introduce variational free energy for action 
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and perception without unpacking its future-oriented, expected form. We return to 
EFE in Sect. 4.2.11

Friston and Stephan (2007) define variational free energy as comprised of two 
densities: the recognition (or ensemble) density, q(s;i), and the generative density, 
p(õ,s|a), respectively. A generative density is comprised of a prior, p(s), and a likeli-
hood function, p(õ|s,a), making up a generative model for any system, p(õ|s,a)p(s).12 
A generative model is a statistical mapping from sensory outcomes to external (hid-
den) causes given prior beliefs about the causes and a likelihood function determin-
ing the generation of sensory input given external causes (Parr et al. 2018).13 Gener-
ative models thus describe the process by which sensory outcomes are (expected) to 
be generated. The ensemble density is an approximate posterior density over exter-
nal (hidden) causes of sensations (Hohwy 2020)—i.e., it is a density over the causes 
of the generative model. This means that organisms can be interpreted as instan-
tiating a generative model from which to infer the causes of sensations; a process 
which can be used to train (update) the ensemble density—the organism’s posterior 
expectations about the causes of outcomes (cf. Dayan et al. 1994).14 This has a clear 
adaptive function: it is important to know whether the cause of one’s sensory input 
is a fast approaching grizzly bear or something quite different, and harmless. For-
mally, the variational free energy for perception is expressed in the following equa-
tion (Friston & Stephan 2007, p. 427):

F = – ln p(õ|a) + D(q(s;i) || p(s|õ,a)).15

Though the mathematical reasoning behind this is complicated, the basic idea is 
that by minimising free energy an organism can be viewed as tightening the Kull-
back–Leibler (KL) divergence between the recognition (ensemble) density, q(s;i), 
and the conditional density of the causes of sensory outcomes, p(s|õ,a). This has the 
additional (interesting) implication that any system that minimises its free energy 
via perceptual inference can be cast as engaging in approximate Bayesian infer-
ence—as inverting the generative model to give the recognition density (Ramstead 
et al. 2019). To see why this is the case consider that when the VFE for perception 
is minimised, the ensemble density becomes approximately equal to the true poste-
rior. This is the same quantity that Bayesian inference seeks to optimise, via Bayes’ 
theorem:

14 See Ramstead et al. (2019) for a more detailed account of the relationship and characteristics of these 
two densities.
15 Here we again slightly change the terms used in this equality for consistency purposes only.

11 We wish to thank one of the reviewers for enabling us to make this point more precise, ensuring that 
the discussion (in more informal terms) of expected free energy is removed from this section of the 
paper.
12 A ‘prior’ is the probability of a belief or an expectation about hidden causes of sensory outcomes 
independent of sensory outcomes. A ‘likelihood’ is a distribution that determines how hidden states 
cause sensations.
13 A different way of putting this is: a generative model is a joint probability density over all the states 
that comprises the system; namely, internal states, blanket states, and external states. It is these joint 
probability densities which can be described as a set of priors and likelihoods.
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(A) ∶ p(s|õ) =
p(õ|s)p(s)

p(õ)
 (B) ∶ p(s|õ, a) ≅

p(õ|s,a)p(s)

p(õ|a)

In (A) we provide the standard notation for Bayes’ theorem. Bayesian inference 
under Bayes’ theorem is said to be optimal if and only if: (a) the prior is chosen 
appropriately; and (b) the posterior is tractable (i.e., the causes of outcomes can be 
directly inferred by using the computations on the right side of this equality). Set-
ting (a) aside, (b) is generally not true when causes and outcomes are non-linear. In 
this specific sense, then, the FEP is not the claim that organisms perform optimal or 
literal Bayesian inference to minimise surprise. In (B) we capture this by highlight-
ing that free energy minimisation conforms to approximate Bayesian inference. In 
the equation above, this involves assuming a posterior that functions as a proxy for 
the actual (or true) posterior distributions. Approximations do not guarantee a tight 
fit between the distributions. This is why minimising VFE via perceptual inference 
results from work done by the organism to update its best ‘guesses’ about the causes 
of sensations in light of new incoming sensory evidence. On average, the FEP 
implies, this should minimise the KL- divergence between the approximate poste-
rior and the actual posterior, ensuring a tight fit or coupling between what organisms 
expect to be the case and what is actually the case.

Bounding surprise in this statistical fashion also turns on active states. Given that 
organisms must minimise surprise to maintain their structural and functional integ-
rity, the FEP states that organisms must select policies (i.e., action sequences) they 
expect will result in the lowest free energy, on average and over time. This is active 
inference, where free energy is reduced with respect to sensory outcomes depend-
ent on the conditional dependency between action and causes of sensory outcomes. 
Friston & Stephan (2007, p. 427) define this in the following notation:

F = –〈ln p(õ|s,a)〉q + D(q(s) || p(s)).

The first term refers to the surprise associated with sensory outcomes.16 The sec-
ond term expresses the KL-divergence between the inferred (posterior) causes of 
sensory states and the actual causes. Whereas it is the KL-divergence that is mini-
mised in perceptual inference, it is the first term that is minimised in active infer-
ence. This is because it is the only term that itself is a function of action. Crucially, 
minimising free energy via action corresponds to optimising the accuracy of sensory 
outcomes.

Two things are especially important to note. First, barring pathologies to act oth-
erwise (i.e., self-harm or suicide), any system that seeks to reduce its free energy 
(for adaptive purposes) will select sequences of action that expose it to the kind of 
sensations it expects (e.g., if I expect to be hungry I infer the action policies that, 
if selected, would elicit my expected sensations—being full). Second, systems that 
occupy a space with a low free energy minima will be systems that (on average) 
visit and revisit their expected states, where the expectations specify their ensem-
ble density (this follows from the ergodicity assumption). Finally, inferring policies 

16 Formally, it is known as the negative expectation under the log probability of sensory outcomes con-
ditioned on the joint distribution between external (hidden) states and active states.
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resulting in low-free energy outcomes ensures that the KL-divergence between the 
inferred causes approximate the actual causes of sensations remains tight. Within 
the FEP, perception and action therefore are two co-dependent aspects of precisely 
the same imperative to reduce free energy (Kirchhoff and Robertson 2018; Millidge 
et al. 2020; Ramstead et al. 2019).

The universal ethology challenge

One immediate and difficult question about non-equilibrium steady-state systems is 
their inferential formulation under the FEP. This formulation has been challenged. 
Orlandi (2017) suggests that such a formulation is not a substantive thesis, for it is 
not “substantive to say that a system is inferential simply because it can be described 
as performing inferences.” (2017, p. 18) Many things can be interpreted as if they 
perform inferences—e.g., a pair of coupled pendulums (Friston 2013). Clark (2017) 
draws a similar conclusion as he considers single-celled organisms capable of sur-
vival-enhancing chemotaxis. He says that such “a life-form may respond to environ-
mental perturbations using a variety of tricks and ploys, none of which require it to 
engage in a process in which incoming sensory stimulations are met with attempts 
to generate the incoming signal ‘from the top down’ using stored knowledge about 
the world.” (2017, p. 4) He concludes that “talk of such a being ‘predicting’ such-
and-such … is either simply false or merely short-hand for what is really a rather 
different claim … To describe this whole simple (reactive, feed-forward) creature as 
a ‘model’ of its world … can also seem somewhat strained.” (2017, p. 4).

In a different context, Sterelny (2005) objects to Odling-Smee et al’s (2003) ther-
modynamic treatment of niche construction theory on similar grounds.17 In this 
section, our agenda will be to leverage Sterelny’s critique of niche construction as 
a universal ethology, because this critique can be shown to map directly onto the 
FEP—which itself can be understood as advancing a universal ethology; a set of fea-
tures or characteristics all living organisms must have if they are to exist. According 
to Sterelny, the specific rendition of niche construction theory by Odling-Smee et al. 
(2003) states that all living systems must be niche constructors in virtue of being 
far-from-equilibrium systems. That is, organisms are energy- and-entropy pumps: 
“they pump energy from the environment, and pump entropy into it. These thermo-
dynamic preconditions of life define a universal ethology: a set of characteristics all 
living agents must have.” (Sterelny 2005, p. 24) The specific characteristics are the 
following:

1. Organisms must be active: organisms need to undertake certain activities to secure 
the energy resources required for existence;

17 According to Laland et al. (2016), niche construction is (broadly defined) the process by which organ-
isms modify their own evolutionary niches, including the niches of others (Odling-Smee et  al. 2003). 
When these modifications change natural selection pressures, evolution by niche construction is a pos-
sible outcome (Laland et al. 2016).
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2. Niche construction requires energy, so it must on average be profitable;
3. Niche construction involves discrimination. Since environments and organisms 

vary, the kind of niche constructing that is profitable will vary too. This implies 
that an organism’s niche-constructing behavior must be controlled by systems 
well-designed for their local environment; and finally:

4. Niche construction is predictive: given that niche construction is active, and 
actions unfold prior to immediate feedback from the environment, it follows that 
organisms must act on the basis of search plans. Hence, niche construction must 
be predictive or inferential in some specific sense.

Sterelny’s assessment is that these preconditions for life—this universal ethol-
ogy—do not hold. He says: “I am unconvinced that these thermodynamic condi-
tions define a universal ethology. Life itself does not require active, future-ori-
ented search by individual agents.” (2005, p. 25) Consequently, Sterelny thinks 
the fourth condition—that niche constructing behavior must be predictive or 
inferential—does not hold for all living things. This is exactly the kind of conclu-
sion that Clark arrives at when considering chemotaxis in Escherichia coli (E.
coli)—there is no need to think that this adaptive process involves inference; and 
there is no need to think that single-celled organisms are (statistical) models of 
their world. The FEP however implies that any system that exists in a non-equi-
librium steady-state with its environment must minimise its free energy and will 
therefore be a model of its (internal and external) environment. This follows from 
the observation that adaptive fitness and negative free energy is the same thing 
(Friston et al. 2012).

Transposed to the FEP, it is possible to derive Sterelny’s conclusion for niche 
construction theory as holding with respect to the FEP. There are several reasons 
for why drawing this analogy is important and can be motivated. First, both frame-
works provide a thermodynamic treatment of adaptive self-organisation; hence, they 
both begin from broadly the same set of background assumptions about life. Second, 
there is now work to suggest that the niche construction theory can be incorporated 
within the FEP (Constant et  al. 2020); hence, if there is a problem with the for-
mer, then incorporating it within the latter will likely carry the same problem across. 
Specifically, we draw the analogy precisely to highlight that if Sterelny is correct 
in his assessment of the niche construction theory—that not all forms of adaptive 
self- organisation requires predictive activity on the basis of search plans—then the 
exact same problem arises for the FEP. The reason is that the FEP requires that all 
forms of adaptive self- organisation are explained by appeal to predictive or infer-
ential activity on the basis of search plans (or, generative models). So, we draw this 
analogy not to question the first three pre- conditions comprising a universal ethol-
ogy for life—i.e., activity, discrimination and profitability—but to focus attention on 
the inferential condition for life (according to the FEP).

In what follows, we derive Sterelny’s conclusion for niche construction theory as 
holding with respect to the FEP by replacing ‘niche construction’ with ‘free energy 
minimisation’, accordingly:
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1. Free energy minimisation is active: organism must undertake certain activi-
ties to remain alive, given that sensory outcomes are conditioned on action, 
p(õ) → p(õ|a).

2. Free energy minimisation requires energy [Gibbs free energy], so it must on aver-
age be profitable.

3. Free energy minimisation involves discrimination. Since environments and organ-
isms vary, the kind of activities that are profitable will vary too. This implies that 
an organism’s behavior must be controlled by systems well-designed for their 
local environment; and finally:

4. Free energy minimisation is predictive (inferential): free energy minimisation 
unfolds on the basis of probabilistic search plans (using the ensemble density to 
approximate the true posterior distribution). In active inference, organisms infer 
the action policies they predict will minimise expected surprise.

The problem is therefore clear. If inference is not required for life, it is not 
required for life. Or, differently put, if inference is not necessary for adaptive self-
organisation (pace Clark 2017), it is not necessary for adaptive self-organisation. 
Should these observations hold, the FEP would not define a universal ethology. 
Consequently, the FEP cannot unify biology and cognition. It would not be suffi-
cient, as it would be a mistake to say that all living things perform inferences to 
maintain their homeostatic variables within viable bounds (for example). Accord-
ing to Sterelny, to think life itself requires that organisms predict or infer causes 
of their sensations, is to “conflate evolutionary facts about lineages with proximate 
facts about individual organisms.” (2005, p. 25) In defense of this claim, Sterelny 
considers a few different yet overlapping issues. Some plants can crank up produc-
tion of defensive chemicals, others cannot (Sterelny 2005). The former are predic-
tive (inferential) in an important sense (cf. Godfrey-Smith 1996). According to 
Sterelny: “Those with a fixed investment predict only at the level of the lineage, for 
individual response is determined by the level of threat registered by selection on 
the lineage as a whole. But individual agents in such lineages are not predicting the 
level of threat.” (2005, p. 25) He makes a similar claim; this time with respect to 
filter-feeders. The ultimate causes of filter-feeding mechanisms are evolutionary, in 
the sense that there has been evolutionary sorting to select such mechanisms—but 
“the agent itself is not actively sorting.” (Sterelny 2005, p. 25) He continues: “A 
filter-feeder has not even the most rudimentary search plan.” (2005, p. 25) The prob-
lem that Sterelny articulates is a familiar one: if one extends a substantive notion 
sufficiently, it becomes too weak to capture anything substantive (in the explanatory 
sense of ‘substantive’).

Species of inference and good regulators

One size seldom fits us all. It is true of clothing. We shall now suggest that it is also 
true of inference. Before starting this part of our argument, we note that to the best 
of our knowledge there is no disagreement in the literature about the following: that 
adaptive self-organising activity is active, discriminatory and profitable (minimally 
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on average). The tension has rather to do with the issue of whether this kind of activ-
ity must be explained by appeal to inference or prediction on the basis of models or 
search plans. This is the reason for why we focus exclusively on the last condition of 
the universal ethology challenge.

Now, the fourth condition of the universal ethology challenge states, on the one 
hand, that organisms must act on the basis of search plans, and denies that this is 
true of all organisms, on the other. When articulated through the lens of the FEP, 
search plans take the form of generative models with various degrees of temporal 
depth. Given that adaptive self- organisation (under the FEP) implies that organisms 
minimise the free energy expected to follow from inferred actions, it follows that 
organisms must act on the basis of search plans (i.e., on the basis of generative mod-
els realised in action). The universal ethology challenge presents a problem for the 
FEP given that the FEP implies that all forms of generative models are search plans.

Our agenda in the next Sect.  (4.1) will not be to prove the presence of search 
plans in adaptive self-organisation; it is rather to unpack how a minimal notion of 
inference as covariation is involved in early visual processing. In Sect. 4.2 we turn 
to finalise our assessment of the universal ethology challenge leveraged against the 
unification ambitions of the FEP. Here we focus on chemotaxis in bacteria and argue 
that even in this form of adaptive self-organisating behavior, it is possible to explain 
chemotaxis in terms of inference and search-plans. We end up arguing that it is pos-
sible to cast different cases from perception to chemotaxis in terms of inference, 
while making reference to certain positions skeptical of using terms such as infer-
ence and models to explain adaptive activity.

Inference in perception

A key aspect of generative models is hierarchy. In a hierarchical model the assump-
tion is that hidden states generating sensory outcomes are themselves caused by hid-
den states at a higher scale of biological activity (this is usually illustrated by appeal 
to the laminar structure of cortical organisation). What is important for our purposes 
is the following: higher (cortical) areas respond to stimuli that change over longer 
timescales than lower areas. Or, differently put, dynamics at lower scales unfold 
faster than dynamics at higher scales. This feature is not specific to cortical organi-
sation. It is a ubiquitous feature in biology, and in domains ranging from statisti-
cal thermodynamics, ecology to sociology (Kirchhoff and Kiverstein 2020). Swarm 
behavior in a flock of birds unfolds slower than the behavior of any individual bird. 
The rolling motion of fluid dynamics is slower than the molecular dynamics making 
up the ensemble behavior (Haken 1983). A sentence takes longer to read than a sin-
gle word (Parr et al. 2018). Large-scale neuronal dynamics influence local neuronal 
behaviour by ‘enslaving’ local processing elements (Engel et al. 2001), and so on.

Under the FEP, these differences in timescale speak to the different degrees 
of temporality in generative models. Crucially, lower-level inference is therefore 
less temporally deep than inference at higher scales of the processing hierarchy, 
exhibiting highly specialised priors that guide inference about hidden states caus-
ing expected sensations. Girshick et al. (2011) report that human and nonhuman 
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animals exploit inhomogeneities in the orientation statistics of local environ-
ments and make use of these inhomogeneities in perception. There is evidence 
to suggest that neurons tuned to cardinal orientations of objects in natural scenes 
are over- represented in the primary visual cortex (Teufel and Fletcher 2020). 
These findings lend support to the idea that organisms harbour prior expectations 
about statistical regularities of environmental features reflected in early visual 
processing. The basic idea is that were one to draw a conclusion about popu-
lation parameters (e.g., the orientation of trees) based on a sample taken from 
that population, the probability would be high that this sample would be over-
represented with vertical orientations and only sparsely by horizontal orientations 
(fallen trees, say). Organisms living in such environments, especially upright and 
bipedal organisms, come to reflect such statistical relations in their physiology. 
The FEP describes this in terms of organisms instantiating prior beliefs about 
hidden causes of sensations; highly specialised priors over action policies guiding 
behavior.

As we know, the FEP states that organisms must infer the hidden states of the 
environment causing its sensory outcomes. The cardinal orientation of trees in a 
natural scene causes a pattern of photoreceptor activity (sensory outcomes) in the 
retina. Bayesian inference is used to approximate the probable orientation of objects 
(such as trees in a natural scene) from the available sensory data by utilising a highly 
specialised prior, p(s), and a likelihood function, p(o|s). Utilising prior expectations 
about cardinal orientations in guiding action will likely be less computationally and 
metabolically costly than engaging in more exploratory modes of inference.

We have chosen this case as our first case of inference because it seems so 
unlikely that there is anything like inference going on here. The finding that specific 
neurons in the primary visual cortex are tuned to cardinal orientations of objects 
signals the effects of evolutionary tracks laid down in organisms over time. It need 
not suggest that this has anything to do with inference or that it need be explained by 
appeal to inference.

We now illustrate that there is a straightforward way of understanding why the 
FEP implies an inferential interpretation of the relationship between neurons tuned 
to cardinal orientations of natural scenes and the actual scene statistics. We do this 
by unpacking this figure from Teufel and Fletcher (2020, p. 236):

This highlights the correlational relationship between prior distributions about 
orientations of objects in natural scenes and the actual environmental distribution. 
The correlation between the prior and the environmental regularity in this figure can 
be cast as approximate Bayesian inference. In the FEP formulation of perception, 
perceiving involves inferring the posterior probability, p(s|o). In this case, this is 
the probability of the causes of outcomes (cardinal orientations of trees in a natural 
scene) conditioned on sensory outcomes (photoreceptor activity). This is achieved 
by inferring from observations to the causes of outcomes about which the organism 
has prior beliefs. In this case, priors correspond to distributions shaped by physical 
states—e.g., the specific configuration of orientation-tuned neurons in V1.

This maps onto the formalism for variational free energy, VFE, as follows: 
instead of trying to infer the causes of outcomes directly, the FEP says (as we know) 
that an organism assumes.
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an ensemble density or recognition model, q(s;i), which is used to approximate 
the actual or true posterior distribution, p(s|o). Thus formulated, we can note that 
the distance between q and p is expressed in the KL-divergence, D(q(s;i) || p(s|,o), 
which measures the relative (Shannon) entropy between the two probability distri-
butions. As Hohwy (2020) puts it: the KL-divergence “tells us how good q is as a 
stand-in for what the system should infer about external states beyond its bound-
ary, given its sensations.” (2020, p. X) Crucially, the KL- divergence provides the 
mutual information between q and p, which shows how information about q reduces 
that Shannon entropy of the other distribution, p, and vice-versa. Formally, mutual 
information is written I(s;o) = I(s) + I(o)—I(s,o) ≥ 0. This is exactly what we see in 
Fig. 2 (above), where there is a high correlation between the prior and the environ-
mental regularity. This means that the prior expresses a lot of information about the 
environmental regularity, and vice-versa. This implies that the divergence between q 
and p is small, or close to zero, i.e., there is little to no surprise expressed in the KL-
divergence. Thus, by associating the dynamics of neurons in early visual processing 
with prior beliefs about natural scene statistics, it follows that these dynamics can 
be associated with approximate Bayesian inference in the service of perception. We 
take this to be a minimal but important notion of inference within the FEP.

One suspicion some readers might have is that this form of inference is best seen 
as a form of non-accidental correlation between variables and events. This is likely 
to be what drives Orlandi (2017) but also Sterelny (2005) to suggest that such a 
notion of inference is too weak as an explanatory notion of interest. It is however 
important to be precise about the notion of inference under the FEP. First, there is 
a notion of inference in the FEP that is more closely aligned with the concept of 
correlation, in the sense that the values of one variable infers or predicts the values 

Fig. 2  The human visual system described as using a prior when judging local orientation has been 
derived from psychophysical data using a Bayesian framework. This prior (dark green line) shows a close 
correspondence to environmental regularities (light green line) (Teufel and Fletcher 2020, p. 236)
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of another variable. Second, there is a notion of inference in the FEP where VFE is 
minimised, which also underwrites the mere correlational notion of inference just 
mentioned. Finally, a third sense of inference is the counterfactual notion, which 
takes the form of the expected free energy, EFE. This involves inferences of hid-
den states, priors and state transitions. It is important not to conflate these different 
notions of inference. However, they are species of inference nonetheless.

Inference in the sense of correlation should not be problematic. Indeed, it directly 
reflects the KL-divergence utilised to define the free energy quantity, given that the 
KL-divergence just is a measure of relative entropy (i.e., Shannon entropy), which 
can be reformulated in terms of non-accidental correlations between variables 
(Kirchhoff and Robertson 2018). Note that for Shannon, something is a source of 
information if it has a number of different states that might come about on a particu-
lar occasion. As Godfrey-Smith (2007) observes, “any other variable carries infor-
mation about the source if its state is correlated with that of the source. This is a 
matter of degree; a signal carries more information about a source if its state is a 
better predictor of the source, less information if it is a worse predictor.” (2007, p. 
106) Crucially, it is thus this notion of information that underwrites the claim that 
certain neurons in V1 can be interpreted as inferring information about cardinal ori-
entations of trees in a natural scene. We conclude that this notion of information and 
consequently inference does not add new and problematic notions to the domain of 
biology and cognitive science. This mathematical notion of improbability is a legiti-
mate notion in these areas of research.

Chemotaxis in E. coli: inference in action and good enough models

Although this view of inference is attractive (in our view), it faces an immedi-
ate worry. Recall that Clark (2017) draws a similar conclusion to Sterelny (2005); 
although he does so in the context of single-celled organisms capable of chemotaxis. 
Here Clark concludes, to repeat, that “talk of such a being ‘predicting’ [i.e., infer-
ring] such-and-such … is either simply false or merely short-hand for what is really 
a rather different claim … To describe this whole simple (reactive, feed-forward) 
creature as a ‘model’ of its world … can also seem somewhat strained.” (2017, p. 
4) A different way of putting this worry would be to raise a question that lingers 
unanswered; namely, why should any organism seek to reduce free energy (or ‘seek’ 
anything at all) rather than simply do enough to get along?

Chemotaxis is a control mechanism for bacterial swimming. It rests on ongo-
ing sensorimotor dynamics, tuning the bacteria to its chemical niche. It is a pro-
cess many take to involve memory, for ‘where’ to turn at time t2 is conditioned on 
the distribution of ‘good’ and ‘bad’ chemicals affecting sensory receptors and what 
was the case earlier at t1 (say). If the conditions are favorable, the E.coli swims 
straight. Conversely, if the conditions are less than favorable, it initiates a form 
of tumbling behavior. Why assume this involves minimisation of free energy, and 
therefore approximate Bayesian inference, in addition to being active, profitable and 
discriminable?
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Before looking closer at the claim that chemotaxis can be explained by appeal 
to approximate Bayesian inference, we briefly attend to why chemotaxis must 
be active, profitable as well as discriminable under the FEP. Chemotaxis is 
movement-based, and therefore an active pursuit on behalf of the living system 
to increase exposure to attractive substances. This can be given a more founda-
tional characterisation in terms of the FEP. As we mentioned in section two, the 
FEP assumes that living systems self-organise toward a set of attracting states 
removed from thermodynamic equilibrium. This set of attracting states is known 
as the nonequilibrium steady state (NESS) density (Friston et al. 2020; Ramstead 
et al. 2020). It is this density that defines an organism’s phenotype. To maintain 
homeostasis, E.coli must act to ensure that they ‘consume’ on average substances 
that they are attracted to given their phenotype. Without action, the system in 
question would simply self-organise to thermodynamic equilibrium (think of a 
candle flame or a snowflake as an example of this). This naturally suggests that 
chemotaxis must in the long-run be profitable, for unless a living system is able 
to return to its set of attractive states (its NESS density), it will cease to exist. 
A related way of putting this is in terms of the negative free energy of an action 
policy, because this quality can be partitioned into an extrinsic and an intrinsic 
value (Friston et  al. 2015). Here minimising expected free energy is the same 
as optimising the expected utility of prior preferences (e.g., swimming toward 
attracting states), while reducing uncertainty about the causes of profitable out-
comes is to be the same as optimising evidence for a model (i.e., a phenotype). 
This is in itself an interesting outcome, for it suggests that chemotaxis can be 
further broken down into exploitation activity (i.e., swimming) and exploration 
activity (i.e., tumbling). Note that striking the right balance between exploration 
and exploitation turns on the ability to discriminate on behalf of the organism. 
We consider this in more detail below, when we introduce the notion of tempo-
rally deep generative models.

We now turn to consider why chemotaxis can be explained by appeal to inference.
Survival-enhancing chemotaxis results in bacteria frequenting (on average) the 

kind of states (or chemical gradients) they expect to be in conditioned on their phe-
notype. If this were not the case, such bacteria would not exist. Mathematically, 
any system that does this will be a system whose dynamics can be understood as 
minimising free energy. That is, if a system minimises free energy, it will be a sys-
tem that occupies its expected states on average. This means that if an organism is 
able to act in an adaptive way to fluctuations in its sensory states, it will minimally 
look as if it is seeking to reduce the expected surprise following its actions. As we 
know, in information theory, the expression—ln p(õ|a) is the surprise and it refers 
to the degree of uncertainty or unexpectedness of some event (under some action). 
It therefore represents the mismatch between what an organism expects given its 
action and what actually happens. A system that can minimise this mismatch will be 
a system that can tighten the KL-divergence or relative entropy over two probabil-
ity distributions: the ensemble density and the conditional density of the causes of 
outcomes. In this sense, the chemotactic behavior of E.coli conforms to the formal-
isms of the FEP. This suggests that chemotaxis can be understood as involving prior 
beliefs about the kind of actions an organism can engage in, which, in turn, speaks 
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to the notion that E.coli must infer what course of action will result in preferred 
(metabolic) sensations in the immediate future (cf. Auletta 2013).

Clark (2017) finds this line of reasoning problematic, for he thinks that such “a 
life-form may respond to environmental perturbations using a variety of tricks and 
ploys, none of which require it to engage in a process in which incoming sensory 
stimulations are met with attempts to generate the incoming signal ‘from the top 
down’ using stored knowledge about the world. Such a being, though living and 
perfectly able to resist the second law by exchanging entropy with its environment, 
could be operating in a purely ‘feed-for-ward’ manner, responding to detected chem-
ical gradients in ways not nuanced by any form of top-down predictive flow.” (2017, 
p. 4) Moreover, he claims that to “describe this whole simple (reactive, feed-for-
ward) creature as a ‘model’ of its world, though common in this literature, can also 
seem somewhat strained.” (2017, p. 4).

Clark (2017) wants to accept the model-based and predictive account of cogni-
tion, including action and perception. Yet, at the same time, he stops short of apply-
ing this account of self- organising and adaptive activity in cases such as chemo-
taxis. If Clark is right about this, then schemes such as the FEP cannot reach all 
the way down to single-celled organisms such as E.coli simply because inference 
is at the explanatory base of all forms of adaptive self- organisation. What we will 
argue below is that this kind of model-free vision will not work as an explanation 
of chemotaxis. In other words, defenders of the FEP cannot both accept model and 
inference based explanations for some phenomena, and deny such explanations of 
other phenomena—on pain of theoretical inconsistency.

It might seem difficult to understand, or even counter-intuitive, to say that the 
dynamics exhibited by E.coli should be understood as approximate Bayesian infer-
ence conditioned on the bacteria being a model of its environment. Yet this follows 
naturally from the Good Regulator theorem in the field of cybernetics, given that 
Good Regulator theorem implies Bayesian model optimisation (cf. Conant and 
Ashby 1970). It states that a system (organism) is only able to regulate its relation to 
a larger system (environment) if it is a good model of that environment (Linson et al. 
2018). A good regulator is therefore a system that can maintain its internal stability 
despite increasing (entropic) impacts from its larger environment. This means that 
E.coli can be said to be or become close-to-optimal models of their environment 
because surprise is defined as the negative log probability of sensory outcomes con-
ditioned on a model (Friston et al. 2012).

Interestingly, a good regulator under the FEP is a model with a search plan in 
virtue of a generative model for minimising free energy. To see this, consider the 
difference between following two generative models:

The FEP implies that chemotaxis in E. coli presupposes (minimally) a generative 
model that takes the form of the left-side generative model in this figure. The transi-
tions from s1 to o1 maps how hidden states generate sensory outcomes: relative con-
centration of attractants or repellants generate sensory receptor activity in E. coli. 
The inverse transition from o1 to s1 illustrates that hidden states are inferred from 
sensory outcomes based on a prior (D) about hidden states and a likelihood func-
tion (A) determining how hidden states generate sensory outcomes. The notation 
Bπ1 is the beliefs an organism has about dynamically changing hidden states based 
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on inferred action policies (represented by π). This equips E.coli with the ability to 
make inferences about how its environment will impact on its sensory states given 
the kind of action it undertakes. Hence, under the FEP, swimming straight (rather 
than tumbling) suggests that E.coli have beliefs about expected future states, and 
how these will be beneficial for adaptive behavior. In other words, Bπ1 functions 
as prior beliefs about expected sensory outcomes o2. At the top of this generative 
model there is a prior belief (G) about policies (π). This means that at the most foun-
dational level, E.coli are naturally biased towards inferring actions that will have the 
effect of minimising expected free energy in the future. This is what it means to have 
a search plan under the FEP.

Clark (2017) says that it is problematic to talk of models in this case. We think 
this is correct, but only if the target is the kind of generative model we see in the 
right-side of Fig. 3. The reason for this is that this generative model is only able to 
infer hidden states based on sensory outcomes. If such an agent exists, it would not 
be able to act—the reason being that it is not equipped with beliefs about expected 
future states. Indeed, such a system would be a system that must entirely and relent-
lessly infer its best guesses about the world, and update its priors to fit new incom-
ing evidence. Biological systems are however not such systems—they do not only 
maximise evidence for their posterior distributions of the relation between outcomes 
and causes. Biological systems are active systems. They actively monitor and react 
to perturbations that challenge homeostatic variables, which may, from time to time, 
go out of bounds (Kirchhoff et al. 2018). This provides one reason for why under-
standing the operations of organisms over time requires appeal to generative models 
with temporal depth. Hence, E.coli are not the kind of organism that can be under-
stood without reference to probabilistic search plans (under the FEP).

Fig. 3  Two generative models. The left-side generative model embeds inference about hidden states 
given outcomes within a processing hierarchy with temporal depth (from Friston et  al. 2017, p. 386). 
This means that it becomes possible to infer future outcomes based on actions yet to be selected by the 
agent. The right-side generative model is an illustration of a generative model that cannot function as a 
search plan, for it cannot perform inferences over how changing states in the future impacts on outcomes 
given action (from Parr et al. 2018, p. 3)
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It is important for forestall a possible confusion here. It is not uncommon to 
hear objections to the FEP along roughly these lines: why think that organisms are 
optimisers rather than satisficers? Why think that organisms are optimal or become 
close-to-optimal models of their environment at all? That is, how do we decide on 
how far from optimal a matter of dispute is Bowers and Davis (2012)? Or, how far 
from or how close to optimal is some sequence of action? Talk of optimality in the 
FEP should not be interpreted as if organisms are able to produce optimal infer-
ences, where prior probabilities about the world match the actual distribution of 
some attributes in the environment. Solutions that are good enough will still pro-
mote adaptive interchanges with the environment, and thus conform with the FEP. 
Being a good enough model is still to be a good regulator—a good enough regulator. 
So, even if a system produces good enough solutions to environmental pressures, 
it will be a system that is able to reduce surprise (on average over time). Contrary 
to the universal ethology challenge, then, the FEP provides a formal rationale for 
the claim that inference and probabilistic search plans lie at the explanatory base of 
adaptive self-organisation.

Conclusion

If the FEP is true, biological and cognitive characteristics can be methodologically 
understood as involving approximate Bayesian inference and probabilistic search 
plans (i.e., generative models). It is these constructs, underwriting the minimisa-
tion of free energy, that are utilised to establish a unified theoretical framework for 
the study of biology and cognitive science. We raised a specific challenge to this 
project; the universal ethology challenge. This challenge states that the FEP cannot 
unify biology and cognition, for life (or adaptive self-organisation) itself does not 
require that organisms minimise free energy via approximate Bayesian inference.

Here we have provided a rationale for thinking that it is possible to show that the 
FEP can overcome this universal ethology challenge. First, we have argued that there 
is a notion of inference within the FEP that tracks relations of correlation (or covar-
iance) between variables and events. We pointed out that this notion of inference 
trades in Shannon information, or relative entropy. This is particularly important for 
it is generally taken to be the case that this notion of inference (and information) 
does not add new and problematic concepts to the domains of biology and cogni-
tive science. Note also that even if the examples often make it seem as if biologi-
cal processes must explicitly compute values when engaged in approximate Bayes-
ian inference, the appeal to correlational forms of inference captures an important 
observation; namely, that approximate Bayesian inference can be performed without 
the system having to perform explicit computations over probability distributions 
(e.g., in the topological structure of neurons in V1 tuned to cardinal orientations 
of objects in natural scenes). Second, the universal ethology challenge also pres-
sures the central idea of adaptive self-organisation unfolding on the basis of search 
plans. Here we have argued that search plans within the FEP takes on a probabilistic 
notion, and that evidence of adaptive self-organisation is evidence for the presence 
of search plans (when unpacked in a specific way as generative models equipped 
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with priors over policies). We think our arguments provide reason to believe that the 
FEP is not threatened by the universal ethology challenge. This we conclude brings 
the FEP a step closer to realising its ambitions of unifying biology and cognitive 
science.
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