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Abstract
Debates in animal cognition are frequently polarized between the romantic view 
that some species have human-like causal understanding and the killjoy view that 
human causal reasoning is unique. These apparently endless debates are often char-
acterized by conceptual confusions and accusations of straw-men positions. What is 
needed is an account of causal understanding that enables researchers to investigate 
both similarities and differences in cognitive abilities in an incremental evolution-
ary framework. Here we outline the ways in which a three-dimensional model of 
causal understanding fulfills these criteria. We describe how this approach clarifies 
what is at stake, illuminates recent experiments on both physical and social cogni-
tion, and plots a path for productive future research that avoids the romantic/killjoy 
dichotomy.

Keywords  Comparative psychology · Causal understanding · Cognitive evolution · 
Animal cognition · Concept of understanding

Introduction

Academic debates are a little like popular music. Some songs are rich, complex 
and infinitely rewarding. Others are dull and quickly forgotten. And a few have 
a strange ABBA-like “annoying-but-addictive” quality that makes them impos-
sible to get out of your head. Debates in animal cognition often fall into this latter 
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category. Over and over again the familiar refrain is, “do animals have complex 
human-like cognitive abilities or can their behavior be explained in terms of sim-
pler processes such as associative learning?” Regardless of whether the topic 
under discussion is language, culture, theory of mind, episodic memory, insight, 
physical cognition, numerical cognition, or mental time travel, the structure of 
the debate remains the same. On one side of the battle researchers, whom Dennett 
(1987) has dubbed “romantics”, joyfully trumpet that their animal has remark-
ably complex cognitive abilities. On the other side researchers whom Dennett 
(1987) labels “killjoys”, coolly reply that the apparently complex behavior can 
be underpinned by simpler cognitive mechanisms. The recent debate about “flex-
ible planning” in ravens provides a good example of this. In an article in Sci-
ence, Kabadayi and Osvath (2017) claim that, just like humans and other great 
apes, the ravens in their experiments showed flexible planning in tool selection 
and token exchange tasks. They claimed that the ravens performance was bet-
ter than that of four year old children. However, their “killjoy” critics (Redshaw 
et al. 2017; Hampton 2019) quickly pointed out that, as the stones and bottle tops 
had previously been associated with rewards, their selection and exchange could 
also be explained by associative conditioning. A similar dynamic has played out 
in debates about “insightful” problem-solving in animals. While some claim 
that the spontaneous retrieval of a food item on a string shows that some birds 
have insight (e.g. Heinrich 2000), others have pointed out that success in the task 
requires the moment to moment perceptual-motor reinforcement of the food get-
ting closer with each pull of the string (Taylor et al. 2012). When the birds are 
deprived of the feedback (for example with coiled string on a flat platform), they 
no longer succeed in retrieving the food. Lest we strain our readers’ patience too 
far, one more example should suffice to make the general point about the ubiq-
uity of the romantic/killjoy dynamic in disputes about animal cognition. In an 
article published in Nature, Gentner et al. (2006) claimed that European starlings 
could recognize and classify acoustic sequences from recursive, centre-embedded 
grammars—a remarkable ability that had previously been thought to be the cor-
nerstone of our unique human linguistic abilities. In response, Corballis (2007) 
pointed out that learning a simple counting rule seemed much more likely, espe-
cially since the starlings were given thousands of trials.

From an evolutionary point of view neither the romantic nor the killjoy posi-
tion is satisfactory. As evolutionary scholars from Darwin to Dawkins have 
emphasized, adaptations are built up in a stepwise incremental fashion (Dawkins 
1996). Both the romantic position with its focus on comparing a single species 
with humans, and the killjoy position leave completely unexplained how the evo-
lutionary transition between standard cognitive mechanisms and the complexities 
of human, or “human-like”, cognition might occur. In this paper, we want to make 
a step towards ending the polarized debates on the topic of causal understanding. 
We will discuss the conceptual and practical problems the dichotomy between 
“simple” associative learning and “complex” causal understanding causes, and 
describe the ways in which a three-dimensional model of causal understanding 
cannot only provide greater conceptual clarity but also guide future empirical 
research.



1 3

Towards ending the animal cognition war: a three-dimensional… Page 3 of 24  9

Dissecting disagreement

Animal cognition researchers disagree wildly about the question of animal causal 
understanding. While some researchers argue that some animals understand aspects 
of causality (e.g. Visalberghi and Tomasello 1998; Seed et al. 2006; Tebbich et al. 
2007; Seed and Call 2009; Taylor et  al. 2007, 2009a, b), others insist on the lack 
of evidence that animals possess anything remotely resembling full-fledged human-
like causal understanding (e.g. Penn and Povinelli 2008, 2009, 2011). Why is it that 
researchers, who share access to the same body of experimental results and obser-
vational data develop into schools with such strong and stable disagreement? Is the 
data inconclusive? And if so, can the problem be solved if we come up with better 
experiments? In this section, we will briefly discuss the main factors that contribute 
to the deadlock. First, different researchers evaluate the available evidence in dif-
ferent ways, based on different principles of interpretation. Second, due to miscon-
structions of the respective positions, disagreement is sometimes overstated. Third, 
there is conceptual disagreement concerning the notion of causal understanding. In 
our view, this is the main reason for disagreement in this debate. Pointing to con-
ceptual disagreement relativizes the extent of actual disagreement and instead raises 
a new question: rather than asking whether an animal fulfills the criteria for causal 
understanding, we should shift our attention to the question of how to conceptualize 
causal understanding. And rather than treating animal research in this domain as 
being relevant only for the question which organisms instantiate causal understand-
ing, we should approach animals as informative concerning the question how to best 
think about causal understanding.

Principles of interpretation

When different researchers evaluate the same body of evidence in very different 
ways, a natural thought is that they rely on different principles of interpretation. A 
principle of interpretation that has received a lot of attention in comparative cog-
nition research is the idea that we should always prefer explanations in terms of 
less sophisticated cognitive abilities. This intuitive principle can be traced back 
toMorgan’s Canon, (Morgan 1903), and it lies at the bottom of Dennett’s claim that 
“behaviorism is the null hypothesis against which all cognitive accounts are [to be] 
tested” (Dennett 1983). It is obvious how different stances towards this principle 
could produce disagreement. Causal understanding is commonly understood as 
a more sophisticated (or, in Morgan´s terms, a higher) psychological ability than 
associative reasoning. Hence, Morgan’s Canon seems to support explanations in 
terms of associative processes over explanations in terms of causal cognition. It 
is therefore not surprising that killjoy researchers tend to endorse the principle as 
a special version of more general and widely accepted principles, like the law of 
parsimony, simplicity, or economy (Penn and Povinelli 2007; Karin-D’Arcy 2005; 
Shettleworth 2013). Romantics, on the other hand, apparently feel only loosely com-
mitted to the principle, since they often agree that simpler explanations in terms of 
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associative processes are possible, but deny that they are preferable. One possibility 
to support the romantic position is to deny that Morgan’s Canon is a justified prin-
ciple. But despite repeated criticism from the philosophy of science (Sober 1998; 
2015; Fitzpatrick 2008; Meketa 2014; Starzak 2017), the principle still enjoys a lot 
of popularity in comparative psychology, including the romantics´ camp. However, 
even if one does not criticize the principle per se, a plausible specification of the 
principle is that it applies only in those cases where evidentially and explanatorily 
all things are equal. It is widely agreed that every observed behavior is compatible 
with explanations in terms of associative reasoning. In many cases, however, other 
explanations seem possible as well, which leads to a problem of underdetermina-
tion, because the existing behavioral data appears to be “equally well confirmed by 
multiple incompatible cognitive mechanisms” (Mikhalevich et al. 2017, p. 5). For 
some cognitive abilities it has been suggested that underdetermination does not only 
reflect our current lack of knowledge, but constitutes a logical problem, i.e. one that 
cannot be resolved experimentally (Penn and Povinelli 2007).1 It is not obvious, 
however, why causal cognition should face a similar logical problem.2 Nevertheless, 
one might argue that this is a case where evidentially and explanatorily all things are 
equal, such that Morgan’s Canon should be applied. Others however, argue that just 
because explanations in terms of associative reasoning cannot be ruled out this does 
not imply that they are always equally supported by the evidence, or that they score 
better on explanatory metrics (Fitzpatrick 2008). This corresponds to one line of 
criticism against deflationary accounts of physical-problem solving abilities in terms 
of associative learning: It is agreed upon that associative hypotheses can be con-
structed post-hoc for every experimental outcome. This general applicability implies 
that associative learning as the mechanism driving physical problem-solving abili-
ties in animals does not produce clear behavioral predictions that can be falsified, 
which makes the hypothesis explanatorily weak (Hanus 2016). In every case, to the 
extent that disagreement is due to different evaluative principles (or their range of 
application), new experiments are unlikely to solve disagreement and researchers 
should engage more in theoretical debates concerning principles of evaluation.

A big misunderstanding and the conceptual question

Romantics take the fact that simple associative learning cannot account very well 
for animal behavior as observed in many experiments as evidence in favor of causal 
understanding. In its strongest form, this amounts to a mutual exclusion error, i.e. 
the inference that if simple associative learning can be ruled out, the only other 

1  The logical problem refers, roughly, to the problem of finding evidence that supports a theory of mind 
(ToM) rather than behavior-reading in non-human animals. It is based on the assumption that for every 
mind-reading (or Theory of mind) hypothesis as explanation for animal behavior there is a complemen-
tary behavior reading hypothesis that is equally well supported by the evidence. For discussion see Lurz 
(2011) and Halina (2015).
2  This should become clear in Sect. 3.1 when we introduce different kinds of causal information. While 
on some understandings, causal cognition involves the representation of unobservables (which would be 
analogous to having a ToM) other accounts can do without that (difference -making accounts).
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possibility is that the animal has used human-like cognition. Moreover, this error 
leads them to interpret killjoy-positions as claiming that the best explanation for 
the behavior in question is simple associative learning. According to the traditional 
associationist view “associations between components are formed automatically, 
without any form of intentionality being involved” (Hanus 2016, p. 241). It has 
its roots in a behavioristic, non-mentalistic psychology, thus explanations in terms 
of associative processes seem to stand in stark contrast to explanations in terms 
of cognitive processes. It may be because of this understanding of associationism 
that researchers like Povinelli and Penn have been credited with views according to 
which chimpanzees are “inflexible” (Hare et  al. 2006), or “arbitrary cue learners” 
(Seed and Call 2009), nothing more than “behavioral rule learners” (Tomasello and 
Call 2006; Call and Tomasello 2008), or that they only invoke “behavioristic princi-
ples of learning” (Tomasello and Call 2006). However, while the idea that explana-
tions in terms of associative learning and explanations in terms of cognitive states 
are mutually exclusive is still very much alive, a growing number of theorists argues 
that they are not incompatible (Blaisdell 2008; Buckner 2011), and more recent the-
ories of associative learning explicitly exhibit a hybrid character that combines both 
cognitivist aspects with components of instrumental learning theories (Heyes 2012; 
Hanus 2016). It is clearly in the context of these hybrid-theories where killjoys like 
Povinelli and Penn locate themselves (see Povinelli and Penn 2011), thus the infer-
ence from their view being associationist to it being non-cognitivist is mistaken, and 
as a consequence overstates the existing disagreement.

But distortions go both ways, and while romantics may set the competence bar 
for causal understanding too low, killjoys exhibit the opposite tendency to “tie 
the competence criteria for cognitive capacities to an exaggerated sense of typical 
human performance” (Buckner 2013). For instance, Penn and Povinelli’s concept of 
causal understanding as the capacity for second order relational reasoning is argu-
ably a demanding one that not everyone shares. As a consequence, it is a mistake 
to interpret every claim about an animal´s causal understanding as a claim about 
its ability for second-order relational reasoning. When Penn and Povinelli criticize 
their romantic opponents´ claims that some animals do understand aspects of cau-
sality boldly as irrational (Penn and Povinelli 2009) or as alchemy (Penn and Pov-
inelli 2011), they seem to do so under the assumption that they all share the same 
concept. Since researchers from both camps probably agree a good deal on which 
problems animals like rats, chimpanzees, or New Caledonian crows can and cannot 
solve, an important part of the disagreement has its roots in the conceptual ques-
tion which processes merit the label causal understanding. This shows that putting 
more effort into understanding what exactly the respective claims concerning causal 
understanding entail is helpful to shed light on the real extent of disagreement. But 
more importantly, it also puts a spotlight on the normative conceptual question: 
How should we think about causal understanding? In the rest of this paper we will 
develop an approach to this question.
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The conceptual space of causal cognition

How should we think about causal understanding? To start with, we should break 
up the complex notion into its parts: what needs to be understood, and what does it 
mean to understand it. The approach we suggest combines ideas from James Wood-
ward and Kim Sterelny. In a nutshell, according to Woodward (2011, p. 18), human 
causal cognition is not a single ability but consists of a bundle of distinct abilities. 
In normal adult human beings these abilities are relatively well integrated, but they 
are—at least conceptually—distinguishable. In a more general fashion, Sterelny 
argues that when we think about an animal’s cognitive system, “we need to think 
about the channels through which information flows to its mind, and about the flex-
ibility with which it can use crucial information” (Sterelny 2003, p. 34). Combining 
the two, we´ll argue that in thinking about the nature of causal understanding we 
should think about the extent to which organisms can differ with respect to the kind 
of information they can pick up; with respect to the different sources of causal infor-
mation they can exploit; with respect to the way they can process this information 
and integrate different types of information or information stemming from different 
sources; and with respect to the flexibility with which they can use this information 
to guide their behavior.

Approaching the question of animal causal understanding from this angle has 
various advantages. First of all, shifting the debate from causal understanding to 
a more general, gradualist and less normative notion of causal cognition somewhat 
brackets normative issues.3 To the extent that conceptual disagreement concerning 
understanding does plays a key role in the debate, dissecting the object of investi-
gation into empirically tractable parts (the sum of which we refer to as causal cog-
nition) promises to be acceptable for romantics and killjoys alike. The idea is to 
provide a framework in which everything an animal can do with causal information 
(broadly construed) can be situated, and to postpone the question of how we should 
label the underlying combination of abilities. Secondly, given that we find both simi-
larities and differences between humans and non-human animals, this approach is 
neutral concerning special interests of researchers to highlight either the animal in 
humans, or what makes humans a special case. Rather than blurring or overempha-
sizing the differences between humans and animals, we will argue that our approach 
can both point out commonalities and differences in a much more fine-grained man-
ner than any dualistic either-or approach. If there are major disparities in the causal 
cognition of animals this should emerge from our dimensional approach rather than 
being imposed a priori. This feature makes it a better fit to the overall aims of com-
parative cognition research. Finally, in grounding subsequent discussions concern-
ing the criteria for causal understanding on empirical data, our framework also pro-
vides a key to solving the normative conceptual question. With this, it potentially 
contributes to put an end to the animal cognition war.

3  These normative issues refer to the question which level of sophistication in the use of causal informa-
tion is needed to qualify as real causal understanding, as discussed in Sect. 2.2.
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In Sect. 3.1, we will start by giving a brief account of causal information. Follow-
ing this we will turn to the notion of understanding and explore the space of concep-
tual possibilities of how the different parameters of understanding (sources, integra-
tion, and explicitness) relate to one another, and how they can dissociate (Sects. 3.2 
and 3.3).

Causal information

Although what causation is metaphysically and how it is represented psychologi-
cally are two different questions, they are closely related (Woodward 2011). When 
we want to know whether animals are sensitive to causal information and what 
they can do with this information, we need some grasp of what causal relations are 
and what the cues are by which they can be identified in nature. Concerning causal 
understanding it makes sense to distinguish the representation of relations that are 
in fact causal from the representation of these relations as causal. In the philosophi-
cal discussion, different accounts of how to best characterize causal relations can be 
found, and this difference concerning the metaphysics of causality is also mirrored 
in different psychological accounts of what it means to represent, reason about, or 
understand causal relations. This is obviously a possible source of confusion, as it 
introduces the possibility to evaluate judgments concerning causal understanding (or 
the lack thereof) according to different standards. In this section, we briefly intro-
duce interventionist and geometrical–mechanical approaches to causal information 
and argue, following Woodward (2011), that rather than being exclusive alternatives 
these theories are better viewed as being about different kinds or aspects of causal 
information. While adult humans typically exploit both kinds of information, young 
children and non-human animals may be more constrained in this respect.

Difference‑making accounts of causality

David Hume defined “a cause to be an object followed by another, and where all the 
objects, similar to the first, are followed by objects similar to the second. Or, in other 
words, where, if the first object had not been, the second never had existed” (Hume 
1995, p.87, our italics). While Hume did not work out the idea of causality as a 
difference-making relation (he rather understood causal relations in terms of regu-
larity) the quote nicely captures the core idea of difference-making accounts of cau-
sality: “what it is for c to be a cause of effect e is for c to be something that if it had 
not occurred, e would not have occurred” either (Ney 2009, p. 738). The details of 
the right kind of difference which causes make for their effects have been spelled out 
in terms of probability (Eells 1991), counterfactuals (Lewis 1973), or more recently 
as invariance under intervention (Woodward 2003). For instance, according to inter-
ventionism, if a manipulation of one thing or event A (while controlling for other 
relevant factors/possible causes) changes the value of some other thing or event B, A 
makes the right kind of difference to B and the two are causally related.
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Given this approach to the nature of causal relations, causal information—the 
information to which some agents are sensitive and which they can pick up to track 
causal relations or in terms of which they represent causal relations—can be thought 
of as difference-making information, i.e. as information about the contingency or co-
variation of the right kind between cause and effect. Understanding or representing 
causal relations, according to this view, is about thinking about causes as “handles 
for manipulating or controlling their effects” (Woodward 2011, p. 25), or as Hohwy 
(2013, p. 6) puts it, about “being able to imagine what happens when the world is 
intervened upon in a controlled manner”.

Importantly, we have to distinguish how a subject represents causal relations 
from how she learns about these relations. First, as Woodward argues, psychological 
interventionism does not entail that the only way for a subject to learn about causal 
relationships is to actually perform an intervention oneself. We´ll discuss differ-
ent sources of causal information in some detail in the following section. Secondly, 
while a natural thought may be that the only way to learn about difference-mak-
ing information is via extracting statistical data from patterns of co-variation and 
contingency, psychological accounts of understanding causal relations along these 
lines are not committed to that claim. Background information as well as inferential 
biases may result in forming representations of relations as causal on the basis of 
a single observation. Moreover, as long as the content of a representation can be 
spelled out in terms of difference-making and intervention, it can be said to be about 
causal relations even in cases where a subject is mistaken. Finally, theories about 
the representation of difference-making information include associative accounts of 
causal learning and judgment (like Dickinson and Shanks (1995)). Thus, they have 
a wider scope and are in this respect less demanding concerning the mental require-
ments for causal learning than theories that contrast real causal learning with asso-
ciative learning right from the get-go (as Penn and Povinelli’s biased-association 
hypothesis, (Penn and Povinelli 2000, 2009, 2011; but also Seed et al. 2011).

Geometrical–mechanical accounts

A different approach towards causality are so-called geometrical–mechanical 
accounts. According to these theories, what is distinctive about a causal relation is 
that the relata are connected in the right way. This right way is spelled out as “the 
cause being spatiotemporally contiguous with the effect via a spatiotemporally con-
tiguous process that transfers energy” (Woodward 2011, p. 24, our italics). Simply 
put, the idea is that A causes B via the transmission of momentum, spin, mass, or 
energy during contact, e.g. a moving billiard ball that causes a stationary ball to 
move after collision. Theories along these lines are intended to capture a wide range 
of phenomena involving mechanical interactions like pushing and pulling, breaking, 
support, and mechanical properties like rigidity, weight, or impenetrability.

Geometrical–mechanical accounts of causality seem to be what many compara-
tive researchers have in mind when they investigate causal understanding. Much of 
the literature on animal causal understanding investigates the ability to exploit geo-
metrical–mechanical cues in the context of tool-use, and to understand properties 
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like rigidity (Povinelli 2000; Vonk and Povinelli 2011), weight (Hanus and Call 
2008, 2011), gravity (Povinelli 2001; Tomonaga et al. 2007), support (Spinozzi and 
Potì 1989), and mediating forces more generally (Visalberghi and Tomasello 1998).

Theories along these lines offer an explanation for why A causes B—i.e. via the 
transmission of energy/momentum or contact force—while difference-making theo-
ries only account for whether A causes B. Povinelli and Penn (2011, p. 72, our ital-
ics) argue that while some animals like chimpanzees can “grasp the causal nature of 
their own goal-directed actions, [they do so] only darkly: [they don´t] understand 
causality in a diagnostic, theory-like manner.” They never ask “why?”. This puts 
the bar for what counts as understanding causality very high and it is easy to see 
why many researchers are skeptical that any non-human animals have this abil-
ity. To be able to represent and reason about causal relations and interactions like 
collision, pushing, support or containment not only requires an agent to track geo-
metrical–mechanical relations—they also need to possess the relevant concepts and 
theories, like core physical principles (Spelke et al. 1995), force transmission (Les-
lie 1995), or force dynamics (Wolff 2007), and they need to represent unobservable 
forces and higher-order relations (Penn and Povinelli 2000, 2009, 2011). But setting 
aside the question of full-blown understanding, it has been argued that exploiting 
geometrical–mechanical cues can also be less demanding than fine-grained repre-
sentations of difference-making relationships that enable a subject to perform suc-
cessful interventions. As Woodward (2011) notes, a chimpanzee that observes how 
another uses a hammer and an anvil to crack open nuts might understand that con-
tact plays a crucial role while not being able to figure out how exactly to perform an 
intervention to bring about the result. Similarly, in another experiment, chimpan-
zees had to choose a tool with which to retrieve a food source that was some dis-
tance away (Penn and Povinelli 2011). The tools they could choose from differed 
with respect to their length, rigidity and with respect to whether they had hooks at 
their ends. The chimpanzee’s choices reflected that they understood that physical 
contact is of importance, but not how exactly this contact would bring about the 
intended result. “It is” Woodward (2011, p. 32) says “as though the primates grasp 
the idea that retrieval of the food requires that there be a causal process connecting 
their hands to the food (putting the stick in contact with the food constitutes such a 
process) but don´t get the idea that using the tool in a way that makes a difference 
for food retrieval requires something more”.4

Difference‑making and geometrical–mechanical aspects of human concept 
of causation

Both geometrical–mechanical aspects as well as difference-making aspects seem to 
be part of folk physics and the normal adult human concept of causation. While 

4  While this is an example for how different forms of causal cognition (exploiting difference-making or 
geometrical mechanical information) can achieve the same end, the example at the same time shows how 
these differences will be reflected in the kinds of problems an animal can solve and the kinds of mistakes 
it will probably make in trying to solve a problem.
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some philosophers (e.g. Hall 2004) argue that humans simply have two different 
concepts of causation, Woodward points out the possibility that these may rather be 
two aspects of the same concept. However, even if they are integrated aspects of one 
and the same concept in humans, Woodward (2011, p. 35) argues that this need not 
necessarily be the case in all organisms:

“[T]here is nothing inevitable about the integration of the two concepts (or ele-
ments, or strands) in causal cognition. That is, it seems entirely possible that a crea-
ture might […] be sensitive to some simple spatial or geometrical cues to causal 
relationships, but not other such cues and might not appreciate how [geometri-
cal–mechanical perceptual cues] matter for the kind of difference-making associated 
with successful manipulation.”

The upshot is twofold. First, following Woodward it seems that difference-mak-
ing information and geometrical–mechanical perceptual cues are different kinds 
of causal information by which agents can track causal relations in the real world. 
Secondly, organisms can differ with respect to which kinds of information they can 
exploit. Thus, even if normal adult human causal understanding involves sophisti-
cated abilities including the possession of abstract concepts like invisible forces and 
mastery of theoretical principles, organisms that are more limited in this domain 
may not lack causal cognition altogether. Other organisms may be able to track 
causal relations and use causal information to guide their actions in a variety of 
different ways that are less demanding. Naturally, their causal cognition will differ 
from human causal cognition. But investigating how they differ rather than stating 
that they differ should be the main goal of comparative psychology.

Understanding causality

Comparative researchers seem to agree that a useful concept of causal under-
standing needs to be anchored in human performance: we want to know how 
similar or different animals are in this respect to humans. Thus, spelling out what 
it means to understand causal relations is supposed to respect the intuitive differ-
ence between organisms that are merely sensitive to, and can track and act upon 
some causal relations on the one hand and organisms that explicitly represent 
these relations as causal on the other hand. For instance, Penn & Povinelli (2009) 
write:

“Whether a given organism behaves in a way that approximates a given rational 
model of causal reasoning is not the same question as whether a given organism 
actually represents and reasons about the entities variables and relationships pos-
ited by that model.”

The distinction between functional level explanations and representational 
level explanations is supposed to capture that some animals (like chimpanzees, 
corvids, or rats) are able to exploit causal cues (like weight) when solving some 
problems, without understanding the causal properties and structures involved. 
On Penn and Povinelli’s view, the representational level of real, human-like 
causal understanding essentially involves second-order relational reasoning: an 
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abstraction from the perceptual cues provided by the stimulus of a task. In con-
trast, they characterize the representational level of functionally similar behavior 
(i.e. successful problem-solving behavior that looks as if it involved such second-
order relational reasoning) in terms of associative reasoning with a natural pre-
disposition to “perceive certain clusters of features as more salient than others” 
(Penn and Povinelli 2007).

While the importance of the functional/representational level distinction is not 
controversial, the simple conceptual dichotomy between full-blown causal under-
standing, and processes that merely realize as-if behavior has been criticized by a 
number of authors, like Seed et al. (2011). Their criticism is in part empirical, and 
in part conceptual. The problem based on empirical findings is that the problem-
solving behavior of some animals doesn´t fit either category: it neither supports full-
blown causal understanding, nor can it be appropriately accounted for in terms of 
associations of arbitrary stimuli (Seed et al. 2011). The conceptual problem is that 
Penn and Povinelli’s conception of the abstraction-involving representational level 
is said to be too narrow: organisms can have a constrained ability to abstract from 
perceptual cues of a task in a way that the information represented is not reducible to 
the perceptual features, but does not involve symbolic knowledge either. They thus 
introduce a third, intermediate representational category. This intermediate level is 
characterized as second-order relational reasoning as well, but in contrast to Penn 
and Povinelli’s account it is based on structural (as opposed to symbolic) knowledge.

Conceptually, we think that exploring the intermediate level between normal 
adult human causal cognitive skills and the association of arbitrary stimuli is a move 
in the right direction. Comparative researchers are not only interested in the question 
whether some animal´s causal cognitive abilities equal those of adult humans, but 
also a) what the differences are, and b) how various species compare to each other 
in this respect. An account that posits only a single representational level for all ani-
mals that exhibit some ability that merely looks like causal reasoning does not give 
us insight into either of these questions. However, it is not so obvious whether Seed 
et al.’s suggestion is more successful.

First, an intermediate level between full-fledged causal understanding and sim-
ple associative learning is already present in Penn and Povinelli’s account as well. 
After all, there is a clear difference between explaining behavior with the simple 
association of arbitrary stimuli, and explaining behavior with associative learning 
in which some cues that correlate with functionally important features are perceived 
as more salient than others. Secondly, the structural knowledge account is not sig-
nificantly more explanatory. While it is true that the biased associations hypothesis 
leaves room for a good deal of species differences and thus cannot account for these 
differences, the structural knowledge approach is just as underdetermined in this 
respect. Seed et al. (2011, p. 107) are optimistic that future research will work out 
the details how to capture species differences in their framework (i.e. which species 
form which kind of abstract, multimodal representations of which structural proper-
ties of objects), but future research may also provide us with a more specific model 
of biased associations that has the resources to capture fine-grained species differ-
ences. Thus, until we get a better grasp on how to carve up this intermediate space 
more precisely and where to locate animals in this space, we should abstain from 
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judgments concerning the degree of similarity or difference between humans and 
animals.

In the rest of this section we´ll propose a modified version of Woodward´s 
approach to this question. We will discuss three parameters of causal cognition that 
can at least conceptually dissociate in various ways. The suggestion is to empiri-
cally investigate how various species fare concerning each of these parameters. This 
will give us a better overview over how the parameters involved in causal cogni-
tion can dissociate in biological organisms, and thus promises to give us insight into 
the nature and the evolution of causal cognition, and ground normative judgments 
about causal understanding. The intent of our approach is to abstract away from the 
fine-grained details of each species’ ecology. However, we recognize still that there 
might be broad characterizations of niches that map on to our three dimensions. For 
example, extractive foraging might require more integration of different sources of 
information, as might living in groups. Importantly, this approach is open to the 
possibility that there are no clear lines between different representational levels in 
causal cognition, but rather a (multi-dimensional) continuum of different degrees of 
understanding.

Parameters of causal cognition

a) Sources of causal information
The first parameter concerns how agents acquire information about causal rela-

tions. Humans can exploit different sources of causal information. One source, that 
has already been mentioned, are an agent’s own actions. In manipulating causes and 
observing the effects, an agent can gain insight into the causal relation of these two 
things. This kind of causal learning has sometimes been called ego-centric causal 
learning (Papineau 2003; Woodward 2011). But humans do not always need to per-
form interventions themselves to learn about causal relations. For instance, children 
can learn that pressing a switch turns the light on or off by observing that others 
press the switch. Furthermore, one can learn that shaking a tree will result in apples 
falling from the tree by observing that the same effect occurs when the wind shakes 
the tree. Hence, humans can also learn by observing the effects of the manipulations 
of others (Woodward calls this agent causal learning, we will use the label social 
causal learning), or by observing the right kind of natural co-variation (observa-
tional causal learning).

While normal adult human beings can exploit all three sources of causal infor-
mation, conceptually there is nothing wrong with an organism that is more limited 
in this respect, i.e. an organism that can use only one or two sources, and every 
combination seems at least conceivable. Whether all these combinations are in fact 
possible is an empirical question. Furthermore, there could be a hierarchy of pro-
cesses, i.e. the ability to exploit one source could be a prerequisite for the ability to 
exploit others. In this case, all organisms with source limitations would be limited 
in a similar way. There is some empirical support that ego-centric causal learning is 
much more widespread in the animal kingdom than forms of observational learning. 
For instance, it seems that many bird species are able to pick up causal information 
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as a consequence of their own actions. But they are often poor social and observa-
tional learners. New Caledonian crows, for example, can solve a diverse range of 
physical cognition problems, such as reasoning by exclusion (Jelbert et al. 2015), the 
trap tube/trap table task (Taylor et al. 2009a, b), meta-tool tasks (Taylor et al. 2007, 
2010), and variants of Aesop’s fable task (Logan et al. 2014). They are also able to 
learn about causal relations from observing natural variation. Jelbert el al. (2019) 
demonstrated that they could infer an object’s weight by observing its movement 
in a breeze. However, they show no ability to imitate the actions of conspecifics 
(Logan et al. 2016), and they solve tasks designed to test for collaborative abilities in 
an individualistic manner with no understanding of cooperation (Jelbert et al. 2015). 
One reason for this could be that the outcome of one’s own actions naturally draws 
attention to itself because of its more immediate (positively or negatively) reinforc-
ing consequences. Another possibility is that learning from observation is more dif-
ficult, because it involves a translation from an observer perspective into one’s own 
body schema/first person perspective (Whiten and Ham 1992).

Furthermore, not all causal cognition that is somehow mediated by living in 
social groups involves the ability to extract causal information via observation. 
Social groups can structure an individual’s environment in a way that makes ego-
centric causal learning more likely, even if individuals do not pay special attention 
to the actions of others. For instance, being surrounded by conspecifics that use a 
certain tool increases the probability for an animal to find out on its own what the 
tool can be used for. Sweet-potato washing in Japanese macaques is often cited as an 
example (Tomasello 1999), but it has also been argued that a great deal of tool-use 
in chimpanzees might be explainable along those lines (see Sterelny 2003).

Moreover, some animals like chimpanzees can extract information about causal 
relations between actions and outcomes by observing the actions of their conspe-
cifics more directly (e.g. Horner and Whiten 2005). Extracting causal information 
from the observation of natural co-variation (natural causality) appears to be more 
demanding. Blaisdell et  al. (2006) found that rats can extract causal information 
by observing natural co-variation, but do so more often when agents are involved. 
Attention could play a role here as well. In human ontogenetic development, the 
ability to exploit natural co-variation also seems to develop last: even 24 months old 
toddlers can use social causal learning to guide their actions, but there is evidence 
that they cannot extract the same causal information from settings which do not 
involve intentional agents (Bonawitz et  al. 2010). This ability only develops later, 
or has to be scaffolded via intentional language. Findings like this further support 
Woodward’s claim that dissociations between the components of full-blown causal 
understanding are not only conceptually possible but actual in human beings in dif-
ferent developmental stages.

b) Integration
The second parameter concerns the question how animals can combine differ-

ent pieces of causal information, or information originating from different sources. 
More explicitly, the parameter integration refers to the holistic structure of informa-
tion, i.e. the extent to which an organism can update, extend or combine one piece 
of information with other pieces of information. While human causal cognition is 
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characterized by a high degree of integration, there are different ways in which an 
organism may be limited in this respect.

First, an animal may be limited in its ability to combine perceptual cues of geo-
metrical–mechanical aspects with difference-making information (Woodward 2003). 
Here the question is not only whether an animal is sensitive to both kinds of infor-
mation, but also the extent to which an animal can put together these different kinds 
of information, and to which it can update representations of one kind of informa-
tion in the light of representations of the other kind of information to predict out-
comes or plan actions. There are two obvious ways in which an animal’s ability to 
integrate causal information in this respect could be limited. The less interesting one 
simply concerns an upper bound of complexity that can be computed by an organ-
ism. It is less interesting because there is nothing mysterious about limitations in 
this realm: humans also fail to grasp implications of different pieces of causal infor-
mation they possess if things get complicated enough. Nevertheless, this could play 
a role in accounting for species differences concerning causal cognitive abilities. 
A more interesting possibility concerns architectural constraints. This could be the 
case if the representations of the different kinds of causal information were infor-
mationally encapsulated. Empirically, these possibilities could be distinguished by 
investigating whether animals lack this ability altogether (architectural constraints), 
or whether the threshold of complexity they can compute is simply lower than in the 
case of humans.

Furthermore, an animal may be limited in its ability to integrate causal informa-
tion coming from different sources. Information that is acquired as a consequence 
of one’s own actions may be limited to guiding the animal’s own actions, while not 
being available to predict the outcome of the actions of conspecifics. Similarly, an 
organism may use causal information extracted from observing others, or natural 
causality for predicting what is about to happen, but fail to use it to inform her own 
actions. Again, there is some evidence that this is not only a conceptual possibility, 
but an empirical fact of human development, too. For example, in an experiment by 
Bonawitz et al. (2010), 24 months old toddlers showed sensitivity to causal struc-
tures by learning a predictive relationship between two physically connected events. 
However, they failed to use this predictive knowledge to initiate action themselves. 
This suggests a limitation to use information stemming from observational sources 
for one’s own interventions (see Woodward 2011). An interesting empirical question 
in that context is in how far these different aspects of integration are related, i.e. in 
how far, while conceptually separable, ability to integrate different kinds of causal 
information predicts ability to integrate information from different sources.

c) Explicitness
The last parameter we would like to introduce to our model concerns the extent 

to which an organism´s representations of causal relations are explicit rather than 
implicit. Woodward relates explicitness to a representation´s availability to figure 
in conscious reasoning, the agent’s ability to report it, and to the agent’s ability to 
use it “in a variety of different sorts of reasoning and planning […]” (Woodward 
2011, p. 40). The first two criteria, however, are all but ideal to investigate animal 
cognition: the behavioral criteria for consciousness are notoriously unclear, and we 
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have to drop reportability for lack of language in animals. The last criterion is more 
promising, and it may best be understood in contrast to integration.

While integration is mainly concerned with the ability to update and combine 
causal information, we take explicitness to be about what an animal can do with 
causal information, i.e. how these representations can fuel flexible behavior. This is 
obviously related to the availability of representations for different sorts of reasoning 
or planning. Although some degree of integration seems necessary for the flexible 
use of information, it is not sufficient, as can be illustrated by the piping plover’s 
(Charadrius melodus) broken wing display: these birds integrate a lot of information 
to update their classification of other organisms as predator (Ristau 1991), but once 
they identify something as a predator, their behavioral repertoire is limited to a sin-
gle response (see Sterelny 2003, pp 27–29). Apparently, they cannot represent pred-
ators independently from how to react to them, i.e. their representations of predators 
are highly implicit. The behavioral flexibility that comes with the piping plover’s 
ability to integrate information is restricted to adjusting the triggering conditions 
for a fixed behavioral routine, and representations of this kind are not available to a 
wide range of different sorts of reasoning.

In the philosophical literature, representations underlying this kind of behav-
ior have been analyzed as imperative, combining informational aspects (indicating 
states of the world, what Searle (1983) called a mind-to-world direction of fit) with 
motivational aspects (world-to-mind direction of fit) in a way that ties them to spe-
cific behavioral reactions (Millikan 1996; 2006). Another way to put this is to say 
that these implicit representations fuse means and ends into a single representation. 
Given this, explicitness can be spelled out in terms of an animal’s ability to repre-
sent means decoupled from ends, and, on a more fine-grained level, “the extent to 
which means themselves are decoupled into representations of more proximate and 
distal causes” (Woodward 2011, p. 44). Importantly, the degree of explicitness of 
representations can vary between different representations within a single agent such 
that an animal may represent some difference-making relationships as more explicit 
than others.

So how can we investigate explicitness? Since it is tied to flexible behavior, we 
should investigate the degree of flexibility with which an animal can use causal 
information. Woodward suggests, that the higher the degree of explicitness, the 
more representations of means and ends “incorporate detailed information about 
how to alter means in the face of changing circumstances to achieve the same goal” 
(Woodward 2011, p. 21), or about when to use the same means to achieve different 
goals.

Thus, three kinds of tasks seem particularly informative. First, one can test 
in how far an animal is able to adjust a learned solution to a similar task, by present-
ing a modified version of the problem to the animal, that requires some behavio-
ral modification as compared to the original solution. This differs importantly from 
standard transfer tasks (what Heyes (1993) called triangulation), used to identify the 
perceptual cues an animal uses to track functional relationships: there the functional 
set-up remains similar or identical, and only the perceptual cues get modified.

Secondly, one can investigate whether competence in some tasks concerning a 
functional property (like weight, length or flexibility) or some difference-making 
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relationship accelerates their ability to learn to solve a novel task. Are animals that 
learned to avoid the trap in the trap-tube task able to use their knowledge about 
traps, when successful performance demands to use rather than to avoid the trap, 
e.g. in order to retrieve food (Seed et al. 2006) or, in meta-tool use tasks, to retrieve 
a tool (Taylor et al. 2007)? And how fast can they learn about the function of novel 
tools (Herrmann et al. 2008; Taylor et al. 2011)?

Finally, explicitness is also related to insight learning, since the ability to solve a 
problem never encountered before without extensive trial and error may be explain-
able by an agent’s ability to exploit background knowledge about functional proper-
ties and difference-making relationships whose relevance for the novel problem one 
appreciates (however, for an alternative explanation for “insight-learning” in some 
tasks see Taylor et al. (2012)). The floating peanut task is a nice example for some 
sophistication in this domain in orangutans (Mendes et al. 2007) and chimpanzees 
(Tennie et al. 2010; Hanus et al. 2011).

From causal cognition to causal understanding

In the preceding section, we argued that organisms can vary considerably concern-
ing their causal cognitive abilities. This variation not only concerns what is known, 
but also the sources of information they can exploit, their ability to integrate this 
information, and the flexibility with which they can use this information to guide 
their actions. So far, the discussion concerning the parameters of causal cognition 
and how they can dissociate has mostly been on a conceptual level: not all dissocia-
tions that are conceptually possible may be possible in actual biological organisms. 
Let us call this the conceptual space of causal cognition (CSCC). In this section, we 
will discuss how we can use CSCC to capture fine-grained differences and similari-
ties between species, develop an empirically grounded notion of causal understand-
ing, derive hypotheses about the evolution of causal cognition, and guide future 
empirical research.

A three‑dimensional model of causal cognition

One of the central problems in investigating causal understanding in animals is 
that there is ongoing controversy on what constitutes understanding. The solution 
we propose is to start with the more neutral and less normative notion of causal 
cognition instead, and work our way up from there. The idea is this: First, we start 
with CSCC. Since there are three parameters of how organisms can deal with causal 
information, we can think of it as a three-dimensional space (see Fig. 1).5 Secondly, 
we can map empirical data of animal behavior onto this space. Which sources can 

5  Three-dimensional models are well-suited to represent gradations rather than binary differences. They 
have been used by philosophers productively in the past to account for (and represent) major evolutionary 
transitions. The model we use here, including the numerical numbering from zero (= ability not present) 
to (= ability developed without constraints) has been adopted from Godfrey-Smith’s (2009) “Darwinian 
populations and natural selection”.
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an animal use? To which degree can an animal integrate different pieces of informa-
tion? How flexible can it use this information? Following the three vectors gives us 
a specific point within CSCC. Thirdly, we can compare species by comparing their 
different locations. The model then represents similarities and differences between 
species as proximity or distance within the three-dimensional space of causal cogni-
tion. And it does so without any reference to causal understanding.

The main strength of this model is that it allows for a more fine-grained evalu-
ation of causal cognitive abilities in animals than models that only distinguish 
between two or three coarse grained stages of causal cognition or understanding. 
Thus, while the latter are mostly limited to answering whether animals understand 
this or that aspect of causality, we can analyze much more precisely how they are 
different or similar to humans. Furthermore, in attempting to describe fine-grained 
differences in causal cognitive abilities, the model addresses a question that every 
comparative account of causal understanding faces: how to account for differences 
in species whose causal cognitive abilities fall short of adult human ability. Thus, 
starting with CSCC should be acceptable for romantics and killjoys alike. With this 
suggestion we do not claim to settle the debate, but rather propose to take a step back 
to a less controversial point: causal cognition (not understanding) involves abilities 
that are conceptually dissociable, while the extent to which they can actually disso-
ciate is an empirical matter. While being less controversial though, this approach is 
more in line with the goals of comparative psychology, because it works on a more 
fine-grained level of analysis. Furthermore, any evaluative argument concerning 
where to draw the line (or the lines) between understanding and not-understanding 
causality should be evaluated in the light of how CSCC turns out once we mapped 
the data of various species on it (see Sect. 4.2).

The evolution of causal cognition and the nature of causal understanding

Once the model includes enough data, it can be used to address further questions 
concerning the nature and the evolution of causal cognition. For instance, we may 
ask why we find some dissociations, but not others. Is there a reason that some 

Fig. 1   The Three-dimensional 
space of causal cognition. 
The vectors: I = integration; 
E = explicitness; S = sources of 
causal information. The back 
top right corner (max. values 
1,1,1) represents the highest 
degree of causal cognition along 
all parameters
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abilities (say, observational causal learning) never occur in the absence of others 
(say, ego-centric causal learning)? Is there a systematic relation between different 
vectors representing the different parameters? Looking at the cognitive designs we 
find tells us something about how brains realize causal cognition, and thinking about 
those designs which we do not find offers a window into what may not be possible to 
implement. Hence, the question why some things are possible and others apparently 
not produces interesting questions to be addressed in future research.

Similarly, the model may shed light on the evolution and the development of 
causal cognition once it contains data of many species. Comparing our close pri-
mate relatives can give us a clear picture of the trajectory in which human causal 
cognition evolved. Comparing the evolutionary trajectories from species that are 
only distantly related, like corvids and great apes, gives us insight into whether other 
evolutionary routes from simple to sophisticated causal cognition are possible. Like-
wise, mapping onto the model a single species in different developmental stages 
(say human children of various ages and adults) gives us insight into the ontogenetic 
development of causal cognitive abilities in that species.

Another feature of the model is that it sheds some light on the question whether 
some animals have causal understanding or not. While there is conceptual disagree-
ment concerning the notion of causal understanding (see Sect. 2.2), there seems to 
be a broad consensus that human level performance counts as the paradigm case 
for causal understanding. One way to understand the normative question then is to 
ask how similar animal causal cognition has to be to count as understanding cau-
sality. Different researchers may have different views concerning that question. But 
for the question whether or not an animal has real causal understanding to carry 
some weight, there should be a significant difference between causal understand-
ing and mere causal cognition. In other words, if the concept of causal understand-
ing does not refer to an ability that is significantly different from other forms of 
causal cognition, the concept is not an interesting one for comparative causal cog-
nition research. Given that, our model is informative concerning two questions. 
First, it leaves open where to locate humans in this model, thus making sure to avoid 
the mistake Buckner (2013) calls anthropofabulation: raising the bar too high for 
what counts as causal understanding because we tie competence criteria to an exag-
gerated sense of human cognitive ability. We should not just assume that humans 
occupy location (1,1,1). Secondly, since carving up the living world into creatures 
that understand causality and those that do not emphasizes difference, we can see 
whether the model confirms that there is a significant gap between some species and 
all other species.6 A huge difference between causal cognitive abilities would be rep-
resented in the model as a noticeable empty space: is that what we find? And if so, 

6  This point needs to be qualified to some extent: since cognitive abilities are hard (if not impossible) to 
infer for extinct species, we are faced with a problem stemming from the incomplete material record. As 
a result, we cannot rule out that gaps in cognitive abilities between species are artifacts of missing data 
from extinct species. This is especially important in the hominin lineage. In other words, we should be 
wary to not jump to conclusions if we find such gaps. The problem of incomplete material record does 
not, however, affect the model´s informative value in the case where we do not find such a significant 
gap. In this case, the model could falsify claims according to which there is a substantial gap between, 
say, human and non-human animal causal cognition. We would like to thank anonymous Reviewer # 2 
for pointing this out.
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where do we find it? Or do we find various gaps, indicating more than one stage of 
causal understanding? In that sense, the model could be used to develop an empiri-
cally grounded concept of casual understanding. Alternatively (if the model does 
not support the view of a significant gap), we should refrain from dualistic thinking 
concerning causal understanding. In other words, this would support the view that 
there is simply causal cognition to varying degrees. In this case, the notion of causal 
understanding does not add anything of importance in the context of comparative 
cognition research since specifying the degree of understanding we find in an animal 
would be equivalent to specifying its causal cognitive abilities in the model we pro-
pose. In any case, it may be not super important how we label a specific set of causal 
cognitive abilities. What matters the most is how to evaluate claims about under-
standing and not-understanding (or degrees of understanding) in terms of similarity 
and difference—and the model provides a key for such evaluations.

The metrics of the model and future research

So far, we have simply assumed that it would be an easy task to map empirical data on 
the model, which unfortunately it is not. The main problem that needs to be solved is 
how to assign values to each parameter. We need a metric to translate behavioral data 
to a specific location on each axis. Furthermore, to make things even more compli-
cated, we have to solve a complexity problem: the parameters themselves consist of 
various dimensions. This is most obvious for the sources-vector: it expresses the extent 
to which an agent is competent to exploit three different sources. But it also applies to 
the other parameters. The behavioral capacities related to explicitness are the ability to 
modify behavior appropriately in the face of changing circumstances, to realize that 
the same means can be appropriate for different goals, and to solve problems without 
prior experience (insight learning). The underlying hypothesis that binds these features 
together is that they all are expressions of the same architectural feature that allows 
them to represent means decoupled from ends. But it is conceivable that ability in one 
of these tasks is a poor predictor for ability in the other kinds of tasks. Similarly, the 
value for integration has been defined in terms of the ability to combine perceptual 
cues of geometrical–mechanical aspects with difference-making information, and in 
terms of the ability to integrate causal information originating from different sources. 
Again, there is no conceptually necessary link between these criteria.

The solution we propose to the complexity problem is to zoom-in to the model, 
such that the value of each vector is the mean value of separate two- or three-dimen-
sional vector-spaces, as depicted in Fig. 2.7

However, one problem remains: Solving the complexity problem does not solve 
the problem of finding exact metrics that translate behavioral data into values for the 
vectors, such that we can compare the causal cognitive abilities in different species. 
Rather, the metrics-problem arises anew because our suggestion for the complexity 

7  Given what we know, we see no reason to assign more weight to anyone parameter in comparison to 
the others. If all parameters carry the same weight, taking the mean value seems plausible. However, 
whether this turns out to be the best way of calculating the values remains to be seen, and future research 
may provide reason to calculate these values differently.
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problem presupposes that we can translate behavior into comparable values. We 
are confident that the metrics problem is tractable, by standardizing test scores for 
example, as is common in psychological research, but the full solution to this prob-
lem is beyond the scope of this paper and needs to be addressed in future research.

Fig. 2   Each vector value of CSCC is the product of a separate vector space. Top: the two-dimensional 
space constitutes the vector for integration (x-axis: integration of kinds of causal information; y-axis: 
integration of information originating from different sources. Left: three-dimensional space representing 
explicitness, with parameters i = insight learning; m = modified behavior to reach same goal; r = recog-
nizing novel situation for same means to different goal. Bottom: three-dimensional space representing 
sources, with parameters e = ego-centric causal learning; s = social causal learning; and o = observational 
causal learning
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Conclusion

In this paper, we proposed a step towards ending the animal cognition war. Ending 
a war is not very likely to be achieved by simply declaring a winner, and this is not 
the strategy we pursued. After identifying conceptual disagreement concerning the 
notion of causal understanding as one of the main forces driving the controversy, we 
suggested bracketing off normative issues concerning the notion of understanding 
and shifting the debate towards empirically tractable questions concerning the less 
contentious notion of causal cognition. Building on Woodward´s idea that causal 
cognition is a complex feature that consists of various different abilities, we argued 
that the best way to advance comparative causal cognition research is to investigate 
the extent to which these conceptually dissociable abilities can dissociate in actual 
biological organisms. We argued that the three central parameters sources, integra-
tion, and explicitness span a three-dimensional conceptual space of causal cogni-
tion. Mapping the causal cognitive abilities of different species onto this geometri-
cal model allows us to answer comparative questions in a much more fine-grained 
manner than dualistic approaches to causal understanding. Moreover, we outlined 
how using this model can help to investigate the nature of causal cognition, answer 
questions concerning the evolution and development of causal cognition within and 
across species, empirically ground the normative concept of causal understanding, 
and derive interesting questions for future research.
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