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Abstract The timing of introduction of a new species

into an ecosystem can be critical in determining the

invasibility (i.e. the sensitivity to invasion) of a resident

population. Here, we use an individual-based model to

test how (1) the type of competition (symmetric versus

asymmetric) and (2) seed masting influence the success

of invasion by producing oscillatory dynamics in

resident tree populations. We focus on a case where

two species (one resident, one invader introduced at low

density) do not differ in terms of competitive abilities.

By varying the time of introduction of the invader, we

show that oscillations in the resident population favour

invasion, by creating ‘‘invasibility windows’’ during

which resource is available for the invader due to

transiently depressed resident population density. We

discuss this result in the context of current knowledge

on forest dynamics and invasions, emphasizing the

importance of variability in population dynamics.

Keywords Forest model � Invasion criteria �
Species coexistence � Oscillations � Exploitation

competition � Stochasticity � Individual-based model

Introduction

Two major concepts have been used to understand

biological invasions (Lonsdale 1999): invasibility

(the sensitivity of a community or landscape to

invasion) and invasiveness (a species’ ability to

invade new habitats). Numerous hypotheses have

been suggested to explain how different ecological

features affect both invasibility and invasiveness, and

have been tested through retrospective (e.g. Mack

et al. 2000; Richardson and Pysek 2006), empirical

(e.g. Veltman et al. 1996; Reinhart et al. 2006) or

modelling approaches (e.g. Schoolmaster and Snyder

2007). Modelling studies have shown that invasive-

ness is affected by species traits like dispersal, growth

rate, or environmental tolerance (Higgins and Rich-

ardson 1996; Eppstein and Molofsky 2007). On the

other hand, invasibility can be viewed as an emergent

property of the environment (through species rich-

ness, environmental heterogeneity, or disturbance

regime) (Mack et al. 2000). Davis et al. (2000)

generalized this view through the theory of ‘‘fluctu-

ating resources’’ that create vacant spots (or

‘‘windows of opportunity’’—(Myster 1993) that can

be colonized by a non-native species (Richardson and

Pysek 2006). Such increases in available resource

benefiting a potential invader can be created either

directly through an increase in resource (in which

case the invasibility is caused by a change in the

environment) or by a decrease in the resident species’

density (in which case the invasibility can be caused
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by endogenous mechanisms Vandermeer 2006). For

instance, in a modified Lotka–Volterra competition

system with fluctuating population density and with

strength of competition varying exogenously with

time, Namba and Takahashi (1993) showed how the

timing of invasion interacts with population dynam-

ics, invasions occurring when the strength of

competition is out of phase with population density.

The phenomenon through which a newcomer’s is

able to establish on sites where the resident popula-

tion is transiently at low density is similar in some

respects to the winning-by-default or winning-by-

forfeit hypothesis advanced by Hurtt and Pacala

(1995). The idea of environmental fluctuation and

resource availability has been the focus of several

studies (Barlow and Kean 2004; Kinezaki et al. 2006;

Schoolmaster and Snyder 2007). On the other hand,

to our knowledge no study has explicitly focussed on

the potential relationships between endogenous fluc-

tuation and invasibility windows.

In the present paper, we study how endogenous

oscillation of population density can affect the

success of invasion. In a previous study (Caplat

et al. 2008), we introduced FORSITE, an individual-,

rule-based model that details how dispersal and

competition modes affect spatial and temporal tree

dynamics. We found that pure symmetric competition

(i.e. when the competition strength an individual

exerts on other members of the population does not

depend on the individual’s size Pacala and Weiner

1991) creates strong oscillations in a tree population,

while asymmetric competition (when larger trees

exert greater competitive pressures on smaller trees

than vice versa) lead to a durable steady state in

population size. In forest ecosystems, competition for

light, which explains a large part of the community

structure, causes asymmetric competition (i.e. taller

trees get more light than shorter trees). However,

nutrients like nitrogen, or water supply, can also be

limiting factors, particularly in boreal forests, where

tree density and the angle of light incidence make

competition for light almost negligible (Pham et al.

2005). In that context, below-ground competition can

make competition more symmetric between large and

small individuals (Berntson and Wayne 2000). The

issue of type of competition is thus relevant when

dealing with forest populations, communities and

landscapes. Here we are interested in seeing how

symmetric competition can increase the risk of

invasion by producing cycles in the resident

population.

Competitive symmetry is but one of many mech-

anisms which has been shown to lead to oscillatory

population dynamics in models (Caplat et al. 2008).

Population oscillation is in fact a relatively frequently

documented pattern in many different kinds of pop-

ulations (Greenman et al. 2005). As a consequence,

one can ask if all mechanisms leading to population

oscillation are equal in their contribution to invasibil-

ity. For that reason we include in our study another

mechanism that causes populations to oscillate: mast

seeding. Mast seeding is the phenomenon of massive

production of seeds at intermittent intervals that is

synchronized within a species across large areas

(Schnurr et al. 2002; Lamontagne and Boutin 2007).

Many tree species exhibit this phenomenon, from the

well known bamboo to northern temperate forest

species (Frey et al. 2007). In its broad definition,

masting can be viewed as any fluctuation in seed

production caused by endogenous and exogenous

factors (e.g. climate). However, it is more specifically

defined as an endogenous synchronization, operating

at the species level as a result of selection (Keeley and

Bond 1999; Schnurr et al. 2002); this is the definition

we adopt here, in order to avoid confusion with

fecundity oscillations caused by the environment,

which has been well studied elsewhere. Masting

synchrony can have important consequences on forest

dynamics through increased or decreased seed preda-

tion (Keeley and Bond 1999; Schnurr et al. 2002).

Another potential effect of fecundity oscillation is an

increase of a population’s sensitivity to invasion

(Takenaka 2006; Frey et al. 2007), which, as far as

we know, has not been studied explicitly. A population

experiencing mast seeding should exhibit important

variation of seedling and adult density over time,

favouring the establishment of a newcomer through

the fluctuation of available resource (Davis et al. 2000;

Schoolmaster and Snyder 2007).

In the present paper, we use a two-species version

of the FORSITE model (FORSITE-INV) to test (1)

whether competition symmetry affects the fate of an

invasion, (2) how the oscillation of the resident

population reacts to the invasion as dependent on the

timing of the arrival of the invader, and (3) whether

another source of endogenous fluctuation (seed

masting) leads to qualitatively the same results as

competition symmetry. Although approaching these

220 P. Caplat et al.

123



questions from a clear theoretical angle, we design

the system to enhance the applicability of real cases

of invasions (accidental introduction of propagules,

plantation of ornamental trees).

Model description

Purpose

FORSITE-INV simulates the effects of tree–tree inter-

actions in a ‘‘resident–invader’’ two-species system.

Unlike most theoretical plant simulation models of

interspecific competition (Cosner and Lazer 1984;

Namba and Takahashi 1993; Chesson 2000; Laird and

Schamp 2006), in which competition strength is

governed by synthetic parameters defined at the species

level, we simulate competition as the outcome of

several mechanisms operating at the individual level.

An important feature is that FORSITE-INV does not

differentiate between intra- and interspecific competi-

tion (that is, both species are symmetric in their

interactions), yet species can dominate due to better

growth or dispersal (that is, the interactions between

individual trees can have a symmetric or asymmetric

competitive relationship to their neighbours through

resource use, as can be found in forest models such as

BEFORE, Rademacher et al. 2004). However, FOR-

SITE-INV is designed to allow flexibility in theory

testing, and thus does not include empirically linked

physiological details that can be found in classical gap

models (see Kobe et al. 1995; Pacala et al. 1996) or

detailed neighbourhood models (Bauer et al. 2004).

Implementation

FORSITE-INV is implemented on the modelling

platform CORMAS 2008 (Bousquet et al. 1998)

using the VisualWorks environment (VW7.4nc,

Cincom Smalltalk�). This platform allows flexible

designs, and allows implementation of individual-

based stochastic dynamics in a spatial, dynamic

context. The code is available upon request by

contacting the corresponding author.

State variables and scales

The model includes two hierarchical levels: individ-

ual trees and habitat cells. Both tree species are

simulated the same way, with different parameter

values (defined at the species level, see Table 1).

Individuals are defined by the following state vari-

ables: species, identity number, age, and height. They

are distributed on a homogeneous, torroidal grid of

20 9 20 hexagonal habitat cells. The choice of cell

diameter depends in the modelled system and was set

to the scale of the competitive neighbourhood, which

we fixed at 20 m (i.e. the size of a large canopy tree

crown, Table 1).

Process overview and scheduling

The model proceeds in annual time steps. Within

each year every tree consumes a theoretical resource

from its habitat, grows, reproduces (if it has reached

sexual maturity), and may die. Resource uptake is a

function of the density of competing individuals

within the habitat cell; growth is a function of

resource uptake, and affects reproduction ability

through fecundity and dispersal distance. Death may

occur due to stresses from slow growth, caused by

competition, or death may also occur at some

constant rate (Table 1) due to other causes.

Submodels

A tree is affected by competition with its neighbours

(individuals present in the same cell) for limited

resources. The resource available r (ranging between

0 and 1) for a given tree is affected by the density of

taller individuals within the same habitat cell

NH [ Hið Þ through the parameter h, and by the density

of individuals smaller or of the same size within the

same habitat cell NH�Hið Þ through the parameter s:

r ¼ e�C ð1Þ

with

C ¼ NH [ Hi

h
þ NH�Hi

s
ð2Þ

Parameters h and s allow us to vary the strength

and type of competition. The case s = h defines pure

symmetrical competition (Weiner 1990) in which the

resource is equally partitioned among individuals

irrespective of their size, whereas the cases s [ h

defines asymmetrical competition where an individ-

ual is less affected by smaller individuals than by

larger individuals.
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Growth follows a Gompertz function (Moravie and

Robert 2003; Zeide 2004) defining the annual height

increment g as:

g ¼ RH ln
Hmax

H

� �
r ð3Þ

where H is the tree height, Hmax the tree maximum

height, r the available resource and R the tree growth

rate at maximum resource.

A tree becomes adult if it reaches a threshold height

fixed at 2 m. An adult tree produces f seeds (Table 1).

An adult tree produces f seeds depending on fmax, its

species’ average fecundity, and its mast seeding

behaviour. To simulate mast seeding, we introduce a

sine function in the definition of fmax. We define ft the

annual average fecundity of the species by:

ft ¼ fmax þ k sin 2pt=Tmþ /ð Þ ð4Þ

where k defines the amplitude of the fecundity cycle,

/ the phase shift (expressed as a fraction of Pi), and

Tm the length of the cycle (defined at the species

level). This formulation allows considering cases in

which two species have the same cycles but are out of

phase (by fixing one species’ / to 0, and varying the

other’s), or cases in which the two species have

different cycles. Note that the resulting ft is defined at

the species level, ‘‘forcing’’ fecundity oscillation at

the individual level through synchrony, but can be

seen as a biologically endogenous mechanism (as

opposed to environmental variability). The individual

fecundity f is defined for a given step t as:

f ¼ ft
H

Hmax

ð5Þ

where fmax is the species maximum fecundity.

Dispersal is defined for both species as a double

exponential (mixed) kernel, with a typical fat-tailed

shape that allows us to take account of the rare but

important long distance events (Clark et al. 1998;

Higgins et al. 2000; Debain et al. 2007). The density

of probability for a single seed is given for d (distance

from the seed source) by the following:

PðdÞ ¼ p

2pa
e �

d
að Þ þ ð1� pÞ

2pb
e �

d
bð Þ ð6Þ

The first term gives the probability of seeds being

dispersed at short distance (proportion p of the seeds,

p being defined at the species level), while the second

Table 1 Overview of the

model parameters and

values used in the present

analysis

Level Parameter Description Range

of values

Model x Cell diameter 20

Nc Number of habitat cells 400

Species R Growth rate (m yr-1) 0.1–0.15

Hmax Maximum height (m) 25

fmax Species maximum fecundity (seedlings yr-1) 5

Tm Masting time 10–50

/ Phase shift (for masting synchrony) 0–25

Individual tree h Strength of taller tree competition 30

s Strength of shorter tree competition 30

M0 Probability of mortality at zero growth 0.7

Md Decay of growth-dependent mortality 0.8

Mc Intrinsic mortality 0.01

Hrep Height threshold for reproduction (m) 2

f Species maximum fecundity (seedlings yr-1) 1–9

p Probability of short distance dispersal 0.95

a Mode of the short dispersal kernel (m) 10

c Exponent in the height/dispersal function 1.5

b Mode of the long dispersal kernel.

Defined by D and c
(500)

D Distance increment (m) by height increment

for the height/dispersal function

2.5
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represents long distance dispersal (proportion (1 - p).

This function was shown by Higgins and Cain (2002)

to allow great flexibility in dispersal modelling: with

p = 1 one can simulate a local dispersal case,

whereas with p = 0 and b bigger than the size of

the grid one can simulate a global dispersal case.

Parameters a and b (modes of respectively short

distance and long distance dispersal kernel, Table 1)

are constant that we define following Debain et al.

(2007). Seeds germinate (with a 100% rate) the year

following dispersal and start to grow from an initial

height of 2 cm following (3). For the sake of

simplicity, growth parameters for seedlings are

assumed to follow the same rules as adults (which

should not affect growth trajectories as the growth

curve at young age is almost linear).

Trees die according to two processes: (1) intrinsic

mortality representing all causes of mortality which

are not related to growth (senescence, disturbances

occurring at the individual level; Keane et al. 2001).

Each individual dies with a constant probability Mi per

year; (2) growth dependent mortality affecting trees

that grow too slowly. This effect has been found in

forest ecosystems due to limits in the individual ability

to cope with suppressed growth (Keane et al. 2001):

m ¼ M0e�Mdg ð7Þ

where M0 is the probability of mortality at zero

growth, Md the decay of growth dependent mortality,

Ih the annual height increment, and m the probability

of death per year. Complementary information about

the model can be found in Caplat et al. (2008).

Simulations

Our aim is to test the effects of population size

oscillations of the resident species on invasibility. We

thus study cases in which the invader and resident are

identical with respect to traits that should affect

competitive ability. This approach is similar to the

classical lottery model in which species success is

related to local seedling density (Chesson 2000;

Snyder and Chesson 2003), although it does not

include any a priori spatial or temporal variation in

resource distribution. This ‘‘perfect similarity’’ case

can thus be described as a null hypothesis since any

competitive advantage added to the invader could only

increase its chances of successful establishment.

Indeed, according to the standard invasion criterion

(Chesson 2000), in such a case (similar species with

homogenous resource) a species with initial low

density should not invade. To check the qualitative

behaviour of the model we also run simulations

corresponding to a ‘‘classical case’’ of invasion, in

which the invader is characterized by a higher growth

rate than the resident (i.e. individual tree annual height

increment is larger; see Table 1). This case can be seen

as a translation of Tilman’s R* rule (Tilman 1994) in

which the invader is advantaged by an ability to exploit

the resource more efficiently than the resident.

Simulations all follow the same basic design:

seeds of the resident species are uniformly distributed

over the grid, and the model runs until the population

oscillates about a constant average value, or simply

reaches an approximately constant equilibrium pop-

ulation size. Then, for 50 steps after a ‘‘time of first

introduction’’ tinit, seeds of the invader species are

distributed uniformly over the grid, with an average

density (number of seeds per cell) Ninit (Table 1).

This operates a constant propagule pressure which

can mimic two realistic scenarios: accidental intro-

duction of seeds by animals (e.g. via livestock) over

several years, or plantation of trees (e.g. via restora-

tion), which effectively disperses seeds during their

adult life. A simulation is considered finished when

one of the two species goes extinct, or at

t = 8,000 years if neither species has gone extinct

by then. Thus we define three potential ‘‘fates’’ for

each simulation: successful invasion, in which the

invader completely excludes the resident (leading to

extinction of the resident); extinction of the invader,

i.e. failed invasion in which the invader population

crashes before the end of the simulation; coexis-

tence, when both populations are still present at

t = 8,000 years. We run 200 simulations for each set

of parameter values (limited due to computational

restrictions), which allows us to determine the

relative frequency of the three invasion outcome

types as a function of the simulation parameters. We

record the time to extinction for one or the other

species (thereafter ‘‘extinction time’’), and we ana-

lyse with an analysis of variance (‘‘aov’’ function

under R ‘‘stats’’ package) including as covariates the

model parameters under focus (see below). Individual

effect of parameters is tested with a chi-square test

(chisq-test function under R ‘‘stats’’ package) run on

the 200 replicates for each simulation.
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Effects of competition symmetry

We define two sub-cases: runs with symmetric

competition (a tree growth’s rate is affected by its

neighbours but with no dependence on their height)

and runs with asymmetric competition (a tree’s

growth rate is affected only by taller neighbours).

We test the effects of time of introduction (tinit, three

values) and initial density of invader (Ninit, three

values) for each of the sub-cases (Table 2).

Effects of seed masting

Here we define three sub-cases representing different

possibilities of masting synchrony. ‘‘Out of phase’’

masting occurs when the phase-shift / (see Eq. 4

above) is Pi; ‘‘In phase’’ masting occurs when the

phase-shift / is equal to 0, and for the ‘‘resident

only’’ sub-case only the resident species exhibit

masting synchrony. For each of these three sub-cases

we test the effects of time of introduction (Fig. 1;

tinit = 80, 130), initial density of invader (Ninit = 5,

10, 50), and masting time (Tm = 10, 20, 50).

Results

At very low initial density of invaders Ninit (lower

than two, not shown), invasion always fails due to

stochastic fade-out (i.e. the invader population

crashes after several decades). This is true for all

the simulations. The following results are only for

cases where Ninit is sufficiently high to prevent these

early extinctions.

Classical case with increased invasiveness

When the invader species is advantaged by a higher

growth rate (Fig. 2), it always invades the landscape

grid, irrespective of timing of introduction or type of

competition, leading eventually to the exclusion of

the resident species. However, the time needed to

exclude the resident is on average shorter with

symmetric competition (Fig. 2, bottom) than with

asymmetric competition (Fig. 2, top).

Effect of competition symmetry

In the ‘‘perfect similarity case’’ where the two species

have identical parameter values, initial densities that

are sufficiently high to avoid early stochastic fade-out

do not necessarily ensure invasion success. Indeed,

for the same set of parameters, presumably due to

Table 2 Effect of time of

introduction, density of

invader, and competition

type on the frequency of

invader extinction (top

value), successful invasion

(with exclusion of the

resident species; middle

value) and long-term

coexistence (bottom value),

in the case of ‘‘perfect

similarity’’

Competition Symmetric Asymmetric

tinit = 80 tinit = 110 tinit = 130 tinit = 80 tinit = 110 tinit = 130

Ninit

5 0.39 0.27 0.80 0.79 0.70 0.78

0.52 0.50 0.14 0.00 0.00 0.00

0.09 0.23 0.06 0.21 0.30 0.22

10 0.27 0.70 0.95 0.63 0.65 0.62

0.63 0.00 0.04 0.00 0.00 0.00

0.10 0.30 0.01 0.37 0.35 0.38

20 0.15 0.48 0.94 0.44 0.48 0.45

0.80 0.42 0.05 0.00 0.42 0.00

0.05 0.10 0.01 0.56 0.10 0.55

Fig. 1 Timing of the different introductions relative to the

resident population dynamics. a ‘‘peak’’ Tinit = 80, b ‘‘inter-

mediate’’ Tinit = 110, c ‘‘valley’’ Tinit = 140
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stochastic effects, three invasion outcome types can

be observed (Fig. 3): (a) extinction of the invader, (b)

successful invasion (leading to extinction of the

resident species); and (c) long term-coexistence

characterized by phase shifted oscillations. It is

important to note that, in cases where outcome (c)

is reported, one or the other species may actually go

extinct at some point well beyond the cutoff time of

t = 8,000 years.

The relative frequency of the three different out-

comes with different parameter values (Table 2) show

an effect of competition type, tinit and Ninit on the

invasion dynamics. When competition is asymmetric,

invasions are never successful (Table 2; Fig. 4). How-

ever, when competition is symmetric, all three

behaviours are observed and an effect of both Ninit and

tinit becomes apparent (Table 2; Fig. 5). Figure 5 shows

how the relative effects of Ninit and tinit are contrasted

between the cases with symmetric competition, and the

cases with asymmetric competition. When competition

is symmetric, there is a strong effect of the time of

introduction. When introduced at a peak in the resident

dynamics (tinit = 130) the invader almost never drives

the resident species to extinction. On the other hand, the

frequency of successful invasion is higher than 0.5 for

introductions that occur in a valley in the resident

dynamics (tinit = 80, Table 2; Fig. 5). When competi-

tion is asymmetric (Fig. 5, bottom), no effect of tinit can

Fig. 2 Two-species dynamics when the invader (in grey) has a

competitive advantage (higher growth rate) over the resident (in
black). (Top) asymmetric competition (a = 30, s = 40,000);

(bottom) symmetric competition (a = 100, s = 100)

Fig. 3 Different model

outcomes obtained with the

same parameters

(symmetric competition,

tinit = 130, and Ninit = 20).

a Extinction of the invader,

b successful invasion and

c stable coexistence. In
black, the resident species,

in grey the invader

Modelling invasibility in endogenously oscillating tree populations 225

123



be observed, but despite the absence of successful

invasions, there is a strong effect of density Ninit on the

frequency of coexistence.

Time to extinction of both species is highly

variable (ranging from 10 years after introduction

of the invader to 8,000), with a coefficient of

variation within replicates of 0.36. The ANOVA

run on species’ extinction times with competition

type, tinit and Ninit as covariates confirms a significant

global effect (P \ 0.001) of the three variables on

mean time to extinction of one or the other species.

Individual effects of the three variables on the

invader’s mean time to extinction confirm the results

obtained with the frequency of model outcomes.

Particularly, density Ninit and the invader’s time to

extinction exhibit a positive relationship when

competition is asymmetric, and negative when com-

petition is symmetric (Fig. 6).

Effects of seed masting

When oscillation in fecundity is introduced, the

synchronicity of seed masting between the two species

(defined by the phase shift /) determines the outcome

of invasion. If the species are perfectly out-of-phase

(/ = Pi) the invader always establishes (Fig. 7), and

the two species exhibit a double-phase oscillation

Fig. 4 Effect of competition type on the frequency of different

invasion dynamics. Synthesis from all simulations (different

parameter settings)

Fig. 5 Effect of time of

introduction tinit and initial

density of invader Ninit on

the frequency of model

outcomes, with symmetric

(top panels) and

asymmetric (bottom panels)

competition
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(Fig. 3c), both reaching the end of the simulation

regardless of the simulation settings (Fig. 8, left

column). If the species are in phase (/ = 0), both

outcomes of failed invasion or coexistence are

observed (Fig. 8, middle column). When only the

invader exhibits seed masting, the invader always

takes the landscape over (Fig. 8, right column).

The ANOVA run on species’ extinction times with

Tm/, tinit and Ninit and their interactions as covari-

ables confirms these results as a significant effect

(P \ 0.001) is found only for the interaction between

phase shift / and masting period Tm.

Discussion

Resource fluctuation theory, advanced by Davis et al.

(2000), stipulates ‘‘a plant community becomes more

susceptible to invasion whenever there is an increase

in unused resources’’ (Davis et al. 2000, p. 2). While

several studies have demonstrated the plausibility of

this theory when dealing with environmental heter-

ogeneity, we chose to study the effect of population-

based (endogenous) fluctuations, by comparing two

mechanisms (symmetric competition and mast seed-

ing) that lead populations to oscillate. Our approach

follows from the idea of Davis et al. (2000), but

focuses on the mechanisms that lead to unused

resources, creating invasibility windows (Drake et al.

2006).

A neutral model for invasion

Coexistence models (Pacala and Tilman 1994; Hurtt

and Pacala 1995; Durrett and Levin 1998; Bolker and

Pacala 1999) define how different strategies can

allow an invader (a species introduced at low

densities) to coexist with a resident species (already

present at high density). The description of what

‘‘competition’’ is in these models is often extremely

simple (Adler and Mosquera 2000): species are often

ranked as phenomenologically ‘‘inferior’’ or ‘‘supe-

rior’’ competitors, depending on their probability to

recruit when present at the same seedling density.

While this lends considerable transparency to the

models, this approach does not leave the meaning of

Fig. 6 Effect of competition type (symmetric competition: left
columns, asymmetric competition: right columns) and initial

density of invader Ninit on the invader’s mean time to

extinction. Error bars indicate the standard error for each

value. Effects of competition type and Ninit are all significant

(P \ 0.001) with a chi-square test on 200 replicates

Fig. 7 Dynamics of tree seed production over time showing

the establishment of the invader (grey) when its masting is out

of phase with the resident (black). (tinit = 80, Ninit = 10,

Tm = 20, and / = 10)

Fig. 8 Effect of masting synchrony on the frequency of

invasion outcomes, regrouped from different simulations

settings. The error bar indicates the dispersion of values

between simulations
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‘‘competitive’’ very clear: Grime (1977) defined as

‘‘competitive’’ a species growing fast enough to

exploit local resources before other species, whereas

for (Bolker et al. 2003) this characterizes an inferior

competitor exhibiting a spatial successional niche

strategy. Is a good competitor a species that can take

over when another species is already present, grow

faster than other species or reduce the resource more

efficiently? The individual-based approach avoids

defining competition phenomenologically, and

instead focus on a range of mechanisms that can

lead to higher or lower chance of establishment in the

presence of other individuals. In this particular case,

we explore a case in which two species are identical

with respect to key parameters known to influence

invasibility (in a way similar to the study of

evolutionary branching and phenotypic diversity

when there is no variation in fitness, Geritz et al.

(1998), but initial differences in invader density or

time of introduction (in relation to the cyclic dynamic

of the resident) affects the fate of the system. The

interest of exploring invasions with perfect similarity

is double: (1) it can be seen as a ‘‘null’’ assumption,

as any competitive advantage added to the invader

could only increase its chances of successful estab-

lishment, (2) in numerous cases of alien species

invasion (Sax et al. 2007), or shifted-niche caused by

environmental changes, it is impossible to assess the

invasiveness of a species, and an invader can be in

many aspects similar to a resident species, at least in

terms of the traits usually considered as related to

competitiveness (Richardson and Pysek 2006). This

approach provides a ‘‘best case’’ scenario to assess

the risk of invasion, knowing that the range of

conditions that lead to successful invasion can be

only widened by a difference in species’ traits.

Invasibility versus invasiveness

FORSITE-INV simulations confirm that oscillating

resident populations (caused by competition symme-

try) are susceptible to invasion under conditions that

would be harmless if the resident population size was

stable over time. Indeed, not only do invasions spread

more quickly when an ‘‘aggressive’’ competitor is

introduced, but they can also occur even if the

invader is identical to the resident species in all traits

relevant for the dynamics. Successful invasions not

related to competitive advantage can happen due to

temporal population oscillations in the resident

population that create windows of opportunity for

the invader species by creating a surplus of limiting

resource. Indeed, our analysis show that, when

resident population oscillates due to symmetric

competition, introduction of an invader is more likely

to succeed when it occurs with a ‘‘valley’’ in the

resident’s dynamics, and is overall variable over

time. This phenomenon is made possible by very

difficult conditions for the invader in our system, as it

is introduced only at the stage of seeds and for a short

time. When oscillations are caused by a mechanism

working at the species level (masting synchrony),

their effect on invasion outcome is even stronger than

with symmetric competition: the phase-shift of the

two species’ oscillations completely determines inva-

sion success. And if only the resident exhibit masting

synchrony, the invader has full advantage and always

takes over the landscape. Coexistence is thus highly

constrained by the dynamics of the resident. By fixing

a null invasiveness (of the introduced species), we

show the importance of invasibility (of the resident

community) in biological invasions. Numerous the-

oretical and empirical studies have shown the

potential of traits as dispersal, fecundity or short

life-span to promote invasiveness (Sakai et al. 2001;

Richardson and Pysek 2006), but because only a few

traits have consistently been identified as predictors

of invasion success (Küster et al. 2008) for conser-

vation purpose it might be easier to assess a given

community’s invasibility (Charret et al. 2007). For

that reason, it seems crucial to understand how

invasibility works, even in the absence of environ-

mental variation, and our results confirm the

multiplicity of mechanisms underlying this notion.

Individual-based approach and mechanisms

When cycles are caused by competition symmetry,

the key phase for the invader is establishment. When

introduced in a ‘‘peak’’ of resident density, the

competition exerted by resident individuals is very

high, and prevents seedlings from growing (Caplat

et al. 2008). The introduced seedlings die out after a

few years. When introduced in a ‘‘valley’’, on the

other hand, the invader is able to establish as the

competition exerted by the resident population is at

its lowest. However, if the initial density of the

invader is not high enough, the invader cannot take
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over and may die out. Once established, the invader

follows the same dynamics as the resident, since

inter-specific and intra-specific competition are of

equivalent strength. Because oscillations emerge

from individual interactions, the invader cycles in

phase with the resident, and the success of one or the

other is highly stochastic, as indicated by the three

possible model outcomes (Fig. 2). Due to slight

differences in both species’ density or age structure,

after the establishment phase one species can dom-

inate and exclude the other. At this stage, it is

interesting to note that because of strong competitive

interactions in the model a high density of invader

can negatively affect its success (as expressed

through the mean time to extinction, Fig. 6). In many

cases though, a double-phased oscillation ensues,

with the two species exhibiting a perfect negative

synchronicity (Vandermeer 2006). This behaviour,

particularly within a model that showed its robustness

in other contexts (Caplat et al. 2008), opens exciting

perspectives for theoretical as well as applied studies.

Because of stochasticity in individual interactions,

the invader has the possibility to expand to some

extent with most of the settings, however, its chance

of success depends highly on the simulation settings.

Invader’s survival also likely benefits from the

storage effect (Chesson 2000; Higgins et al. 2000)

due to its iteroparous adults. Consequently different

outcomes appear with different frequencies. A thor-

ough analysis of the influence of parameters on

population dynamics (for instance using the survival

analysis presented in Grimm and Wissel 2004), or a

comparison between FORSITE and a mathematical

(analytical) population dynamics model should shed

light on this behaviour, but is beyond the scope of the

present work.

On the other hand, seed masting is an intrinsic

characteristic of the species, and does not change

with species interactions (viewed from a modeller’s

point of view, it is ‘‘forced’’). Therefore, oscillations

of the resident population are not affected by the

increase of competition when the invader is intro-

duced, and then provide recurrent opportunities for

the invader that can establish regardless of the time of

introduction. An out-of-phase oscillation of the two

populations provides the ideal condition for stable

coexistence, since one population is at its maximum

of resource consumption while the other is at its

minimum. However, when the cycles are in phase,

the dynamics are comparable to the case with

competition-based oscillations: the two species com-

pete with each other and the outcome is stochastic. If

only the resident species exhibit seed masting (and

thus cycles), the invader can establish when compe-

tition is low, but then will not ‘‘recede’’ to let the

resident species increase in density, leading to a

successful invasion.

These findings can have strong implications for

real cases of species invasion or reintroduction,

especially since many reintroduction plans attempt

to take advantage of ecological succession or resident

species dynamics (Maunder 1992). When planning an

introduction or trying to prevent an invasion, one may

check for the presence of cycles in the densities of the

species that compose the resident community. For

instance, recurring introduction of seeds over a cycle

length might enhance the success of invasions/

restoration strategies. Cycles linked to the presence

of symmetric competition might be rare, as this

phenomenon is likely highly context-dependent

(since competition asymmetry dominates most forests

interactions). Seed-masting, on the other hand, is a

common phenomenon (Frey et al. 2007; Lamontagne

and Boutin 2007) and appears in our study as an

important mechanism that can increase invasibility.

In the Mediterranean mountains of Southern France,

black pine (Pinus nigra) is considered an invader and

out-competes the native Scots pine (P. sylvestris)

(Boulant et al. 2008); both black pine superior

invasiveness (high fecundity and growth rate) and

the tendency of Scots pine to exhibit seed masting

may contribute to the dynamics (J. Lepart, personal

communication). In other contexts, simple succession

processes favouring the establishment of large

cohorts can create synchrony in reproduction (since

all trees reach the age of first reproduction about the

same age). Unfortunately, in most ecosystems oscil-

lations of fecundity might be difficult to detect due to

the lack of long-term studies (Muko and Iwasa 2008).

Furthermore, regular oscillations as described in our

model are likely to be hidden by other types of

fluctuation (e.g. caused by climatic variability, envi-

ronmental variation). The authors hope that continued

work on using theoretical approaches, including

individual-based simulations, to inform the planning

of empirical studies may mitigate some of the issues

associated with the need for very long timeframes in

empirical ecological research.
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