
Introduction

Analysis of the composition of exhaled air is a major

approach in noninvasive medicine. Diagnosis based on

analysis of exhaled gases has a number of advantages over

conventional laboratory methods. Analysis of gas mixes is

safe for staff as there is no use of chemicals or biological

fluids. It is also relatively cheap, rapid, and allows detec�

tion of volatile components in exhaled air at the level of

trace substance concentrations in real time. This article

presents algorithms for processing the mass spectra of

exhaled gases obtained using an MS7�200 quadrupole

mass spectrometer with electron ionization and direct

capillary sample loading [1�3]. The gas to be analyzed is

injected into the ionization chamber of the electron�

impact ion source at atmospheric pressure via the capil�

lary input. The resulting ions are introduced to the

quadrupole�type mass analyzer. The mass spectrometric

signals produced are processed using special software and

are compared with spectra in a library of standard mass

spectra for identification of individual spectral compo�

nents and assessment of their concentrations. The capil�

lary sample loading system of the mass spectrometer,

heated to 50°C, allows analysis to be performed at a dis�

tance of up to 5 m from the apparatus. Analysis uses up to

1 mL of sample per minute. The vacuum system is based

on diffusion or turbomolecular pumps.

The aim of the present work was to analyze the

potentials of algorithms for processing information to

classify patients into healthy and sick groups.

Conventional methods for analysis of mass spectro�

metric data generally include preliminary (primary) pro�

cessing for detection of peaks, followed by secondary pro�

cessing to extract the required information on the quali�

tative and quantitative composition of the substance being

analyzed.

1. Preliminary Data Analysis

The first stage in processing mass spectra includes

detection of peaks on the background of noise, along

with surges, base line drift, and effects due to incomplete

peak resolution, with conversion of the continuous spec�

trum into a discrete spectrum. This is carried out using a

search method based on matched filtering or comparison

of derivatives at three points of a sliding data window [4].

Both approaches can be used independently or sequen�

tially (the first after the second) to supplement each

other.

Mass spectra can be represented as an additive mix of

K peaks Xk(t), k = 1, …, K, for example of Gaussian form,

noise n(t), and the baseline f(t):

(1)

where
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t is continuous or discrete time, t = iδt (i = 1, 2, …, N), N

is the total number of mass spectral samples, δt is the dig�

itization interval, Ak, tk, and wk are the intensity, position,

and mean square width of the kth peak, respectively, n(t)

is noise, and f(t) is baseline.

The first method uses a sliding convolution of the ini�

tial signal y(t) with a function fitting peak shape:

(2)

where t is the independent variable (time), g(t) is peak

shape, and T is the size of half the sliding data window.

Peak shape in the present studies was defined by two

normalized functions:

• the first is based on a Gaussian:

where w is the peak halfwidth;

• the second is based on the Hermite function:

where

is the Hermite polynomial of order n at n = 2.

Filtration increases the signal�to�noise ratio by fac�

tors of 6�7 for Gaussian functions and 7�10 for Hermite

functions. However, the Hermite function has the advan�

tage over Gaussian functions in increasing the resolution

of poorly resolved peaks. The convolution procedure pro�

vides for reliable detection of spectral peaks and determi�

nation of their positions.

The signal s(t) is compared with threshold h used for

peak detection and positioning. If the value of s(t) is

greater than h, this point t is regarded as a peak. These

algorithms have been described in more detail in [5, 6].

The second method uses a traditional approach to

detecting peaks in terms of transection of the first deriva�

tive of the null line. Detection reliability for the begin�

ning, end, peak, and interpeak valley can be increased by

comparing derivatives at three points of the sliding data

window. Different methods for evaluating peak parame�

ters using derivatives have been described in [4, 7�9].

2. Secondary Data Processing

The next stage in processing was classification of the

processed mass spectra. Discriminant and cluster analysis

led to classification into groups. The mass spectra from

groups of healthy and sick patients were notably different,

particularly in terms of the latter group having additional

components with masses 55, 59, 64, and 71 Da. This fea�

ture is evidence of changes in the body induced by partic�

ular diseases. It can be suggested that the ratios of the

intensities of mass spectral components contain informa�

tion on the type of pathology, which, after selection of the

appropriate statistics, provides for effective diagnosis of

pathology and, furthermore, classification into groups of

diseases.

The “healthy patients / intensity of mass spectral

components” dataset has the “object–sign” matrix

XS = ⏐xij⏐, where i = 1, …, N is the number of objects

(patients); j = 1, …, M is the number of signs – mass

numbers; xij is the intensity of the jth spectral component

of the ith healthy patient.

The dataset of patients forms an I0 × J matrix in

which the rows contain the intensities of the mass com�

ponents of exhaled air from one patient. This matrix is

designated XI =⏐x0
ij⏐, where i = 1, …, I0 is the number of

objects (patients); j = 1, …, J is the number of signs, i.e.,

mass numbers; x0
ij is the intensity of the jth spectral com�

ponent of the ith sick patient. The matrices “patient /

mass spectra of healthy and sick people” are used to form

a single matrix X of size (I0 + I)⋅J :X = (⏐XS, XI⏐).

Using these data, we form a space of principal com�

ponents (PC) and calculate the matrix of scores T.

We process matrix T with algorithms for discriminant

and hierarchical agglomerative cluster analyses.

2.1. Discriminant analysis. Discriminant analysis is

an approach to multidimensional statistical analysis that

includes methods for classifying multidimensional obser�

vations on the principles of maximal similarity between

the observations being analyzed and observations belong�

ing to defined classes on the basis of training results.

Determination of coefficients of discriminant functions

uses QR decomposition or the algorithms described in

[10]. Mass spectra from healthy people were selected at

the preliminary processing stage for inclusion in the

training set.

The need to carry out this step is explained by the

fact that even the mass spectra of essentially healthy peo�

ple can contain spectral lines with amplitudes character�
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istic of the mass spectra of sick people. This step was run

by identifying mass spectra containing the smallest devia�

tions from the standard mass spectra, i.e., averaged mass

spectra from healthy people. Figure 1 shows the standard

mass spectrum.

Training results consisted of a set of coefficients for

the discriminant function, which were calculated using

one of the algorithms discussed in [10]. Variables in mul�

tidimensional statistics algorithms did not use the initial

peak amplitudes for defined masses but the principal

components obtained by transformation of the initial data

by the principal component analysis (PCA).

The calculated discriminant functions had bound�

aries separating the initial mass spectra of exhaled gases

into groups: healthy people and people with pathology.

Figure 2 shows results obtained by discriminant analysis

using the linear (Fig. 2a) and quadratic (Fig. 2b) meth�

ods, respectively.

Processing of the mass spectra of exhaled gases by

discriminant analysis showed the probability of type I

errors to be tending to zero.

2.2. Cluster analysis. Data processing consisted of

two stages: training and classification. At the training stage,

the spectra of healthy patients formed a space of PC, with

calculation of eigenvectors P and eigenvalues λ = [λ1, λ2,

…, λJ] of covariation matrix K and computation of the

projections of the learning samples on the axis of the prin�

cipal components matrix: T = XS
0

×P, where XS
0

is the cen�

tered mass spectrum for healthy patients.

At the diagnosis stage, the mass spectra of the study

patients are analyzed.

1. The projections of the mass spectrum of the

patient on the principal components axis are computed:

Tc = XI
0

*P, where  XI
0

is the centered mass spectrum of the

patient. Centering of vector XI is performed using the

mean values for columns of matrix X.

Hierarchical algorithmic clustering is applied to

matrix Tc, which is required for separating objects into

clusters. This yields several clusters of data characterizing

Mass, Da

Fig. 1. Standard mass spectrum (the vertical scale shows peak

intensity, relative units).

Fig. 2. Results of discriminant analysis: the horizontal axis shows variables for the first principal component (PCA�1); the vertical axis shows

variables for the second component; a) results of linear discriminant analysis; b) results of quadratic discriminant analysis.
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the specific features of patients’ diseases. Figure 3 shows

separation of healthy (1�12) and sick (20�32) patients into

clusters. Sick patients were divided into eight groups: 13,

14, 16, 17; 15; 18, 20, 28; 19; 21, 23, 29, 30, 31; 22, 26;

24, 25, 27; 32. PCA�1 and PCA�02 are the first and sec�

ond principal components axes.

During subsequent processing, the probability of

correct classification was calculated. For a patient

belonging to the class of healthy, this probability is maxi�

mum when the Euclidean distance between the center of

the "cloud" (the centroid) and the spectral point of this

patient in the PC space is close to zero.

The algorithm has been described in more detail in

[11, 12].

Conclusions

The algorithms considered here for preliminary pro�

cessing and classification based on discriminant and clus�

ter analysis provide for automatic decision�making regard�

ing differences in mass spectra without visual information

analysis presented graphically. This automatic decision�

making may be useful for large�scale rapid analysis. When

there are minor deviations in the calculated values of dis�

criminant functions, repeat measurements should be

obtained with additional information analysis.

Furthermore, these methods should be used in parallel

with other methods for analysis of pathology.

These algorithms are simple to run and provide for

automated decisions regarding the assignment of a signal

to a class.

The algorithms have practical value for specialized

small, low�cost mass spectrometers, where use of auto�

mated classification into health groups using mathemati�

cal methods is particularly appropriate.
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