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Introduction

Initiation of alcohol use (AU) typically occurs during 
adolescence (Wagner and Anthony 2002). Over 70% of 
US high school students report having consumed at least 
one alcoholic beverage (Wechsler 2012), while 34% of 
high school seniors report drinking alcohol to intoxication 
(Bachman et al. 1998). Excessive AU among adolescents is 
associated with leading causes of death as a result of motor 
vehicle accidents and homicides, as well as other risky 
behaviors, such as physical fighting (Boekeloo and Novik 
2011). Thus, it is important to understand how patterns of 
AU change from adolescence through early adulthood to 
inform intervention and prevention efforts aimed at reduc-
ing AU-related risks and negative outcomes.

Developmental studies of AU have consistently shown 
that AU increases linearly throughout adolescence (Duncan 
and Duncan 1996; Duncan et al. 1998, 2006, 1997; Scheier 
et al. 2000), with heavy drinking peaking among individu-
als in their early twenties, and subsequently decreasing 
(Costanzo et  al. 2007). Although these studies have been 
successful in identifying common trajectories of AU, they 
have not tested competing developmental models describ-
ing the possibly different processes that may be driving pat-
terns of AU change over time.

Twin and family studies have demonstrated that AU 
is influenced by genetic and environmental factors, with 
genetic risk factors explaining 50–60% of AU variance 
(Kendler et al. 1994; Reich et al. 1998; Verhulst et al. 2015). 
Genetic influences have been shown to become relatively 
more prominent over time, whereas shared environmental 
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factors become less salient over time (Edwards et al. 2015; 
Kendler et al. 2011, 2008; van Beek et al. 2012). Previous 
longitudinal analyses of the same data used in the present 
study also found that genetic variation increased over time 
(Kendler et  al. 2011, 2008). Further, Van Beek and col-
leagues found evidence of a single, stable set of genetic 
risk factors (van Beek et  al. 2012). In contrast, another 
report found that genetic risks were due to two significant, 
dynamic genetic factors (i.e., different genetic factors influ-
encing AU during different time periods) (Edwards and 
Kendler 2013). One of these genetic risk factors declined 
in young adulthood, while the second increased in salience 
during young adulthood.

However, these genetically informative reports were lim-
ited in so far as they were largely atheoretical. The methods 
did not leverage the classical twin design within a defined, 
developmental framework, but instead relied on Cholesky 
decompositions, which make no theoretical prediction 
about possibly different etiological processes involved in 
changes over time (Kendler et  al. 2011, 2008). Another 
limitation is that they did not specify and test competing 
models representing different developmental hypotheses 
(van Beek et al. 2012; Wichers et al. 2013).

It is plausible that genetic and environmental risk factors 
increase over time as predicted by latent growth models 
(LGMs) (Duncan and Duncan 1991; Duncan et  al. 1994; 
McArdle 1986; McArdle and Epstein 1987; Nesselroade 
and Baltes 1974). In LGMs, the rates of change (slope) 
from baseline levels (intercept) may be linear or non-linear. 
These processes have been referred to as an “unfolding” 
of effects across time (Gillespie et al. 2015). Alternatively, 
there may be an accumulation of random genetic or envi-
ronmental effects as predicted by autoregressive models 
(ARMs) (Boomsma et  al. 1989; Boomsma and Molenaar 
1987; Eaves et al. 1986). It is also possible that both pro-
cesses act jointly on the risk of AU as predicted by dual 
change score (DCS) models (McArdle 2009; McArdle 
and Hamagami 2003; McArdle et  al. 2004). This hybrid 
approach is mathematically and statistically equivalent 
to a random coefficient, multilevel, or hierarchical linear 
model (Bryk and Raudenbush 1987; McArdle and Hamag-
ami 1992; McArdle et  al. 1991; Mehta and West 2000; 
Miyazaki and Raudenbush 2000). Costanzo and colleagues 
(Costanzo et  al. 2007) have used this approach to exam-
ine rates of change in AU (i.e., latent growth effects) and 
changes in the probability of heavy drinking relative to the 
previous probability (i.e., autoregressive effects). Although 
based on genetically uninformative data, their results 
showed that heavy drinking was most common in the early 
1920s, but decreased thereafter, and that for a subset of 
individuals, heavy drinking persisted into later adulthood.

The DCS model has been applied to other complex 
psychiatric behaviors. For example, Gillespie et  al. have 

used this method to distinguish genetic and environmental 
mechanisms underlying adolescent depression (Gillespie 
et  al. 2015). They found that environmental risks were 
best explained with accumulating, autoregressive fac-
tors, whereas genetic risks were best explained in terms of 
latent growth factors that unfold or change at different rates 
across time. To our knowledge, the DCS method has not 
been used to examine the underlying genetic and environ-
mental influences underlying adolescent AU.

Given the importance of gaining a more complete under-
standing of how genetic and environmental influences may 
be contributing to the etiology of adolescent AU, investi-
gating these developmental features within a genetically 
informative, developmental framework is needed. This 
approach has the potential to identify critical time-depend-
ent developmental periods for effective prevention and 
early intervention efforts. Therefore, the aim of the present 
study is to examine within a broader developmental frame-
work the nature of longitudinal changes in the contribu-
tions of genetic and environmental risk factors to AU from 
mid-adolescence through young adulthood. Because of the 
phenotypic and genetic correlations between internalizing 
disorders and AU (Edwards et al. 2014; Grant et al. 2006; 
Hasin et  al. 2005; Kendler et  al. 1993), one hypothesis is 
that the developmental pattern of genetic and environmen-
tal risks will be broadly similar. Accordingly, consistent 
with the results of Gillespie et al. (2015), we hypothesize 
that (i) autoregressive effects will better characterize envi-
ronmental influences on AU, and (ii) latent growth effects 
will describe genetic risk factors.

Method

Sample

Participants came from the Virginia Adult Twin Study of 
Psychiatric and Substance Use Disorders (VATSPSUD) 
(Kendler and Prescott 2006). VATSPSUD consists of Cau-
casian male, female, and opposite sex twin pairs from the 
Virginia Twin Registry (now the Mid-Atlantic Twin Regis-
try) born between 1940 and 1974. Between 2000 and 2004, 
a subsample of the adult same sex male twin pairs were 
assessed as part of an interview to study the nature and 
pattern of risk and protective factors for psychoactive sub-
stance use and psychoactive substance use disorders across 
the lifespan. This study was completed by 1794 males, aged 
24–62 years (M = 40.3, SD = 9.0), which consisted of 752 
complete twin pairs (467 monozygotic and 285 dizygotic) 
and 290 singletons. Zygosity was determined using a com-
bination of self-report measures, photographs and DNA 
analysis (Kendler et al. 2000).
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Measures

The outcome variable used in the models was alcohol use 
(AU). AU was assessed using retrospective self-reports of 
the ages at which changes in AU occurred over the lifespan. 
A Life History Calendar method (Freedman et  al. 1988; 
Furstenberg et al. 1987; Kessler and Wethington 1991) was 
used to assess several variables related to AU. This method 
has shown that although human memory can be relatively 
poor when attempting to recall past behavior, self-report 
information may be improved significantly when probed 
with careful directed questioning involving specific time 
periods and events. Using this method, participants were 
asked how old they were when they first started drinking, 
at what age they drank the heaviest, how much they drank 
(quantity; drinks per day), and how often they drink (fre-
quency; days drank per month). Twins were asked to report 
on these consumption variables at the age when their alco-
hol intake changed. To reduce the number of missing val-
ues in the person year data, values were filled in for ages 
where no change in consumption was reported with the 
previous change amount. Interviews were administered 
via telephone or in-person interviews. The calendar alco-
hol response data was organized into a person year data set 
with person ages ranging from 0 to 61. The full interview 
included a number of retrospective assessments to coincide 
with the timing of major developmental milestones, such as 
alcohol initiation, leaving the parental home, finishing high 
school, and college entry and completion. (Gillespie et al. 
2007).

A person year change in average number of drinks per 
month variable was created using a ‘standard’ unit for a 
drink that equaled one and one-half ounces of spirits, six 
ounces of wine, or twelve ounces of beer. All longitudinal 
modeling used this average number of drinks per month 
variable as the outcome for the selected range of person 
years 15–25. To adjust for wide ranges of the mean AU, we 
applied a log transformation to the data.

Statistical analyses

Autoregressive (ARMs), latent growth (LGMs), and dual 
change score (DCS) developmental models were specified 
and fit to the AU data to test competing hypotheses regard-
ing the nature of the genetic and environmental risk fac-
tors involved in changes in AU over time. ARMs predict an 
accumulation of time-specific random effects and formally 
capture the ‘remembering’ or the ‘forgetting’ of time-
dependent risk factor influences. Genetic or environmental 
risks at each time point are a function of new time-specific 
random effects (“innovations”) plus individual differ-
ences expressed from earlier times (“accumulation”). The 
“innovations” reflect novel, time-dependent genetic effects 

or environmental influences. Cross temporal correlations 
within subjects arise because innovations may persist 
over time and accumulate during development, resulting 
in developmental increases in the genetic or environmen-
tal variances, and increasing correlations between adjacent 
measures.

LGMs predict that developmental change in a phenotype 
is a function of unfolding, random risks in baseline levels 
(intercept) and rates of change (slope) over time that can 
be decomposed into genetic and environmental sources of 
variance. Rates of change can be linear or non-linear. These 
models correspond with special cases of the latent factor 
model in which factor loadings for the baseline levels and 
change factors are functions of the coefficients of a priori 
contrasts on the ages at which the measures were taken.

DCS models are hybrid models specifying that change 
within the genetic or environmental risk factors is a func-
tion of both autoregressive and latent growth factors. The 
DCS model is a more complex developmental model, as it 
combines the LGM (linear and quadratic rates of changes) 
with first-order ARM effects for both genes and environ-
ment. The diagram in Fig. 1 summarizes the principal fea-
tures of this model and how these two types of develop-
mental processes are formally represented and integrated. 
For simplicity, the Figure only considers the elements of 
the model without distinction between genetic and environ-
mental components, although our analysis evaluates both 
independently to allow for the possibility that different pro-
cesses underlie genetic and environmental components of 
developmental change.

Normalized orthogonal contrasts were used for the latent 
growth factor loadings for the intercept (I), linear slope 
(S), and quadratic (Q) latent growth factors in the saturated 
DCS model. These values are shown in Supplementary 
Table 1. In Fig. 1, the first-order, autoregressive coefficients 
are denoted by β and reflect the accumulation of risks due 
to the constant and change factors including latent residual 
error over time. These were set to be equal across ages. The 
item-specific or residual variances in the observed AU fre-
quencies are represented by Ψ, and finally, the error vari-
ances for the latent AU factors at each age (ages 15–25) 
not explained by the constant and change factors are repre-
sented by ϵ.

The variances in autoregressive innovations, as well 
as the intercept and slope from the growth processes, can 
be decomposed into additive (A) genetic, shared (C), and 
unique (E) environmental variance components using 
standard biometrical genetic methods for twin data (Jinks 
and Fulker 1970; Neale and Cardon 1992). Because 
monozygotic (MZ) twin pairs are genetically identical, 
while dizygotic (DZ) twin pairs share on average half of 
their segregating genes, the expected twin pair correlations 
for the genetic (A) effects are 1.0 and 0.5, respectively. An 
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important assumption in twin modeling is that the com-
mon environments (C) are equal in MZ and DZ twin pairs, 
and because non-shared environments (E) are by defini-
tion uncorrelated, E must also reflect measurement error. 
The developmental models were fitted and compared using 
structural equation modeling within the R-based OpenMx 
software package using Full Information Maximum Like-
lihood (FIML) (Boker et  al. 2011; Neale et  al. 2006; R 
Development Core Team 2013).

The full DCS model (Model 1) can be modified by 
removing the LGM component to produce a pure ARM 
(Model 2), or by removing the ARM, resulting in a pure 
LGM (Model 3). Within the twin model, the structure can 
then be further simplified. Model 4 removed the effect of 
shared environmental influences for both the LGM and 
ARM components. Model 5 removed the genetic ARM 
component and the unique environmental LGM compo-
nent. Thus, Model 5 predicted that LGM effects account for 
genetic risk factors, while ARM effects account for unique 
environmental influences on AU.

The best-fitting model was identified by examining the 
lowest Akaike Information Criterion (AIC) (Akaike 1987), 
Bayesian Information Criterion (BIC), and sample-size 
adjusted BIC (sBIC) (Schwarz 1978), which are informa-
tion-based parsimony indices. Selecting a best-fitting model 
based solely on log-likelihoods can be misleading due to 
‘over-fitting’ since modeldata misfit will decrease sim-
ply by adding more parameters to a model. Therefore, the 
advantage of parsimony indices is that they penalize mod-
els with larger numbers of parameters, thereby providing an 
index of each model’s efficiency to explain the patterning 

in observed data when balanced against model complexity. 
Our rationale for including BIC and sBIC is also based on 
simulations (Nylund et  al. 2007), which have shown that 
these indices outperform AICs (Schwarz 1978). Informa-
tion based indices are appropriate when model compari-
sons are to be made for models that are not all nested, as is 
the case here. Under Model 5, the means for the unshared 
environmental (E) ARM component were necessarily mod-
eled on the latent true scores for each observed phenotype, 
as opposed to the intercept, slope and quadratic in the full 
DCS model (Model 1).

Results

Descriptive statistics

The full MZ and DZ twin correlation matrices by age are 
presented in Supplementary Tables  2 and 3, respectively. 
Generally, the MZ twin correlations showed an increase 
until peaking at age 21 (r = 0.50), after which the correla-
tions stabilize or decline slightly, ranging between 0.46 and 
0.48. Conversely, the DZ within-pair twin correlations are 
more modest, ranging between 0.17 and 0.37. Despite a 
slight increase from age 15 through age 18, the correlations 
subsequently decrease steadily. The size of the MZ correla-
tions are greater than the DZ correlations at all time points, 
but the DZ correlations are also greater than twice the MZ 
correlations. This suggests that familial aggregation is 
likely attributable to a combination of additive genetic and 
shared environmental risk factors.

Fig. 1  Path diagram of a 
structural model for the devel-
opmental changes in alcohol 
use for autoregressive and latent 
growth curve effects for ages 
15 through 25. I intercept (con-
stant), S slope (linear rate of 
change), Q quadratic (nonlinear 
rate of change), β—first-order, 
autoregressive coefficients (the 
accumulation of risks due to 
the constant and change factors 
including latent residual error 
over time), Ψ—item-specific 
or residual variances, ϵ—error 
variances for the latent AU fac-
tors. This model can be applied 
to genetic or environmental 
developmental change, or both
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Developmental models

Table 1 shows a summary of the fit indices for the differ-
ent model comparisons. As hypothesized, the best-fitting 
developmental model as determined by the AIC, BIC, 
and sBIC was Model 5, which predicted that LGM effects 

account for genetic risk factors, whereas an ARM better 
characterizes how unique environmental influences operate 
on AU. Figure 2a shows the expected means for AU change 
by age as predicted by Model 5. There is an approximately 
linear increase in changes in AU from age 15 through age 
21, at which point changes in consumption stabilize. Fig-
ure 2b shows the patterns of change in the genetic, unique 
environmental, and total phenotypic unstandardized vari-
ances. The pattern of mean changes in AU roughly cor-
responds to the patterns of change in the variance of AU 
across the ages measured. There is a marked increase in 
the total phenotypic variance from age 15 to age 18, at 
which time the effect stabilizes followed by relatively small 
changes through age 25. The average contribution of the 
unique environment also shows a sharp increase from age 
15 to age 18, but then shows a decline. The genetic vari-
ance, however, increases fairly linearly with age.

The key model parameter estimates from the best-fitting 
model are presented in Table 2. The top panel of the table 
presents the variances of the latent growth factors on the 
diagonal and their inter-correlations on the off diagonal. 

Table 1  Model fit statistics

EP estimated parameters, df degrees of freedom, AIC Akaike infor-
mation criteria, BIC Bayesian information criterion, sBIC sample-size 
adjusted Bayesian information criterion, DCS dual change score, A 
additive genetic risks, C shared environmental risks, E unique envi-
ronmental risks

Model EP df AIC BIC sBIC

1. Full DCS 55 19,668 11826.45 −85508.46 51369.95
2. Autoregressive 45 19,678 14735.04 −82649.36 54260.81
3. Latent Growth 24 19,699 16317.53 −81170.79 55806.08
4. AE (No C) 38 19,685 11826.00 −85593.05 51339.36
5. A growth + E 

autoregressive
23 19,700 11185.57 −86307.70 50672.35
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Fig. 2  a Changes in the phenotypic means across age. b Changes in the phenotypic, genetic, and unique environmental unstandardized vari-
ances across age. Shaded areas denote 95% confidence intervals

Table 2  Parameter estimates 
from best-fitting model (95% 
CI)

The top panel presents the variances of the latent growth factors on the diagonal and the correlations 
between them on the off-diagonal

Intercept Linear slope Quadratic slope

Intercept 1.05 (0.85, 1.28)
Linear slope −0.14 (−0.30, 0.02) 0.13 (0.08, 0.18)
Quadratic slope −0.07 (−0.31, 0.16) −0.48 (−0.95, −0.21) 0.06 (0.02, 0.10)
Means 1.95 (1.81, 2.04) −0.05 (−0.12, 0.02) −0.29 (−0.32, −0.24)
Autoregressive param-

eter (β)
0.77 (0.75, 0.79)
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The middle panel presents the means of the latent growth 
parameters. The bottom panel presents the autoregres-
sive parameter. As can be seen in the table, the mean of 
the latent intercept (1.95, 95% CI 1.81–2.04) represents 
the average level of reported changes in AU across the age 
range. The relatively large variance in the intercept indi-
cates that there is considerable heterogeneity in the level 
of AU. The small and statistically non-significant linear 
slope parameter suggests a lack of linear change in reported 
changes in AU across this time period in the aggregate. 
However, although relatively smaller, the presence of vari-
ance in the linear random slope effects implies that there 
were individual differences in the rate of linear change over 
time. The mean of the quadratic slope is larger, negative, 
and statistically significant, indicating a nonlinear curva-
ture aspect to the expected trajectory of changes in AU. 
The smaller variance for the quadratic slope suggests there 
is less heterogeneity in the nonlinear curvature. Finally, the 
autoregressive parameter, β (0.77, 95% CI 0.75–0.79), rep-
resents the consistency of changes in AU over time.

Notably, the genetic correlations between the intercept 
and the linear slope and the intercept-quadratic slope cor-
relations were relatively small and not statistically signifi-
cant. However, the correlation between the linear and quad-
ratic slopes is much larger and statistically significant, but 
caution should be used when interpreting this association 
because the magnitude of the variances of the two slopes 
(and hence the covariance) is quite small.

Discussion

We investigated the nature of longitudinal contributions of 
genetic and environmental risk factors to changes in AU 
from mid-adolescence through young adulthood. While a 
cursory inspection of the twin correlations may suggest that 
familial aggregation in AU is potentially attributable to a 
combination of additive genetic and shared environmental 
risk factors, we were able to drop the shared environmen-
tal variance components with no statistically significant 
reduction in model fit. This type of global parameter test-
ing is often performed first to determine if a more parsi-
monious model fits the data better. Therefore, on the basis 
of parsimony, we chose the best fitting model to be Model 
5. Despite this, these patterns underscore the need for fol-
low-up inspection of the shared environment as part of the 
developmental process.

With model 5 as the best fitting model, the way genetic 
risk factors contribute to changes in AU over time between 
ages 15 and 25 were best described by expectations from a 
quadratic LGM (i.e., an unfolding). In other words, genes 
were found to affect baseline levels of AU and rates of 
change across time. The main implication of the LGM best 

describing how genes influence changes in AU is that the 
same genes may be expressed at different stages of devel-
opment, although their effects may increase with age. In 
contrast, unshared environmental influences were best 
described by expectations from an ARM (i.e., an accumu-
lation), suggesting that the impact of idiosyncratic aspects 
of the environment is cumulative. Thus, an adverse or pro-
tective event occurring at age 15, such as a break-up with 
a significant other or becoming involved with a sport, can 
continue to influence AU at later ages, in addition to other 
life events.

Our results based on the exhaustive, hybrid DCS model 
are broadly consistent with previous results using the 
same data (Kendler et  al. 2008). These results showed 
that genetic variation increased over time, which we also 
found. However, as mentioned in the introduction, Kend-
ler et al. (2008) used a Cholesky decomposition to obtain 
their results, which is useful in describing how genetic 
effects act over time, but provides no information about the 
underlying mechanisms contributing to the changes in the 
genetic and environmental variance. The DCS model goes 
beyond the Cholesky decomposition to elucidate how these 
underlying mechanisms are changing over time.

Although DCS models have been applied to a variety 
of complex behaviors, to our knowledge, this is the first 
study to specify and compare a broader set of competing 
longitudinal developmental models within the context of 
a twin design to characterize the sources of genetic and 
environmental risks involved in changes in AU from mid-
adolescence to young adulthood. Previously, Gillespie and 
colleagues compared the fits of competing developmental 
models to investigate longitudinal change in adolescent 
depression (Gillespie et al. 2015). Similar to our findings, 
environmental risks were best explained as an accumulat-
ing, autoregressive process, and genetic risks were best 
explained as an unfolding, latent growth process. One pos-
sible explanation for why both complex behaviors appear 
to follow similar genetic and environmental models for 
change is that they are modestly correlated (Buckner et al. 
2007; Conner et al. 2009). One proposed pathway to prob-
lematic alcohol use is through internalizing disorders (Hus-
song et  al. 2011; King et  al. 2004). Thus, it may be that 
the genes and the environment that influence adolescent 
depression operate broadly in similar ways as do the pro-
cesses influencing adolescent AU.

Another study that is relevant to the current findings 
is the report by Costanzo and colleagues (Costanzo et  al. 
2007). Although they did not use genetically informative 
data, they used a similar modeling approach to examine 
rates of change in AU and changes in the probability of 
heavy drinking. They showed that heavy drinking is most 
common in the early 20s, but decreases thereafter, and that 
for a subset of individuals, heavy drinking persists into 
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later adulthood. This is consistent with our findings that 
the mean changes in AU increased through age 21. Also 
of interest is that our MZ twin correlations and pattern of 
genetic variance increased steadily until age 21, when they 
peaked, and then stabilized thereafter. Accordingly, it is 
possible that genetic factors underlie the pattern of drinking 
behavior shown in the Costanzo et al. (2007) study.

These results are also broadly consistent with the notion 
of there being two discernable genetic risk factors involved 
in changes in AU over time: an adolescent-limited genetic 
risk factor and an adult-onset genetic risk factor (Edwards 
and Kendler 2013). Because externalizing disorders and 
alcohol problems are genetically correlated during adoles-
cence (Hicks et  al. 2007), it may be that the adolescent-
limited genetic risk factor is broadly capturing liability 
to externalizing disorders, which includes AU, while the 
adult-onset genetic risk factor is capturing liability specifi-
cally for alcohol use disorder (Edwards and Kendler 2013).

Limitations

The findings of the present study should be considered in 
the context of three limitations. First, our sample only con-
sisted of white male twins, and therefore, our results may 
not generalize beyond this population. However, white 
males were targeted because they have significantly higher 
rates of AU than other populations (Grant et  al. 2015; 
Hasin et al. 2007). Previous analyses have shown that this 
sample is broadly representative of white U.S. males and 
do not differ from the general population in rates of psycho-
pathology, drug use, and abuse (Kendler et al. 2000).

Second, these analyses were carried out on retrospec-
tively assessed data, which may be subject to various 
degrees of recall bias. A Life History Calendar (LHC) 
method (Belli 1998) was used to improve recall accuracy 
when assessing the twins by providing multiple cues to 
improve recall (Belli 1998). The reliability of retrospec-
tive recall of AU using the LHC method is good (Czarnecki 
et al. 1990; Koenig et al. 2009) and previous studies sug-
gest that retrospective assessments might suffer less from 
underreporting than prospective assessments of AU (Czar-
necki et al. 1990; Koenig et al. 2009). The sampling time 
frame was also limited to age 25. It is unclear how genetic 
and environmental risks will continue to impact AU at later 
ages.

Third, because values were filled in for ages where no 
change in consumption was reported with the previous 
change amount, it is possible that participants’ use was not 
constant in between the reported ages. To determine if this 
possibility would change the best-fitting model, we fitted 
the same sequence of models using only the actual reported 
change data. Because of the large amount of missing data, 

model solutions and parameters estimates were unable to 
reliably converge.

Conclusions

Using a large sample of male twins, we formally tested 
and compared longitudinal twin models to investigate the 
nature of how genetic and environmental influences con-
tribute to changes in AU over a developmentally relevant 
period of mid-adolescence through young adulthood. Mod-
eling fitting results showed that genetic influences were 
consistent with an unfolding, growing pattern of risks as 
predicted by a latent growth model, while unshared envi-
ronmental factors were best described by an accumulating 
pattern of risk as predicted by autoregressive effects. These 
findings add to our understanding of how genetic and envi-
ronmental risk factors may operate to influence changes in 
AU across time. The results of this study will inform gene 
identification efforts and ultimately help to identify critical 
developmental periods for effective prevention and early 
intervention efforts.
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