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Abstract The companion paper by Rota and Rosti (Bull Earthq Eng, 2017) illustrates a

methodology for comparing PSH results with historical macroseismic observations at

different scales, in terms of mean damage. This paper presents examples of application of

the methodology, at the different considered scales, to the South-East quarter of France.

This moderate seismicity region is characterised by a long history of civilization, which

makes macroseismic observations available for a long time span, although they are highly

approximated measures of the seismic action and they are affected by significant uncer-

tainties. The first scale of application presented is at a single site, i.e. the city of Annecy.

This example shows that, despite the seismic history of this city is characterised by a

significant number of macroseismic observations spanning over a long time period, they

mostly consist of very low intensity values and hence the comparison at a single site is not

very meaningful. Therefore, the comparison is carried out on a set of seven aggregated

sites, well distributed in the region of interest, providing interesting results and suggesting

the opportunity of extending the comparison at an even larger scale. The comparison at the

regional scale also allows some interesting observations, although it is obviously able to

only provide general (average) indications on the PSH results. These comparisons were

aimed at showing the applicability of the proposed methodology, pointing out advantages

and drawbacks of the different application scales.
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1 Introduction

Recent examples of large and destructive earthquakes occurring in places mapped as

having relatively low hazard, and hence producing shaking much greater than predicted by

the hazard maps, sparks debates concerning the need for verification and/or validation of

the ground motion intensity estimates provided by probabilistic seismic hazard (PSH)

analysis studies (Iervolino 2013). Indeed, as discussed for example by Stirling and Petersen

(2006), overestimating seismic hazard of an area may lead to an unnecessary increase of

the building construction costs. Conversely, underestimating seismic hazard may result in

engineers and planners being unprepared in front of the effects of a major earthquake,

which would produce unexpectedly high consequences in terms of costs and victims.

Stein et al. (2011) noticed that, surprisingly, although hazard maps are widely used in

many countries, very often their results have not been objectively tested. Despite research

focused on objective testing of PSH models has been progressing for some years (e.g.

Stirling 2012) and several initiatives have been launched to test earthquake forecast around

the world (e.g. the Collaboratory for the Study of Earthquake Predictability, CSEP, the

Global Earthquake Model, GEM, and the Yucca Mountain seismic hazard modelling

efforts), there are currently no generally agreed upon criteria for judging the performance

of a PSH map.

Different types of observations can be used for the comparison with seismic hazard

results, including accelerometric data (e.g. Ordaz and Reyes 1999; Albarello and D’Amico

2008; Stirling and Gerstenberger 2010; Tasan et al. 2014), ‘‘synthetic’’ accelerations (e.g.

Ward 1995; Tasan et al. 2014), macroseismic intensities (e.g. Stirling and Petersen 2006;

Labbé 2010) and fragile geological structures (e.g. Purvance et al. 2008; Baker et al. 2013).

To this end, the use of independent data, i.e. data not directly included in the PSH,

whenever available, should be preferred to allow meaningful comparisons (Beauval 2011).

A multi-scale methodology for comparing the results of PSH with macroseismic

observations was proposed in the companion paper by Rota and Rosti (2017). This paper

presents some applications of the proposed methodology, at different scales, to illustrate

the different steps of this approach and highlight advantages and drawbacks of the selected

procedure. The area of study considered for the application consists of the South-East

quarter of France. The choice of France for the application derives from the fact that it is an

example of moderate seismicity region, for which the interest towards the improvement of

PSH studies is demonstrated by the recent establishment of a very comprehensive project,

the Sigma project, financed by the scientific and industrial community in France. The

project was aiming at improving the knowledge on PSH methodologies and the reliability

of PSH results, by obtaining robust and stable estimates of the seismic hazard in France, by

means of a better characterisation of the uncertainties involved.

The multi-scale methodology discussed in Rota and Rosti (2017) was hence developed

within the framework of the project Sigma. The approach is based on the use of macro-

seismic intensity observations, starting from the consideration that, in France, more or less

reliable historical records, in terms of values of macroseismic intensity, are available on a

rather long period of time (around a millennium) and these could be used for comparisons

with the results of PSH. However, metropolitan France is characterised by a relatively low

seismicity, if compared to other European countries, and this explains the availability of a

limited number of events producing intensity observations corresponding to some struc-

tural damage. This obviously strongly affects the results of the comparison at single sites,

as shown by the example application reported in this paper. For these reasons, the
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comparison was also carried out on a set of seven aggregated sites, located in the South-

East of France, taking advantage of the assumption of ergodicity of the process of

earthquakes’ occurrence, which allows sampling in space. Finally, a larger scale was

considered, including the entire region of interest. In this case, a grid of points was

identified, covering the South-East of France and stochastic fields of ground motion were

simulated to generate synthetic acceleration values, compatible with the historical

observations.

It is important to remark that this work does not aim at validating the results of PSH, but

simply at comparing them with macroseismic observations and commenting on the results

of this comparison. Moreover, the focus of the paper is not on the results obtained, which

are obviously affected by the several assumptions considered in the approach, but on

showing the applicability, at the different scales, of the methodology proposed by Rota and

Rosti (2017).

2 Area of study, relevant building typologies and relative diffusion

The area of study was identified as the South-East quarter of France (dark grey area in

Fig. 1), which includes eleven departments, consisting in Alpes Maritimes, Hautes-Alpes,

Haute-Savoie, Vaucluse, Savoie, Isère, Rhône, Drôme, Alpes de Haute-Provence, Bouches

du Rhône and Var.

To convert macroseismic intensities into mean damage values, information is needed on

the building stock existing in the area at the time of the historical events generating the

observations. This information is also needed to select appropriate typological fragility

curves, which are necessary for converting PGA values into mean damage values. Hence,

for a number of sites located in the area, information regarding the building stock, its

evolution over time, the history and the urban development was collected, taking advan-

tage of all possible sources of information. However, the collected information resulted to

be general and not very useful for a precise identification of building typologies at the time

Fig. 1 Map of metropolitan
France, with identification of the
area of study (dark grey)
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of the historical observations. Hence, for each site, the identification of building typologies

was carried out based on expert judgement.

In the South-East quarter of France, the historical building stock is mainly constituted

by undressed stone masonry buildings with flexible floors. The four structural typologies

reported in Table 1 were identified as of interest, differing by the number of storeys (i.e.

1–2 storeys and more than 2 storeys) and the presence or absence of tie-rods and tie-beams.

Their relative diffusion in the area depends on the environmental context of the site. Three

different categories were considered, i.e. larger cities, smaller villages and villages in the

Alps. For each category, weights were attributed to each of the four considered structural

typologies (Table 2). These weights were defined based on the information collected,

making large use of expert judgment, considering for example that larger cities are

characterised by higher percentages of high-rise buildings with respect to smaller villages

and villages in the Alps. Furthermore, higher weights were associated with structural

typologies with tie-rods and tie-beams in the larger cities, as these devices are more

frequently adopted for the case of taller buildings and for important structures (more

diffused in cities).

The assumptions on the subdivision of the building stock at the time of the events, for

each considered site, could be obviously improved, whenever more refined information

would be available. As an alternative, Riedel et al. (2015) proposed a simplified

methodology for assessing vulnerability, starting from very poor information on the

building stock (age of construction and number of stories). Although promising, this

methodology includes many assumptions, whose reliability should be further tested.

3 Conversion of macroseismic intensities into mean damage values

3.1 Available macroseismic observations

Macroseismic observations for the study area were retrieved from the online SisFrance

database (http://www.sisfance.net), which gathers parametric information on French his-

torical seismicity over about a thousand years (although the time span for the catalogue

Table 1 Relevant building typologies for the area of study

Typology Description No. of storeys

1 Undressed stone masonry—flexible floors—w/ tie-rods and/or tie-beams 1–2

2 Undressed stone masonry—flexible floors—w/o tie-rods and tie-beams 1–2

3 Undressed stone masonry—flexible floors—w/ tie-rods and/or tie-beams [2

4 Undressed stone masonry—flexible floors—w/o tie-rods and tie-beams [2

Table 2 Weights attributed to the identified building typologies, depending on the environmental context

Environmental context wTyp. 1 wTyp. 2 wTyp. 3 wTyp. 4

Larger city 0.05 0.50 0.15 0.30

Village in the Alps 0.10 0.60 0.10 0.20

Smaller village 0.10 0.70 0.05 0.15
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completeness is significantly shorter). The database, which is described in Scotti et al.

(2004), provides, for each event, date and time of the earthquake, nature of the shock (e.g.

mainshock, foreshock, aftershock, etc.), epicentral location (with an associated reliability

index) and epicentral intensity. In addition, for each event, a macroseismic data table lists

all the sites where the earthquake has been felt, with macroseismic observations expressed

in the MSK-64 intensity scale (Medvedev et al. 1964). A different code is attributed to each

macroseismic intensity, according to the reliability of the information linked to the

observation.

For the considered study area, the database includes 711 events causing observations,

most of which have epicentral intensity smaller than or equal to 5, corresponding to no

damage. 603 of these events have epicentre located in France, 108 outside France. Con-

sidering also the nature of the shock, there are 89 mainshocks with epicentre in France and

with epicentral intensity at least equal to 6, causing macroseismic observations in the study

area.

The number of macroseismic observations with intensity at least equal to 6 (corre-

sponding to slight damage in the MSK scale), is about 14% of the total (i.e. 640 out of 4573

observations), confirming that the large majority of the reported macroseismic observations

corresponds to intensity values too low to be of any engineering interest. They were

produced by 107 independent events. Among these observations, 475 are due to French

events (12.1% of the 3928 observations due to French events), whereas 165 are caused by

foreign events (25.6% of the 645 observations). This calls for the need of homogenisation

of the data related to events occurring at the borders since, according to Rovida (2013) and

Scotti (2013), SisFrance and the databases of neighbouring countries (e.g. the Italian

macroseismic database DBMI11, Locati et al. 2011) provide different intensity evalua-

tions, which go behind the use of different macroseismic scales.

Figure 2 (left) shows a subdivision of the 107 independent events based on the period of

occurrence. The first event, for which intensities at least equal to 6 were observed, cor-

responds to the 23rd of June 1494 earthquake, with epicentre in the Alps Niçoises.

Observation of the plot suggests that the database is very likely to be incomplete in time.

Indeed, the number of events increases exponentially with time, which is not physically

realistic, unless it indicates a lack of information on older events, not reported in the

catalogue. Values of macroseismic intensity observed in the selected area and caused by

independent events are shown in Fig. 2 (right).
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Fig. 2 Number of independent events causing observations with intensity at least equal to 6 in the study
area, for different time intervals (left) and statistics of the corresponding macroseismic intensities
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3.2 Consideration of uncertainty on macroseismic observations

The French macroseismic database SisFrance reports indications on the reliability of each

macroseismic observation, based to the quality of the information. Code A means that the

reported macroseismic intensity value is certain, code B denotes a fairly certain intensity,

whilst code C corresponds to an uncertain intensity value.

To account for these uncertainties, the intensity values were converted into weighted

discrete distributions of values, centred on the reported intensity and depending on the

reliability of the observations. In case of reliability code A, only the reported intensity

value was considered. In case of code B, the reported intensity value, I, and the intensity

levels I ±0.5 were taken into account. In case of code C, the reported macroseismic

intensity value, I, and the intensity levels I ±0.5 and I ±1 were considered. The weights of

each discrete intensity level were defined based on normal distributions, centred on the

reported intensity, with a standard deviation equal to 0.25 for code B and 0.50 for code C

(Fig. 3).

Each weight (Table 3) was calculated by integrating the area subtended by the normal

distribution and bounded by the midway percentiles with respect to the selected intensity

level.

3.3 Conversion of macroseismic observations into mean damage values

As discussed in Rota and Rosti (2017), the macroseismic method proposed by Lago-

marsino and Giovinazzi (2006) is used for converting macroseismic intensities into mean

damage values. The method accounts for the uncertainty in the attribution of a building

I-0.5 I I+0.5
Intensity

PD
F

I-1 I-0.5 I I+0.5 I+1
Intensity

PD
F

Fig. 3 Normal distributions centred on the reported intensity level, for reliability codes B (left) and C
(right)

Table 3 Weights attributed to
the discrete intensity levels,
based on the reliability index

Intensity level Code A Code B Code C

I - 1 0 0 0.09

I - 0.5 0 0.26 0.24

I 1 0.48 0.34

I ? 0.5 0 0.26 0.24

I ? 1 0 0 0.09

4614 Bull Earthquake Eng (2017) 15:4609–4633

123



typology to the EMS-98 (Grünthal 1998) vulnerability classes by defining different values

of the vulnerability index.

By only slightly modifying the macroseismic method and assuming the membership

function has the meaning of a probability density function, the five vulnerability index

values of a given building typology can be defined as percentiles of the membership

function and a different weight can be attributed to each of them. In particular, they were

defined as corresponding to the 2nd, 16th, 50th, 84th and 98th percentiles. The weights

were then defined by integrating the area subtended by the membership function and

bounded by the selected percentiles, similarly to what proposed for the uncertainty on the

intensity values. This modified definition of the vulnerability indices has the advantage that

they are defined in probabilistic terms. Moreover, the attribution of weights based on

percentiles has the further practical advantage of obtaining the same weights for different

building typologies, provided that the same percentiles are selected.

Figure 4 depicts the membership functions obtained for the four considered building

typologies, with the vulnerability indices (diamonds correspond to the median vulnerability

index, dots to the 16th and 84th percentiles, whilst squares denote the 2nd and 98th

percentiles).

It is noted that building typology 4 of Table 1 was assumed to correspond to the

typology M1 of the macroseismic method (rubble stone masonry). The membership

functions of typologies 2 and 3 were obtained from that of typology 4, by applying the

behaviour modifier for low-rise buildings (-0.08) and for the presence of tie-rods and tie-

beams (-0.08), respectively. They coincide because the values of the two behaviour

modifiers coincide. The function for typology 1 was obtained by applying both the low-rise

modifier and the one accounting for the presence of tie-rods and tie-beams. As could be

expected, the membership function becomes narrower (i.e. reduced range of uncertainty)

when additional information on the building typology is added by means of a behaviour

modifier. Also, the membership functions of building typologies 1, 2 and 3 are shifted

leftward with respect to typology 4, confirming the lower vulnerability of low-rise

buildings (typologies 1 and 2) and buildings with seismic devices (typologies 1 and 3).

Table 4 reports the values of vulnerability index and the corresponding weights, calculated

for the four building typologies of interest. It is noted that, by definition, the weights

associated to a given percentile are the same for all building typologies.

By knowing the vulnerability indices of each building typology, it was possible to

convert each intensity level into five values of mean damage (Fig. 5). It can be noted that,

for a given intensity level, mean damage values are larger in case of mid-rise undressed

stone masonry buildings without tie-rods and tie-beams (Fig. 5, right) and the range of
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Fig. 4 Membership functions of typologies 1 (left), 2 and 3 (centre) and 4 (right), with vulnerability indices
(diamonds correspond to median vulnerability index, dots to 16th and 84th percentiles, squares to 2nd and
98th percentiles)
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uncertainty of mean damage values is wider with respect to the case of low-rise rubble

stone masonry buildings with tie-rods (Fig. 5, left).

4 Selection of fragility curves for the derivation of mean damage values
generated by different PGA levels

4.1 Considerations on the selected fragility curves

In the proposed methodology (Rota and Rosti 2017), fragility curves are used to connect

the rates of exceedance of PGA levels (obtained from PSH) to mean damage values, to

allow the comparison with historical observations. In this case, empirical fragility curves

derived from the statistical elaboration of post-earthquake damage data gathered after

Italian earthquakes were used. This choice was based on the assumed similarity between

the building typologies typical of the South-East French historical building stock and some

of the typologies for which Italian post-earthquake damage data are available. Moreover,

the use of empirical fragility curves calibrated independent of the French historical

macroseismic data was deemed necessary for the implementation of an unbiased

comparison.

4.2 Considered database of empirical damage data

The considered database of damage data collects information on approximately 140,000

buildings, damaged by six Italian earthquakes occurred in the period 1980–2009. The post-

earthquake survey data processed by Rota et al. (2008a, b) were integrated by adding

survey data gathered after the event of L’Aquila (2009), including a significant number of

data on buildings located very close to the epicentre. The obtained database concerns

buildings characterised by a very homogeneous vulnerability, since all data correspond to

Table 4 Values of vulnerability
index for the four considered
building typologies and corre-
sponding weights

Vulnerability index Typ. 1 Typ. 2 and 3 Typ. 4 Weight

V2 0.65 0.71 0.68 0.09

V16 0.69 0.77 0.80 0.24

V50 0.74 0.83 0.88 0.34

V84 0.79 0.87 0.95 0.24

V98 0.82 0.90 0.99 0.09
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Fig. 5 Mean damage values versus intensity for the four building typologies of Table 1: typology 1 on the
left, typologies 2 and 3 in the centre and typology 4 on the right
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events occurred in the Apennines region of Southern-Central Italy. The seismic events

considered for the creation of the database consist of Irpinia (1980), Abruzzo (1984),

Umbria-Marche (1997), Pollino (1998), Molise (2002) and L’Aquila (2009). Their char-

acteristics, which were retrieved from the parametric catalogue of Italian earthquakes

(CPTI 2004), can be found in Rosti et al. (2017).

The data collected after the different events were homogenised and subdivided into

several building typologies and damage levels, according to the hypotheses discussed in

Rosti et al. (2017). This operation required some assumptions, as the survey forms used for

post-earthquake damage data collection evolved with time. Buildings were subdivided into

23 typologies, but only four of these were considered as relevant for South-East France, all

consisting of undressed stone masonry buildings with flexible floors (Table 1).

Consistently with the European Macroseismic Scale, five damage grades plus the

absence of damage (DS0) were considered: negligible to slight damage (DS1), moderate

damage (DS2), substantial to heavy damage (DS3), very heavy damage (DS4) and

destruction (DS5). In the derivation of fragility curves, PGA was selected for representing

the ground motion. A single value of PGA, evaluated by means of the Sabetta and Pugliese

(1987) attenuation law on rock, was attributed to each municipality affected by one of the

considered earthquakes. This GMPE was selected because it was derived based on the

same earthquakes for which data were available and hence it appeared a consistent choice.

The issue of survey completeness was considered, to obtain an unbiased sample of data,

in accordance with Rota et al. (2008a, b). After processing of the available data and

considerations on survey completeness, the database finally used for the derivation of

fragility curves includes 142,259 usable data, among which 58,408 correspond to the four

stone masonry building typologies of interest for the area of study. Figure 6 shows the

number of buildings falling in each of the four considered building typologies (left) and the

subdivision of these (58,408) data into the different PGA intervals (right).

4.3 Derivation of fragility curves and considerations on the results obtained

The derivation of the fragility curves used in this study required the following steps:

• Determination of the Damage Probability Matrixes (DPMs), representing, for each

building typology and for each PGA interval, the experimental probability of

occurrence of the different damage states.

Fig. 6 Number of buildings for the four considered building typologies (left) and the different PGA levels
(right)
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• Computation of the probability of exceeding a certain damage state by progressively

summing the experimental frequencies from the highest to the lowest level of damage.

• Fitting of the experimental data with a lognormal cumulative distribution by means of

the weighted nonlinear regression algorithm of Levenberg (1944) and Marquardt

(1963).

Observation of the DPMs corresponding to some typologies highlighted a large predom-

inance of DS1 over the other damage state probabilities, independently from the level of

ground motion, particularly for the most vulnerable building typologies (old stone masonry

buildings). As discussed in Rota and Rosti (2017), one possible reason for this trend could

be the presence of pre-existing damage, which is due to bad maintenance conditions and

cannot be ascribed to the seismic event. This pre-existing damage is typically of modest

entity, hence mainly affecting the lowest damage levels, and it translates into an unreal-

istically high percentage of buildings (as high as 90% for the case of typology 1) with

damage level DS1 for PGAs lower than 0.05 g. Another possible reason can be related to

the issue of survey completeness, which may lead to an underestimation of the percentage

of undamaged buildings, particularly in the areas further away from the epicentre, which

are hence characterised by low values of ground motion. Based on these considerations, the

obtained fragility curves were modified, by ignoring the experimental points in the first

PGA interval (i.e. PGA = 0.025 g), which are assumed to be affected by the issues

discussed.

Figure 7 reports the fragility curves obtained for the four considered building typolo-

gies, which were used in the following parts of this study. Despite the introduced modi-

fication, the obtained modified empirical fragility curves still show a trend which is not the

typical lognormal shape, indicating that probably the distribution of the empirical data into

the different damage and PGA levels does not follow a lognormal model. Alternative

models could be hence explored, trying to improve the fitting of the empirical data. Also,

despite the removal of the first empirical point (lowest PGA level), the role of pre-existing

damage could still be significant and could require further analysis.

4.4 Comparison of the derived mean damage versus PGA curve
with observed data

For each considered building typology, the probabilities of reaching different damage

levels were computed from the corresponding fragility curves. Under the (commonly

accepted) assumption of binomial distribution of damage between the different damage

grades (e.g. Braga et al. 1982), it is possible to derive the mean damage curve for each

building typology, as a function of PGA:

lD ¼
X5

k¼0

pkk ð1Þ

where pk represents the probability of having damage grade Dk (k = 0–5).

The mean damage versus PGA curves of building typologies 2 and 4 were subsequently

compared to observed mean damage values, derived from the statistical treatment of the

damage data collected after L’Aquila event. Observed mean damage values were derived

by fitting a binomial distribution through the observed damage probability matrices and

then combining the expected probabilities according to Eq. (1).

For each building typology, Fig. 8 compares the empirically-derived mean damage

values (black stars) with the mean damage versus PGA curves, showing a generally good
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agreement. It is important to point out that the data used for the derivation of the empirical

mean damage values are not independent from those used for the derivation of the fragility

curves and this could obviously affect the results of the comparison. Indeed, they are a

(small) subset of the database used for the derivation of the curves (Rosti et al. 2017). It

would be obviously preferable to use independent data and, possibly, damage data

observed in France, to also test the hypothesis of similarity between the Italian building
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damage values (black stars). Building typologies 2 (left) and 4 (right)
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stock and the typologies diffused in France at the time of the events. However, this was not

possible, because limited damage data regarding the French building stock are available

and the use of data coming from other regions of the world would pose serious concerns on

the similarity between the different building typologies.

5 Site-specific comparison

5.1 Comparison of PSH results and observations at the site of Annecy

This Section illustrates an example of application of the methodology for comparing PSH

results with historical observations to the site of Annecy. Within the study area identified

for the applications, the site of Annecy was selected because its seismic history (Fig. 9,

left) is characterised by a quite significant number of macroseismic observations with

intensity level at least equal to 6, which is the lowest degree for which some minor damage

can be expected in buildings, according to the MSK scale.

Each macroseismic intensity value was converted into a weighted distribution of

intensity values (Fig. 9, centre), based on the reliability codes reported in SisFrance.

Considering its environmental context, Annecy was classified as belonging to ‘‘larger

cities’’. Therefore, according to Table 2, weights equal to 0.05, 0.50, 0.15 and 0.30 were

attributed to typologies 1, 2, 3 and 4 of Table 1. This is clearly a simplified assumption,

considering that Annecy, at the time of the first considered event (1584) was not yet a large

city. A logic tree was then defined, to convert the modified seismic history of Annecy into

an equivalent mean damage history (Fig. 9, right), taking into account the four considered

building typologies and the five values of vulnerability indices of the macroseismic

method, all with their weights. The result is a weighted distribution of mean damage

values, for each year corresponding to a seismic event producing macroseismic

observations.

For each year, a single mean damage value was then sampled from the corresponding

mean damage distribution, using a Monte Carlo approach. Then, for each mean damage

level, the observation period was calculated as the difference between 2007, i.e. the last

year for which Sisfrance provides information, and the first year in which a mean damage

value smaller than the selected threshold was observed. Statistics of the best estimate and

of the corresponding 90% confidence bounds of empirically-derived annual rates of

exceedance were then calculated, as explained in Rota and Rosti (2017).
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The different PGA levels from PSH results were converted into mean damage values,

using the mean damage versus PGA curve (Fig. 10) derived from the fragility curves

previously discussed. The curve was obtained by weighting the lD-PGA curve of each

building typology, for each PGA level, using the weights for the case of larger city

(Table 2). This curve was used to associate PSH rates of exceedance of PGA to mean

damage levels, according to the procedure discussed in Rota and Rosti (2017). Figure 11

(left) shows the hazard curves produced by Carbon et al. (2012) for Annecy, for different

percentiles of the logic tree used for PSH. The obtained PSH rates of exceedance of mean

damage levels, for the different percentiles, are reported in Fig. 11 (right).

Figure 12 shows a comparison of the empirically-derived rates of exceedance of mean

damage thresholds with PSH estimates. In the figure, dark-grey corresponds to the best

estimate of the empirically-derived rates of exceedance, whilst the upper and lower 90%

confidence bounds are indicated in black and light-grey, respectively. Diamonds corre-

spond to the average, circles to the median, whilst the error bars represent the variability

within the different Monte Carlo runs (i.e. 5th and 95th percentiles).

Starting from a mean damage level equal to 1, PSH predictions are consistent with the

best estimate of empirically-derived rates of exceedance, as the latter fall within the

different curves derived from PSH. At lower mean damage levels, PSH predictions seem to

overestimate results from historical observations, possibly because low intensity obser-

vations may not be reported in the seismic catalogue. Furthermore, smaller uncertainty on

the best estimate of empirically-derived rates is observed at lower mean damage levels,
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exceedance of mean damage levels (right), for the site of Annecy
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whereas it increases at higher lD thresholds. This could be due to the significant number of

low mean damage values resulting from the implementation of the logic tree approach,

hence allowing to reach higher confidence on the best estimate at lower lD levels. Despite

the consistency of the results, it appears evident that the dispersion in the empirically-

derived rates of exceedance is too large.

The results obtained are obviously affected by the assumptions on the building

typologies constituting the building stock at the time of the events and the adopted fragility

curves. Their reliability could be hence increased whenever more detailed information

would be available. Nevertheless, the aim of this case study is to show a possible appli-

cation of the methodology presented in Rota and Rosti (2017) and therefore the achieved

preliminary results are not themselves the main contribution of this work.

5.2 Effect of different sources of uncertainty on the results of the comparison
at the site of Annecy

One possible strength of the proposed methodology for converting macroseismic intensi-

ties into mean damage values is the opportunity of considering different epistemic

uncertainties (i.e. uncertainty in the macroseismic intensity values, in the subdivision of the

building stock and in the attribution of the building typologies to the different EMS-98

vulnerability classes). As expected, taking into account several sources of uncertainty led

to highly-scattered results. The effect of the different sources of uncertainty on the results

of the comparison at single sites was hence investigated, with reference to the site of

Annecy.

The first considered source of uncertainty regards the adoption in the macroseismic

method of five vulnerability indices, for each building typology, to account for the attri-

bution of the typologies to the different EMS-98 vulnerability classes. Figure 13 shows a

comparison of the results obtained by considering the five values of vulnerability index

(left) and only one vulnerability index, namely V50 (centre) or V98 (right). As expected, the

best estimate of the empirically-derived annual probability of exceedance of lD levels

(dark grey markers) tends to be lower when only vulnerability index V50 is considered and

tends to be higher if only V98 is considered. For the case of V50 only, the values of mean

damage resulting from the conversion of intensities are also lower, hence limiting the

comparison with PSH curves up to values of lD equal to 1.75. Also, the dispersion in the

empirically-derived rates is more reduced in case only V50 is used, whereas it is only

slightly reduced when only V98 is selected.
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The effect of the assumed subdivision into building typologies of the building stock at

the time of the events was subsequently investigated. Figure 14 (left) shows the results

obtained by considering the four building typologies of Table 1, with the relative diffusion

indicated in Table 2. Figure 14 (right) shows instead the results obtained by assuming that

the building stock of Annecy is entirely constituted by buildings belonging to typology 2.

By comparing the two cases, it can be noted that the dispersion in the results is of the same

order of magnitude, indicating that the effect of the uncertainty in vulnerability indices is

probably more significant than that deriving from the identification of the more relevant

building typologies. The best estimate of the empirically-derived annual rates of excee-

dance tends to be lower when only typology 2 is considered, probably due to the lower

mean damage values corresponding to the vulnerability indices of typology 2, with respect

to other typologies (e.g. typology 4).

6 Comparison for aggregated sites

6.1 Preliminary remarks

The application shown in the previous section for the site of Annecy confirmed that site-

specific comparisons are strongly affected by the seismic history of the selected sites.
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Fig. 13 Effect of uncertainty in the attribution of the building typologies to the different EMS-98
vulnerability classes: results obtained considering five vulnerability indices (left), only vulnerability index
V50 (centre) and only V98 (right)
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Fig. 14 Effect of uncertainty in the subdivision of the building stock into different building typologies:
results obtained by considering all four building typologies (left) and considering only typology 2 (right)
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Hence, in many cases, the lack of significant macroseismic observations (either in terms of

quantity, severity or reliability) may prevent pertinent comparisons with PSH estimates.

Indeed, applications to single sites located in South-East France that are not reported in this

paper showed that, in many cases, the limited number of macroseismic observations of

sufficient entity leads to values of mean damage too small to allow any comparison. For

these reasons, a procedure for aggregating multiple sites was developed and discussed in

Rota and Rosti (2017). This section proposes an application of this methodology to South-

East France, both for the case in which sites are assumed to be affected by independent

seismic events and for the case in which this assumption is avoided.

6.2 Comparison for aggregated sites assuming independence

Seven sites located in the South-East French territory were selected, consisting of Annecy,

Albertville, Draguignan, Beaumont de Pertuis, Digne, La Mure and L’Argentières La

Bessée. These sites are assumed to be sufficiently far from each other (see table within

Fig. 15), so that exceedances at the different sites could be assumed to be generated by

stochastically independent seismic events. Figure 15 shows the seismic history of each site,

accounting for uncertainty in the intensity levels reported in SisFrance, and a table showing

the geodetic distance (in km) between each couple of sites.

A category of environmental context was assigned to each site, to select weights to be

attributed to each building typology based on their (assumed) relative diffusion (Table 2).

In particular, Annecy and Draguignan were considered as larger cities, Albertville and La

Mure as villages in the Alps, whereas the other three sites were assumed to be smaller

villages. Figure 16 shows the equivalent mean damage history of each site, resulting from

the application of the logic tree approach for converting intensities into mean damage

values.

Mean damage values were then sampled from the equivalent lD histories through a

Monte Carlo approach. Dependent observations (i.e. generated by the same seismic event

at the different sites) were checked and eventually removed. The observed number of sites

with exceedance was then computed for each selected lD level. On the other side of the

comparison, the predicted number of sites with exceedance was derived, together with
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Fig. 15 Seismic history of the seven considered sites accounting for uncertainty in the intensity values and
geodetic distance (in km) between the sites (identified by bold numbers)
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meaningful statistics. The results obtained for the selected set of aggregated sites are shown

in Fig. 17.

It can be observed that PSH results are consistent with observations starting from a lD
level equal to 1.5, since empirical results fall within percentiles of the predicted distri-

butions. The discrepancy of PSH estimates with observations characterising the lowest

mean damage levels can be due to possible low intensity observations missing in the

catalogue Sisfrance. To this purpose, the quality of estimation of lower ground motion

thresholds could be improved by incorporating recorded accelerations in the procedure.

Figure 18 summarises the results obtained. On the left, statistics of the number of sites

with exceedance are shown for the different mean damage levels. On the right, the same

results are plotted in terms of PGA, with the only aim of giving an idea of the order of

magnitude of the PGAs corresponding to the different lD levels.

6.3 Comparison for aggregated sites without assuming stochastic
independence

The alternative methodology discussed in Rota and Rosti (2017) was applied as well to the

same seven sites. Working in terms of mean annual rates of exceedance in at least one of

the selected sites, this procedure allows to avoid the strong assumption on sites’ inde-

pendence, which was instead a requirement of the other methodology.

Figure 19 shows a comparison of the empirically-derived (stars) and the expected

(circles) mean annual rates of exceedance in at least one of the selected sites. It can be

observed that, starting from a mean damage threshold equal to 1.5, PSH estimates are in

agreement with historical observations. Conversely, PSH predictions seem to overestimate

empirical results at the lowest mean damage thresholds. In the considered application, the

results obtained with this methodology are consistent with those obtained with the other

approach, although in the latter case the comparison was carried out in terms of number of

sites with exceedance. This seems to suggest that, in this case, the assumption on the

stochastic independence does not significantly affect the results. It must be remarked that

the comparison of PSH estimates with historical observations seems to be reasonable

starting from lD values larger than 1. Lower mean damage values are indeed derived from

macroseismic observations of intensity level at most equal to 6, which are probably less
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Fig. 16 Equivalent mean damage history of the seven selected sites

Bull Earthquake Eng (2017) 15:4609–4633 4625

123



reliable, and correspond to very low PGAs. Based on these considerations, the preliminary

results obtained would indicate that, within the lD interval of interest (i.e. mean damage

levels larger than 1), the consistency of PSH results with historical observations is fairly

good for the considered set of sites.

D
= 

0.
5

D
= 

0.
75

D
=

1

D
=

1.
25

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty
PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

μ D
=

1.
5

μ D
=

1.
75

μ D
=

2

μ D
=

2.
25

μ D
=

2.
5

μ D
=

2.
75

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty
PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

0 1 2 3 4 5 6 70

0.2

0.4

0.6

0.8

1

Nsites

Pr
ob

ab
ili

ty

PSH (Median)
OBS
data3Errorbars: 5th – 95th perc

Fig. 17 Comparison of observed and expected number of sites with exceedance for selected mean damage
levels
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7 Comparison at the regional scale

7.1 Selection of the area of study

This section illustrates an example of application of the comparison between macroseismic

observations and PSH results at a larger scale, considering the entire South-East quarter of

France, which includes eleven French departments. Figure 20 shows the sites considered

for the comparison at the regional scale level, which consist of 580 of the 858 grid points,

approximately distributed at 10 km intervals, for which Carbon et al. (2012) provided PSH

estimates. The other points were excluded as they were falling in the Mediterranean Sea or

in neighbouring countries (165 points), or because they were located in adjacent French

departments (113 points).

7.2 Identification of the seismic events and generation of PGA random fields

The proposed methodology is illustrated in detail in Rota and Rosti (2017) and is based on

the generation of spatially correlated random fields of PGA, constrained to the available

macroseismic intensity observations, to derive distributions of PGA, representing the

ground motion that should have been experienced at the considered sites, due to the

occurrence of selected seismic events.

PGA random fields were generated for a set of earthquakes, for which synthetic

observations were produced at the selected locations. All the independent seismic events

producing macroseismic intensity observations at least equal to 4 within the study area
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Fig. 18 Comparison of observed and expected number of sites with exceedance for all mean damage levels
(left) and corresponding PGAs (right)
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were considered, provided information on the epicentral intensity and magnitude were

available. Data on epicentral location and intensity were retrieved from the SisFrance

online database, whereas moment magnitude values were collected from the SHEEC

catalogue (Stucchi et al. 2013), as they are not reported in SisFrance. Random fields were

generated using the Akkar et al. (2014) ground motion prediction equation and the long-

range version of the spatial correlation model of Jayaram and Baker (2009). In this pre-

liminary application, a single GMPE was used, although sensitivity analyses on the effect

of different GMPEs should have been carried out. Since the selected GMPE is applicable

for magnitudes from 4 to 8 and distances up to 200 km, only seismic events with these

characteristics were considered. Furthermore, only seismic events with epicentral intensity

at least equal to 5 were accounted for, to model only earthquakes that produced some level

of damage on buildings. The final dataset used to generate PGA random fields hence

included 196 seismic events of magnitude ranging from 4 to 6.62. Since the Akkar et al.

(2014) GMPE was developed for moment magnitude, in case of earthquakes for which

moment magnitude was not available, the equivalence of local and moment magnitudes

was assumed. This is clearly an approximation, as literature works (e.g. Goertz-Allmann

et al. 2011, for Switzerland) have shown that the two scales are not equivalent. In the

considered magnitude range (from 4 to 6.62), the adopted assumption provides values of

moment magnitude overestimated by 0.3 units, with respect to the values proposed by

Goertz-Allmann et al. (2011).

Figure 21 (left) shows the years of occurrence of the selected events, with the corre-

sponding magnitude value, whereas Fig. 21 (right) shows the epicentral intensity of each

seismic event versus time. The colour and size of the markers depend on the magnitude of

the event. Figure 22 shows the epicentral location of each earthquake, with the different

colour and size of the markers corresponding to different ranges of magnitude.

No finite fault models or fault type mechanism were available for the calculations and it

was therefore decided to adopt the Akkar et al. (2014) model for epicentral source-to-site

distances and a default fault mechanism (strike-slip). The use of the epicentral distance

model was considered acceptable for most of the modelled events, which are either small

earthquakes, for which the difference between distance from the epicentre and distance

from the fault can be considered negligible, or larger events (five earthquakes with

Fig. 20 Selected grid of sites for the comparison at the regional scale level
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Mw C 6), which however occurred far away from the sites of interest. However, the use of

a finite fault model could allow to improve the modelled ground motion fields in few cases.

For all the selected earthquakes, the intensity points located at a distance smaller than

100 km from the grid points, with intensity at least equal to 4, were used as a constraint for

random fields modelling. Intensity points located farther than 100 km from the sites would

have no effect on the results of the simulation, since the effects of spatial correlation of

PGA from site to site becomes almost irrelevant already beyond 30 km. Random fields

were generated for PGA on rock, consistently with the hazard study to be tested. Site

conditions were evaluated based on the Vs,30 map produced by USGS (Wald and Allen

2007), available online (http://earthquake.usgs.gov/hazards/apps/vs30/predefined.

php#Europe). For each considered seismic event, the simulation of PGA random fields

provided a lognormal probability distribution of PGA at the considered sites, which is

compatible with the characteristics of the event and is conditioned on the available

macroseismic observations.
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Fig. 21 Magnitude of the selected seismic events versus time (left) and epicentral intensity of the selected
seismic events versus time (right)
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7.3 Results of the comparison at the regional scale level

The comparison at the regional scale was carried out in terms of empirically-derived and

expected annual rates of exceedance of preselected PGA thresholds, in at least one of the

selected sites (Fig. 23 left). Empirically-derived rates were obtained by means of PGA

random fields, constrained to the available historical observations, whereas expected rates

were derived from the results of the considered PSH study. In the figure, stars correspond

to observations, whereas the line with circles corresponds to PSH estimates.

Also thanks to the logarithmic scale adopted in the plot, the comparison seems to

provide very close results in the entire PGA range. To better explore the consistency of the

obtained rates of exceedance, the ratio of PSH over empirically-derived rates of excee-

dance was calculated, as shown in Fig. 23 (right). In almost all cases, the ratio was higher

than 1, suggesting the tendency of PSH estimates of overestimating empirical results. In

the 0.1–0.5 g PGA range, the ratio was approximately equal to 1, indicating a good

agreement between PSH predictions and observations. The overestimation at lower PGA

levels may be explained by the exclusion of seismic events with lower epicentral intensity

and magnitude values from the list of events considered for the generation of random

fields, although it is believed that these events would not significantly affect the results.

8 Conclusions

This paper presented several examples of application of the methodology proposed in Rota

and Rosti (2017) for the comparison of PSH results against macroseismic observations.

The area of study was the South-East quarter of France and it was selected because of the

interest of the scientific and industrial French community on improving the knowledge on

PSH methodologies and the reliability of PSH results.

South-East France is a moderate seismicity region with a long history of civilization,

hence characterised by a relatively long history of macroseismic observations, which are

collected in the online seismic catalogue SisFrance. The statistical analyses carried out on

both events and macroseismic observations for the study area showed that the available

macroseismic data of relevance for the comparison with PSH results are rather scarce.

Indeed, although a very significant number of events is reported in SisFrance, with many

associated macroseismic observations, only a small percentage of the available
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observations has an intensity level at least equal to 6, corresponding to slight damage on

structures (according to the MSK scale). Therefore, the seismic history of most sites

located in the region highlighted a very limited number of observations corresponding to

some structural damage and this was obviously reflected in the results of the comparison at

single sites. Although the site considered in this paper (Annecy) was one of those with the

largest number of macroseismic observations with intensity level at least equal to 6, the

comparison produced highly scattered results, due to the reduced number of observations

producing mean damage values of interest. This large scatter in the results was also due to

the fact that the proposed methodology takes into consideration several sources of

uncertainty, whose effect on the results for the site of Annecy was investigated.

The comparison at a single site is unavoidably affected by the seismic history of the

sites. For the case of South-East France, the limited number of macroseismic intensities of

engineering interest may represent an issue, preventing pertinent comparisons with PSH

results and significantly limiting the range of mean damage values for which the com-

parison is meaningful. In these cases, the adoption of a larger scale for the comparison has

the advantage of significantly enlarging the size of the available macroseismic dataset, by

aggregating the information available at single sites. The drawback is that, both consid-

ering a set of aggregated sites and extending the procedure to the entire regional level, the

results only allow to test the consistency of PSH results with observations in average terms,

without providing any specific information for single sites.

An important issue to be properly considered regards the stochastic dependency of

observations at the different sites. This paper reports two examples of application of the

comparison for a set of seven aggregated sites, either assuming the observations were

generated by independent events and removing this hypothesis. In this specific example,

the two cases provided similar results, according to which PSH results turned out to be

consistent with empirical observations above a mean damage level approximately equal to

1.5, whereas the empirical results were overestimated at lower mean damage levels. This

overestimation could be partially explained by the possible lack of low intensity obser-

vations in the catalogue SisFrance. In this case, the incorporation of recorded accelerations

in the procedure could improve the quality of estimation of lower ground motion thresh-

olds. The results obtained for the set of seven sites were encouraging and suggested the

opportunity of extending the comparison to the entire region of interest. Even in this case,

the results confirmed the generally good agreement between PSH predictions and obser-

vations for South-East France.

It is important to remark that the aim of this work was to show the applicability and

feasibility of the methodology proposed in Rota and Rosti (2017), to the challenging case

study of South-East France, i.e. a moderate seismicity region with a limited number of

macroseismic observations. The results obtained are only preliminary and they are obvi-

ously affected by the different assumptions used. The availability of more detailed

information and further investigations on specific aspects could allow the attainment of

more reliable results and accurate comparisons with PSH.
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