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Abstract
This paper revisits the conception of intelligence and understanding as embodied 
in the Turing Test. It argues that a simple system of meaning relations drawn from 
words/lexical items in a natural language and framed in terms of syntax-free rela-
tions in linguistic texts can help ground linguistic inferences in a manner that can be 
taken to be ’understanding’ in a mechanized system. Understanding in this case is a 
matter of running through the relevant inferences meaning relations allow for, and 
some of these inferences are plain deductions and some can serve to act as abduc-
tions. Understanding in terms of meaning relations also supervenes on linguistic 
syntax because such understanding cannot be simply reduced to syntactic relations. 
The current approach to meaning and understanding thus shows that this is one way, 
if not the only way, of (re)framing Alan Turing’s original insight into the nature of 
thinking in computing systems.
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1  Introduction

Linguistic meaning—whether lexical or phrasal or even discoursal–primarily rides 
on the syntax of natural language, mainly because it is syntax that primarily deter-
mines what form semantics would take given the arrangement of the lexical items. 
Thus, for instance, if the sentence ’We have to go to the stores to buy some goods’ 
is structurally rearranged to ’*To we have buy the to stores go goods to some’, the 
syntactic structure is consequently altered with the meaning of the original sentence 
eliminated. In this way syntax provides the form upon which semantic structures 
are built. But this does not, of course, mean that syntax carries everything relevant 
to the (re)construction of meanings from the meaning-bearing elements of linguis-
tic expressions. This is because certain contextually determined meanings can-
not be fully extracted from syntactic relations, compositional or otherwise. This is 
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especially important for AI research, in that semantic processing in AI is heavily 
dependent on various lexical resources such as WordNet, FrameNet, VerbNet etc. 
and also on the construction of semantic representations. Thus, a need for shallow 
processing of linguistic meaning is more increasingly warranted. On the other hand, 
Searle’s (1980) Chinese Room Argument has pointed to the insufficiency of syntax 
for semantics or meaning because syntax is not intrinsic to physical systems that 
compute (see also, Harnad 1989). Regardless of whether this is accurate or not1 
(see Baggini 2009; Schweizer 2012; Dennett 2013; Milkowski 2017), one thing is 
clear–syntactically compositional relations are not equivalent to semantic relations 
for computing. If this were so, the former would guarantee the implementation of 
the latter without any lacuna in anything indicative of understanding, and possibly 
vice versa. Notably, Turing (1950) in his well-known conception of the Turing Test, 
essentially a linguistic test, regarded communication with human beings as indica-
tive of understanding. The test involves a computer and a human both hidden behind 
a screen or veil on the other side of which sits a human who is supposed to examine 
the linguistically framed responses from both the computer and the human in reply 
to questions posed by him/her. Both the computer and the human are certainly indis-
tinguishable to the judge, since the judge does not know which response comes from 
whom. All that the judge does is check the verbal responses in response to his/her 
queries in order to tell the machine apart from the human. What is interesting here is 
that understanding is matter of communication through questions and answers. How 
a machine can actually mesh syntax with, or map it to, semantic structures is outside 
the purview of the test. Be that as it may, one significant point to note here is that the 
test does not simply equate understanding with the recovery of semantic structures 
from syntax or something of that sort, Rather, it leaves that issue open. Hence Des-
combes (2010) has even gone to the extent of saying that the Turing test is indicative 
of human gullibility rather than of understanding in machines. This is so because 
non-cognitive versions of computer programs can perhaps pass the Turing test by 
producing responses similar to those of humans (see Scheffel 2020). This particular 
issue has also been appraised by Warwick and Shah (2016), and they conclude that 
the test is not so much about checking human-type intelligence in machines as about 
testing some sort of communication ability in machines. Thus, there is reason to 
consider individuating the cognitive marks in heuristics and strategies that may be 
deployed by machines in a Turing test.

Since context, intentions and settings apart from syntax do contribute to linguis-
tic meanings writ large, it seems worthwhile to consider how understanding can be 
construed in terms of meanings and operations them. The idea this paper advances 
is that meaning relations can be extracted from linguistic constructions in a man-
ner that does not obey constraints of syntactic composition. Since natural language 

1  Exploring the validity or, for that matter, invalidity of the Turing Test is not the goal of this paper, 
and hence that question is outside the scope of the present discussion. We may note, however, that the 
Turing Test has targeted the understanding of natural language rather than some other cognitive task as 
the marker of thinking. This is what seems very relevant to the reformulation of the Turing Test in terms 
of the capacity to construct meaning relations to be discussed in the next section.
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syntax is uniquely human (Berwick and Chomsky 2017; Terrace 2019), meaning 
relations need not be human, and hence there is no bar on their being attributed to 
machines (see Mondal 2017). On the present proposal, the lexical items of a lan-
guage that can be regarded as the building blocks of substance-independent men-
tal structures are indeed humanly manifest. The semantic or conceptual contents of 
lexical items are here considered to be part of the contents of substance-independent 
mental structures, given that the lexicon of a language contains and specifies dispa-
rate pieces of information that incorporate and integrate features of phonological, 
syntactic, semantic and possibly pragmatic properties (but see for a different view, 
Boeckx 2015). If so, there is no denying that the discrete structures constituting the 
minimal building blocks of mental structures are humanly realized in communities 
of language users (see also Terrace 2019). This underwrites the humanly realized 
character of the lexical items. Hence the minimal building blocks of substance-
independent or organism-independent mental structures are humanly realized, but 
these mental structures in themselves are not. The larger structures composed from 
smaller elements (that is, lexical items) are thus non-unique, while lexical items are 
humanly unique in particular cases.2

Understanding in a mechanical system is a matter of running through mean-
ing relations and executing relevant operations on them, thereby securing Turing’s 
conviction that understanding in machines can be operationalized in a fashion that 
does not result in getting bogged down in the area of contention on the definition of 
thinking and understanding. The relevant conception of meaning relations is such 
that they can be shown to be constrained by a certain uniform logical structure of 
linguistic meanings across sentences and discourse contexts. It is this pattern of uni-
formity that can help, at least to some extent, gain a purchase on what we take to be 
understanding in a minimalist sense. The next section will show how to conceive of 
meaning relations and their relationship to syntax so that the notion of understand-
ing can be framed in terms of meaning relations and relevant operations on them.

The paper is organized as follows. First, we outline the formulation of meaning 
relations and their relationship with syntactic composition. The nature of meaning 
relations is explicated by making reference to appropriate notions of syntax and 
compositionality. In Sect. 3 we describe the form of understanding in a mechanical 
system in terms of running inferences through meaning relations. In Sect. 4, we inte-
grate the insights from the previous sections and offer certain apposite concluding 
remarks. This section also provides directions for future work.

2  This contrasts with the familiar hypothesis that lexical items are the atomic elements that can be shared 
among humans, other animals and perhaps machines, whereas the structures built out of lexical items 
crossing the boundary between lexical items and other functional items (for example, prepositions, tense 
markers) are unique to humans (see Miyagawa et  al. 2014). It needs to recognized that lexical items, 
when taken to be atomic elements as part of a formal system, are actually conceptually empty minimal 
items in their formal characterization. This allows lexical items to be shared among humans and other 
organisms, but keeps the structures built from them from being so shared.
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2 � Meaning Relations and Syntax

We shall first formulate the concept of meaning relations and its relationship with 
syntax in order to drive home a notion of understanding that is minimal enough 
to apply to cognitive systems in general. It may be reasonably believed that this 
notion will help gain a purchase on the notion of understanding the Turing Test 
has attempted to capture. In any case, it is important to emphasize that meanings 
from the meaning-bearing elements of linguistic expressions are exactly those 
that may be realized by patterns of conceptualizations (Langacker 1999; Jacken-
doff 2002), embodied simulations in the form of sensory-motor experiences hav-
ing pragmatic effects (Colston 2019), schematic representations (Duffley 2020) 
and internal mental constructions for conjoining predicates (see Pietroski 2018). 
Significantly, since the meaning-bearing elements of linguistic expressions par-
ticipating in the meaningful association of linguistic concepts have inferential 
roles to play, irrespective of the nature of syntactic contributions, the building 
blocks of any meaningful association of words as concepts bear inferential roles 
that are carried over to larger and larger associations (Brandom 1994; but see also 
Brandom 2007). Notice that it is also plausible to construe such inferential roles 
in terms of conceptual roles in a system of linguistic expressions such that these 
roles in meaning associations can be formally governed (see for related discus-
sion Rapaport 2000, 2002). This will become clearer as the concepts of meaning 
relations and The Norm Reduction Condition are explicated later in this section.

That syntax does not carry everything relevant to the (re)construction of 
meanings from the meaning-bearing elements of linguistic expressions can be 
conveyed in a better way if we look at the issue of meaningful associations of 
linguistic concepts across boundaries, and beyond the constraints, of syntactic 
composition. The exploration of a not-so-typical kind of meaningful associations 
of linguistic concepts that may or may not supervene on syntax can be made, 
regardless of whether syntactic structures are thought of in terms of richly articu-
lated functional structures and structural displacements (Chomsky 1995, 2000), 
or in terms of phrase structure grammars (Bresnan 2001; Jackendoff 2002), or 
even in terms of categorial combinations constraining possible permutations of 
syntactic categories (Steedman 2020). That is so because the common empiri-
cal content of syntax as may be apposite to certain conceptual associations of 
words may be invariant across varying conceptions of syntactic structures (see 
Johnson 2015). Thus, for example, the relation of a verb to its internal and exter-
nal arguments or the relation of a preposition to its complement is invariant, no 
matter whether the relation is instantiated through a binary combinatorial opera-
tion Merge (Chomsky 1995) or through concatenation/unification (Bresnan 2001; 
Jackendoff 2002) or through functor-argument relations (Steedman 2019), or even 
through dependency relations (Tesniére 1959; Osborne 2019). It is to this invari-
ance of syntactic relations we shall appeal in order to show how certain meaning-
ful associations can be constructed beyond such syntactic relations. Let’s con-
sider the sentence ’The waiter over there looks at my friend in fear and I do not 
know why.’ If this sentence is assigned a compositional syntactic representation 
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in terms of basic phrase structure, we can have the following representation by 
adopting a minimally simple form of syntactic representation (Culicover and 
Jackendoff 2005; Culicover 2013) which conforms to the basic constituent struc-
ture of sentences/clauses as can be mapped onto a functional structure in Lexi-
cal Functional Grammar (see Dalrymple, Kaplan and King 2016; Dalrymple and 
Findlay 2019) (Fig. 1).

It may observed that the tree diagram has certain constraints of syntactic com-
position on the grouping of words. For instance, ’the waiter over there’ as a noun 
phrase (NP) is related to ’looks at my friend in fear’ as a verb phrase (VP) in terms 
of direct composition but that is not the case between ’the waiter over there’ and the 
verb phrase ’do not know why’. Likewise, the prepositional phrase ’over there’ is in 
syntactic composition with the noun phrase ’the waiter’ but not with the noun phrase 
’my friend’ or ’fear’. Additionally, the noun phrase ’the waiter’ is not in syntactic 
composition with either ’my friend’ or ’fear’. But how do we know this? The clear 
answer is that we know this precisely because syntactic compositions are explicitly 
displayed in the structuring of phrases and then their combination into a sentence. 
Semantic structures are assumed to ride on the way syntactic compositions function. 
That is why we know for sure that the waiter rather than the speaker looks at the 
speaker’s friend since ’the waiter over there’ but not ’I’ is syntactically composed 
with the verb phrase ’looks at my friend in fear’. But certain otherwise valid combi-
nations of linguistic concepts are explicitly ruled out by the constraints of syntactic 
composition here. For example, ’the waiter’ and the prepositional phrase ’in fear’ are 
conceptually related to each other but that cannot be captured in terms of syntactic 
composition. Likewise, ’the waiter’ and ’my friend’ may be conceptually connected 
to each other as a an experiencer-experienced pair. Similarly, ’the waiter’ is also 
conceptually associated with ’at my friend’ but this is not within the constraints of 
syntactic composition because ’at my friend’ is composed with the verb directly and 

Fig. 1   The syntactic tree of the sentence ’the waiter over there looks at my friend in fear and I do not 
know why’
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very indirectly with the noun phrase ’the waiter over there’ as a whole (not specifi-
cally with ’the waiter’). Besides, there is a higher-order relation of a reason-situation 
pair between ’do not know’ and the relation formed from ’the waiter’ and ’in fear’. 
This too cannot ride on syntactic composition which exists between the verb ’know’ 
and its sluiced clausal complement ’the waiter looks at my friend in fear’ which in 
itself is syntactically composed. Thus, there remains a gap between syntactic com-
position-driven semantic structures/relations and conceptual associations that are 
not so grounded. It is the latter that is going to be useful in the characterization of 
the minimal building blocks of understanding. This is what we turn to now.

We may suppose that any linguistic meaning that can be constructed from vari-
ous combinations of lexical items inLex can be characterized in terms of some 
relation(s) drawn from among infinitely many relations defined on {Lex … ⋃ {Lex 
⋃ R1, …, Rk}…}, given that R1, …, Rk ⊂ Lex × Lex × … × Lex where k is an arbitrary 
number and the Cartesian product can be applied from one to an arbitrary number of 
times. Hence these infinitely many relations have the form R1, …, Rk, Rk+1, …, R∞, 
where Rk+1, …, R∞ are higher-order relations. Thus, whatever R1, …,Rk are con-
structed on Lex form a union with Lex itself, and this can be repeated, if necessary. 
The tenets of this formulation have also been discussed in the context of semantic 
processing in AI systems (Mondal 2018). An example can make this quite clearer. 
For instance, if we want to construct a meaning of the phrase ‘a beautifully painted 
picture of the river’ from the lexicon of English, the lexical items ‘a’, ‘beautifully’, 
‘painted’, ‘picture’, ’of’, ’the’, and ’river’ from Lex can be related to each other in 
terms of meaning relations involving the relevant lexical items.3 Thus, one meaning 
relation obtains between ‘a’ and ‘picture’; a meaning relation between ’beautifully’ 
and ‘painted’; one second-order relation between the relation for ’beautifully’ and 
’painted’ put together and ‘picture’, and another between ‘a’ and a meaning rela-
tion for ‘beautifully painted picture’ or even ’beautifully painted picture of the river’ 
(because ‘beautifully painted picture’ or ’beautifully painted picture of the river’ is 
already formed by a first-order meaning relation). It may be observed that the identi-
fication of meaning relations on Lex does not involve, or depend on, the way syntac-
tic relations, and for that matter, semantic compositions, are defined on the hierarchy 
of a tree. However, some meaning relations may well correspond to those that can 
be defined on lexical items as determined by syntactic compositions. For example, 
one could imagine a meaning relation between ‘a’ and ‘river’ that does not form any 
syntactically defined constituent in the given phrase, or even comes from the way 
syntactic composition combines the given words. Likewise, ’painted’ and ’river’ can 
form a meaning relation of a property-object pair, which is not governed by the syn-
tactic composition of the prepositional phrase (PP) ’of the river’ and the noun head 
’picture’.

3  Note that this notion of relation is way different from the relations that can be constructed, as in model-
theoretic syntax, for nodes in a tree (such as precedence or dominance relations) and for categories such 
as NP (Noun Phrase), VP (Verb Phrase), S (Sentence) etc. which are properties of nodes (see for details, 
Pullum (2013)). In fact, the relations R1, … ,Rk, Rk+1, … , R∞ encompass many dimensions (such as 
string adjacency, precedence, dominance and parent-of relations etc.) in terms of which linguistic con-
structions can be characterized.
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Note that if the Montague-type notion of compositionality as a homomorphism 
between syntactic and semantic operations is applied (Dowty 1979; see also Hodges 
2012), it would not be possible to derive such meaning relations from the homomor-
phism as these relations are outside the scope of the homomorphism concerned. This 
is more so if a direct way of composing such meaning relations from the available 
syntactic relations is warranted. That is because the notion of direct compositional-
ity demands the formation of semantic values from the immediate syntactic units or 
constituents (Barker and Jacobson 2007). Thus, for example, ’painted’ and ’river’ 
can form a meaning relation, and yet its semantic value, however conceptualized, 
does not arise from any immediate syntactic constituent. However, it may now seem 
that a notion of compositionality that allows for the emergence of meanings that are 
not to be simply found in the parts of a complex expression would permit meaning 
relations. But this is not the case. Let’s take a version of compositionality that fits 
this description. Functional compositionality, as opposed to ontological composi-
tionality that warrants the addition of no new entities at the level of the whole, may 
admit of new meanings at the level of the whole that may not be straightforwardly 
found in the parts (Pelletier 2017). Notwithstanding the plausibility of this scenario, 
it is clear that even functional compositionality requires the syntactic combination 
of parts of an expression in standard ways–what is relaxed is the necessity to have 
all of the meaning of the whole derived only from the meanings of the parts, but not 
the necessity to syntactically combine the parts in a well-formed manner.

It is true that anintrinsically non-compositional approach to linguistic mean-
ing can be specified in such a way that the elements of meanings have correlates in 
semantically composed expressions, as in models of linguistic meanings in which 
meanings are defined in terms of vectors defined over the features of words or com-
binations of words (see Turney and Pantel 2010; Clark 2015). Crucially, the pre-
sent formulation of meaning relations, which may look similar to these models in 
having nothing to do with compositionality per se, is way distinct from these mod-
els of meaning. The reason is that meaning relations are underlyingly constrained 
on conceptual grounds, regardless of whether certain well-designated features of 
words match or not. Therefore, meaning relations are those relations that constitute 
conceptually viable elaborations or associations of linguistic contents expressed in 
words. In other words, meaning relations are those that are instantiated by concep-
tually constrained associations of a set of given words.4 Crucially, the present for-
mulation of meaning relations may dovetail well with the concept of partially satu-
rated structures that as constructions blur the distinction between words and rules of 
grammar (Jackendoff 2002, 2020; Goldberg 2006, 2019). For instance, some con-
structions involve a mixture of fixed and free expressions (for example, the verb and 

4  Significantly, this account has differences from frame semantics (Fillmore 1976) or scripts (Schank 
and Abelson 1977) because the approach here is much more granular. For instance, a meaning relation 
between ‘a’ and ‘river’ in ‘a beautifully painted picture of the river’ cannot be easily captured by a syn-
tactic unit or by a frame (or by a script), say, ’being a river’ which will end up mapping the whole noun 
phrase and its grammatical function to the frame but ’a’ and ’river’ in are actually discontinuous frame 
elements (or script elements). Besides, frames may themselves participate in compositional operations in 
a construction through inheritance of information from daughter signs in local trees to mother signs (see 
Sag 2012).
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the succeeding NP in ’My friend [V drank] [NP the whole night] [away]’ are free 
variables with ’away’ as the fixed expression). If so, it may appear that we can treat 
the linguistic expressions (words or phrases) that participate in a meaning relation as 
fixed expressions with any intervening material as a freely variable structure. Thus, 
’a’ and ’river’ in ‘a beautifully painted picture of the river’ would be fixed expres-
sions, while ’beautifully painted picture of the’ would be a variable expression. But 
the problem with this is that ’beautifully painted picture of the’ is not a valid syn-
tactic structure or constituent, whereas the verb or the NP in ’My friend [V drank] 
[NP the whole night] [away]’ is a licit syntactic category or unit. Even in resultative 
constructions such as ’She [V wiped] [NP the floor] [AP clean]’, as discussed in (Jack-
endoff 2002), the verb or the NP or the adjective phrase (AP) is a legitimate syntac-
tic category or unit. Likewise, the same problem would ensue from the supposition 
that ‘a beautifully__ picture of the__’ or even ‘picture of the’ is a valid free syntac-
tic unit when ’painted’ and ’river’ form a meaning relation.5 Conversely, treating 
’painted’ and ’river’ as freely variable expressions with the intervening structure as 
a fixed expression would not also be of any help since there is no idiomatic expres-
sion in English that has or contains fragments such as ‘a beautifully__ picture of 
the__’ or even ‘picture of the’. In any case, the differences between semantic values 
constructed from standard syntactic relations and meaning relations should be evi-
dent. That is also because syntactic relations in constructions (that is, relations of a 
syntactic argument to another) may well be dispensable,6 although syntactic roles of 
arguments (such as subject, direct object, indirect object etc.) are essential as they 
may be guided by conceptual structures in constructions (Croft 2001). The follow-
ing figure (Fig. 2) shows the difference between hierarchical structures of syntactic 
composition and meaning relations which are not necessarily compositional.

One may thus wonder if there are some reliable constraints that govern what 
meaning relations can be formed and help filter out illicit relations on this con-
ception. One simple way of constructing meaning relations is to think of them as 
filler-gap relations in which one entity in R must be/contain a gap that is filled 
in by a filler. Thus, in Ri = {(x1, y1), …, (xn, yn)} x or y must be/contain a gap 
and the other would be a filler. In ‘a beautifully painted picture of the river’, 
which was our example described above, ’a’ contains a gap (requiring some-
thing which is to be nominally specified) which is filled in by ’picture’, whereas 
’a’ and ’beautifully’ cannot form a meaning relation because even though ’a’ 
contains a gap ’beautifully’ is not a filler because it is itself a gap in requiring 
an adjectival predicate. The notion of gap here is thus more general than is rec-
ognized in linguistic theory, in that it may encompass arguments, complements, 
predicates including verbs or even relations formed through a filler-gap link 

5  It may also be observed that the freely variable structures even in idioms such as ’take (something) for 
granted’ or ’cut (something) to the bone’ (with the freely variable parts underlined) are not illicit syntac-
tic categories or units (as they are all NPs), while the fixed expressions may be productively illicit in the 
language (’for granted’ is possible, but ’for accepted’ is probably not).
6  Croft shows that a language such as Kilivila has a fixed order of NPs after a verb, and hence their rela-
tions to each other do not help decipher the syntactic roles of the arguments. Rather, the syntactic roles 
of the arguments are mapped onto their participant roles.
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itself. Therefore, one rule of thumb is that any meaning relation must contain 
a gap and (at least) a filler. The asymmetry inherent in the relationship between 
the gap and the filler requires some amount of logical precision in description. 
Therefore, we can suppose that the construction of any arbitrary meaning rela-
tion Ri must result in the reduction of the cardinality (or norm) of the set charac-
terizing the gap element or the filler element. We state this formally below.

2.1 � The Norm Reduction Condition for Meaning Relations:

For any arbitrary meaning relation Ri if (x, y) ∈ Ri where x and y are either the 
gap and the filler, or the filler and the gap, the cardinality or norm of the set 
characterizing x or y must be reduced when it is introduced into an n-tuple of Ri, 
that is, when it becomes part of (x, y) ∈ Ri in the present case.

One way of providing a firm logical basis for the norm reduction condition 
above in order to secure the ’persistence’ of information across meaning rela-
tions from the same array of lexical items in a given construction is to fix the 
exact logical role a gap plays in association with the filler in a certain mean-
ing relation. The idea to be advanced here is that whenever a gap and a filler 
form a meaning relation the product of the formation must have a cardinality 
(or norm) reduced with respect to that of either the gap or the filler. Thus, for 
instance, ’picture’ denotes a set of pictures and when ’a’ and ’picture’ form a 
meaning relation across a discontinuous distance of syntactic composition, the 
product as a set (’a’ and ’picture’ forming a meaning relation specifies a single-
ton set) has a cardinality reduced with respect to that of ’picture’. The words ’a’ 

Fig. 2   The distinction between syntactic compositional structures and meaning relations (MR1…MR12): 
while MR7, MR8, MR5, MR2, MR1, MR9 can be derived in terms of relevant functions of syntactic com-
position, other MRs cannot
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and ’beautifully’ cannot form a meaning relation, precisely because both ’a’ and 
’beautifully’ are gaps, and even though ’beautifully’ specifies a set of ways or 
manners in which something can be beautiful, there is no linguistically available 
sense in which ’a’, if combined with ’beautifully’, forms a whole that reduces 
the cardinality of ’beautifully’. That is so because ’a’ does not specify a manner 
of being (beautiful) from among certain choices but does the job specification 
from among a set of entities. Likewise, the meaning relation (as a representa-
tion-object pair) constructed via the association of ’painted picture’ and ’river’ 
helps reduce the cardinality of the set characterizing ’painted picture’ (which is 
just a set of painted pictures) because the set of painted pictures as representa-
tions of rivers must be a smaller set than the set of all possible painted pictures. 
Equipped with the idea of meaning relations as the basis of minimal building 
blocks of understanding, we may now see how meaning relations help establish 
certain patterns of inferences that can be reliably identified with understanding 
in a computing system.

3 � Understanding as Running Through Meaning Relations

We are now geared up to explore the nature of inferences as can be drawn from 
patterns of meaning relations. It is these inferences that permit the formation of 
the basic steps in any kind of reasoning. The formation of these step in reason-
ing may also be akin to the formation of minimal mental models (Johnson-Laird 
2013), for inferences from patterns of meaning relations need not rest on repre-
sentations of syntactic relations. It is of particular concern to stress that complex 
meaning relations formed out of simpler basic relations should retain the infor-
mation the lower-level relations had. Taking the same initial example ‘a beauti-
fully painted picture of the river’ we may illustrate this. If the meaning relation 
containing ’beautifully’ and ’painted’ (= way of being painted), and the relation 
involving ’a’ and ’picture’ (= specification of some picture) and then the one 
involving ’painted’ and ’picture’ (= quality or attribute of a picture) are all rela-
tions of the type R0, the complex relation involving the basic relation for ’beauti-
fully painted’ and ’picture’ would be an R1 relation. The information contained in 
all relations of the type R0 must be conserved, or would also persist, at the level 
of all those relations of type R0+n that are made out of the exact R0 and/or R0+n-1 
type of relations that participated in the formation of the R0+n type of relations. 
More significantly, a chain of deductions can be drawn up from the less embed-
ded R0+n type of relations to the more embedded relations of type R0 or R0+n-1. 
In this context, if a relation of type R0+n is true, any relation that has participated 
at any lower level of embedding in the formation of that relation of type R0+n is 
also true. More concretely, if the complex relation involving the basic relation for 
’beautifully painted’ and ’picture’ is true, the meaning relation for ’beautifully 
painted’ must be true as well. This ensures that information percolates up to the 
less embedded relations in a hierarchy of meaning relations. This is shown below 
(Fig. 3).
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Further, this comes with the consequence that the more lexical items partici-
pate in constructing meaning relations, the more ways of conserving information 
emerge through multiple levels of embedding of meaning relations. This also sug-
gests that the lexicon is not simply populated with lexical items–rather, there are 
infinitely many conceptual associations that are built out of the lexicon but only 
some of them become gradually consolidated so as to allow for further combina-
tions. Significantly, when such combinations arise they do so only to encapsu-
late and then transfer the information from less complex combinations to more 
complex combinations. This manifestation of inheritance is nothing other than 
minimal understanding in any kind of cognitive system that makes reference to, 
but actually goes way beyond, the specification of event structures, argument 
structures and qualia structures coded in lexical items and their typing operations 
over them (such as selection, accommodation and coercion), and that is because 
these operations are functionally compositional in the sense described above (see 
Pustejovsky 1995, 2012; Ramchand 2019). Thus, for example, the meaning rela-
tion formed with a meaning relation involving ’the’ and ’waiter’ on the one hand 
and another complex meaning relation for ’looks at my friend’ on the other hand 
for our example sentence discussed in Sect. 2 will have a kind of event structure 
along with the relevant argument structure. This will be inherited at the level of 
more complex relations such as the one formed with a meaning relation involv-
ing ’the’ and ’waiter’ on the one hand and another complex meaning relation 
for ’looks at my friend in fear’ on the other hand. Once qualia features of argu-
ments along with the event structure information are inherited from lexical items 
through simpler relations to complex relations, the assimilation and interpretation 
of the basic linguistic properties of the relevant meaning emerges. This is exactly 
what underlies a minimal form of understanding which is characterized by the 
decoding of the conceptual properties of meaning from the basic linguistic prop-
erties. This is depicted below in Fig. 4.

Figure 4 shows that qualia features are inherited from R0-type relations all the 
way down to R4-type relations and also that the event-structural information will be 
inherited from R2-type relations to R4-type relations.

Fig. 3   The preservation of truth via deductive inferences from more complex to less complex meaning 
relations
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Thus, the construction of more complex meaning relations all the way from sim-
pler or basic meaning relations and then running relevant inferences from more 
complex meaning relations towards those simpler meaning relations are the marks 
of understanding in a computing system that can construct simplex or basic mean-
ing relations. The kind of understanding attributed to, and also equated with, the 
execution or implementation of inferences from more embedded or complex mean-
ing relations to less complex ones can be the minimal building blocks of understand-
ing in a mechanized system because one must be cautious in attributing simplistic 
mechanisms to more elaborate dialogs humans engage in (see Hofstadter 2016). It 
is also important to note that constructing and running through meaning relations, 
which is identified with understanding, does not have to appeal to level-of relations 
(see Boden 1988; Haugeland 2002), for meaning relations are neither a property of 
the level of programs nor a property of the level of the system concerned. Rather, 
meaning relations are facets of any fragment of a linguistic system that a cognitive 
system can (start to) evince when equipped with an inventory of lexical items (and 
possibly some concatenative rules of word combinations).

A caveat is in order here. It may not be clear what computing systems in them-
selves take to be the meaningful parts in their operations that yield certain outputs 
(from those parts) because the outputs may be produced based on non-linear pat-
terns of learning not accessible to the modellers (see Nefdt 2020). Hence compo-
sitionality may not straightforwardly apply to the processes of computing systems 
constructing meaning relations. Nonetheless, the inference chains from complex 
meaning relations can preserve process compositionality. Process compositionality 
is exactly the specification of a compositional procedure in a system that is (process) 
compositional. While this holds, it remains true that meaning relations are not in 
themselves process compositional because some word associations may be (some-
times) unique or even idiosyncratic as chunks of concepts or pieces of knowledge. 

Fig. 4   The inheritance of event structures, argument structures and qualia structures across types of 
meaning relations
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Hence the term ’state compositionality’ may apply to individual meaning relations 
because for state compositionality only identifying certain meaningful parts suffices. 
Taken in this sense, the construction of meaning relations simple or complex does 
not invite the same problem of compositionality because compositionality at the 
level of meaning relations does not, or need not, coincide with that at the level of 
machine operations. Hence this does not also hinge on the possibility of there being 
any abstraction relation between the hardware and the logic gate operations (Hors-
man et al. 2014; but see Szangolies 2020). That is because abstraction/representa-
tion relations at the level of machine operations in relation to the hardware and those 
that obtain for meaning relations may indeed differ. This ensures that meaning rela-
tions need not be tied to, or fully constrained by, aspects of a full-blown meaning-
making system because the kind of understanding emerging from meaning relations 
is minimal at the least.

Be that as it may, the current way of framing understanding in a computing sys-
tem has another benefit, in that it can also help arrive at certain abductions (Pei-
rce 1998; see also Douven 2017) or ’guesses’ that may have a probabilistic anchor-
ing.7 For instance, in the sentence described in Fig. 1 (’The waiter over there looks 
at my friend in fear and I do not know why.’), we may conceive of a complex or 
higher-order meaning relation between ’do not know’ and ’my friend’ (or even ’the 
waiter’). This relation would specify the knowledge state-agent pair whereby the 
person referred to by ’my friend’ may also probably not know why the waiter looks 
at him/her in fear. Given the Norm Reduction Condition if applied across clause 
boundaries, the construction of this meaning relation is an obligatory result. But 
unlike other meaning relations (such as the one between ’do not know’ and ’I’ or the 
one between ’the waiter’ and ’in fear’), the viability of this meaning relation does 
not ride on logical necessity even when the simpler meaning relations ’do not know’ 
is built on are true. Clearly then, we have a case where it is probable that the person 
referred to by ’my friend’ does not know whatever is being stated to be not known.

It appears vital to recognize that abductions are just the sort of inferences that 
may invite meaning holism (Quine 1953), and hence are thought to be non-compu-
tational in character (Fodor 2000; but see for a critique, Fuller 2019). But it is also 
worthwhile to note that arriving at abductions through meaning relations may have 
nothing to do with whether or not abductions are computationally manageable. So 
long as the construction of certain meaning relations is viable and plausible given 
conceivable situations, the plausibility can be cashed out in terms of the likelihood 
of certain situations. In fact, there is no computational way in which this can be 
prevented given the formulation of meaning relations we have at hand. Hence the 
question of whether machines can implement computations realizing abductions 
is inconsequential, insofar as constructing meaning relations for many natural lan-
guage expressions invites abductions anyway. For instance, it has been observed 
that people form abductions for the conditional antecedent in certain cases of causal 

7  It is plausible that the probabilistic character of abductions may be compatible with Bayesian reason-
ing (see Lipton 2004; McCain and Poston 2014), but that is something which is outside the scope of this 
paper.
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conditionals (such as ’If a dog has fleas, then it will scratch constantly’) (Politzer 
2007). In such a case, the relevant meaning relation for the antecedent part would 
comprise a simple meaning relation with ’dog’ and ’fleas’, and ’if’. More linguistic 
evidence for abductions also comes from conditional-like constructions with ’(just) 
in case’, as in ’You should take an umbrella just in case it rains’, where the ante-
cedent part ’just in case it rains’ is not actually a cause or condition for the action 
’You should take an umbrella’. Rather, this is sort of a reason for the action or event 
described in the independent clause. Importantly, this reason is just a guess that it 
might rain, and hence it is abduction-like. The construction of such meaning rela-
tions is also another step towards abductions reliable or otherwise because abductive 
explanations do not guarantee truths anyway.

4 � Conclusion

This paper shows how the existing AI thinking on understanding can be refined if 
the notion of thinking and/or understanding is (re)framed in terms of the construc-
tion and reconstruction of meaning relations. A formal analysis of the viability of 
this idea has been presented with its advantages for marking deductions and abduc-
tions as characteristic of (minimal) understanding. However, we have employed 
simplifying assumptions about the generation of linguistic meanings that have con-
nections to language users’ hidden intentions, complex implicit aspects of contexts 
and settings. But hopefully, more refined implementations of this idea in computing 
systems can be considered so that Turing’s (1950) imitation game can be recast as 
a test of the production of more and more complex meaning relations. The produc-
tion of meaning relations need not be anything like actual human thinking, as Turing 
cautioned against unnatural reasoning while arguing for naturalness in a machine’s 
responses as may be typically expected in humans but typicality does not imply 
identity.

It might be urged that when playing the ‘imitation game’ the best strategy for 
the machine may possibly be something other than imitation of the behaviour 
of a man. This may be, but I think it is unlikely that there is any great effect of 
this kind. In any case there is no intention to investigate here the theory of the 
game, and it will be assumed that the best strategy is to try to provide answers 
that would naturally be given by a man (Turing 1950: 435).

We acknowledge the huge gap between actual understanding and such under-
standing as may be attributed to a system running through meaning relations. But it 
is this gap that will reveal what is missing.
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