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Abstract
Neuroeconomics is a science pledged to tracing the neurobiological correlates 
involved in decision-making, especially in the case of economic decisions. Despite 
representing a recent research field that is still identifying its research objects, tools 
and methods, its epistemological scope and scientific relevance have already been 
openly questioned by several authors. Among these critics, the most influential 
names in the debate have been those of Faruk Gul and Wolfgang Pesendorfer, who 
claim that the data on neural activity cannot find place in economic models, which 
should on the contrary be solely based on the data produced by choices. This paper 
aims at countering the gloomy and unsubstantiated claims of these two authors and 
those who believe that neuroscience cannot provide new and useful insights to the 
established knowledge of standard economics. The main point stressed here is that 
this perception is the product of a general misunderstanding of the advances made 
by neuroscience, which are incidentally of crucial importance.
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1  Introduction

Neuroeconomics, i.e. the science aimed at identifying the neural foundations on 
which decision-making is based through an integrated study of economics and neu-
roscience, has been the object of a growing interest by those economic researchers 
fascinated by the idea of going beyond the logical and formal models provided by 
standard economics.

Despite being initially perceived as a simple spin-off from behavioural econom-
ics—behavioural economics under a scanner (Ross 2008)—neuroeconomics has 
gradually freed itself from the aegis of behavioural economics and has become a 
full-fledged discipline towards the end of the first decade of the new millennium.
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The main purpose of neuroeconomics is opening the “black box” represented by 
the human brain in order to expose how decisions are ultimately the product of the 
processing taking place in specific areas of the brain. To pursue this goal, neuro-
economists use advanced brain-imaging equipment to identify the cerebral mecha-
nism involved in tackling specific decision-making tasks.

By doing so, neuroeconomists have introduced a series of “causal” factors that 
had always been overseen or simply ignored by standard economists in the anal-
ysis of decision-making. Therefore, while the main task of standard economics is 
to provide the tools to anticipate a certain behaviour starting from the acceptance 
of some rationality criteria at the basis of choices, the main task of neuroeconom-
ics is to account for a certain choice behaviour starting from its underlying cerebral 
mechanisms.

In order to better understand this new approach, it is useful to observe how it 
tackles the main concept of standard economics, i.e. the utility function. From a 
neoclassical perspective, the utility function is a formal concept that defines a “pref-
erable” relation between baskets of goods.1 From a neuroeconomic perspective, 
conversely, the choice of one basket of goods is the result of a neural processing 
based on a mechanism composed of elements, activities, or cerebral structures. Neu-
roeconomics hence sees the utility of a choice as something that is not determined 
by formal preference relationships, but rather as the result of a complex cerebral 
machinery that entails specialised mechanisms in the triggering of pleasure, motiva-
tion, learning, attention, cognitive control, etc. According to neuroeconomists, the 
discoveries related to the functioning of the brain can allow for a reality-based and 
cause-oriented understanding of the basic intuitions related to the concept of utility 
function.2

The neuroeconomic approach does not limit its scope to the analysis of the brain 
of single decision-taking subjects, but it has the merit of opening up to the Theory 
of Games, focussing on the interactions between different agents. From this point 
of view, it is useful to mention the work of James Rilling and colleagues on the 

1  In neoclassical economics, stating that basket A is more useful than basket B means stating that the 
relationship existing between the two baskets will push a rational agent (whose utility function follows 
some formal constraints) to chose basket A rather than basket B.
2  The experiment carried out by Platt and Glimcher (1999) on monkeys had precisely this target. The 
experiment was based on the idea of teaching monkeys to pick one point between two light points 
showed on displays placed on the right or on the left of the monkeys. The monkeys picked one point by 
moving their heads and when they picked the right point, they received a food reward. To maximize util-
ity, monkeys had to remember the previous odds associated to their choices and the value of the reward. 
What was surprising was that the conclusions reached by Platt and Glimcher in their experiments were 
quite similar to those of later studies performed on humans with fMRI (cfr. Paulus et al. 2001; Knutson 
and Peterson 2005).
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Prisoner’s Dilemma (Rilling et  al. 2002)3 and Alan Sanfey and colleagues on the 
Ultimatum Game (Sanfey et al. 2003).4

Neurosciences are undeniably seductive. However, several economists have 
raised doubts about the relevance of neuroeconomics and, broadly speaking, of neu-
roscientific data in economic inquiries. The most radical criticism has come from 
Faruk Gul and Wolfgang Pesendorfer, who have claimed that the data on neural 
activities cannot find place in economic models, which on the contrary should be 
exclusively based on the utility function of an agent in relationship to the concept 
of choice. From this perspective, stating that an option has a higher utility than the 
other, implies identifying it as the choice that a rational agent would take (Gul and 
Pesendorfer 2008). Economists do not necessarily need to know that choosing x 
over y “is motivated by the pursuit of happiness, a sense of duty, an obligation or a 
religious impulse” (Gul and Pesendorfer 2008, p. 24).

This defence of standard approach does not imply that economics is completely 
outside the inquiry scope of psychology. Nevertheless, it should only take into con-
sideration relevant data, i.e. the ones related to choices. The data provided by psy-
chology and experimental economics can be used to evaluate a model and anticipate 
choices or future equilibrium. On the contrary, the data or the variables that are not 
related to choices, such as the data on neural activities, cannot find place in theo-
retical models. Paraphrasing the words of Hilary Putnam, in Gul and Pesendorfer’s 
theory it does not matter whether the brain is made of grey matter or Swiss cheese.

The economic perspective defended by Gul and Pesendorfer has been recently 
criticised by Dietrich and List (2016), who had the merit of highlighting to what 
extent such an attitude is wrong, both from an economic perspective and, most 
importantly, from a philosophical point of view. Nevertheless, Dietrich and List 
agree with Gul and Pesendorfer on the claim that the data provided by neuroscien-
tific studies are useless in economic inquiries.

On the contrary, this paper will emphasize the assets and benefits that might be 
provided by the studies where neuroscience (as well as other disciplines such as neu-
ropsychology, philosophy and obviously economics) is proactively involved in creat-
ing an inter-theoretical model that takes into account human mental processes. In 

3  In this experiment, the Prisoner’s Dilemma is used to study the cerebral activity of 19 participants 
(11 girls and 8 boys), both when they played against humans and when they played against a computer. 
The final results showed that participants tended to cooperate more (81% of times) when they played 
against humans. The researchers later tried to identify the activated cerebral regions during cooperation 
and defection, in order to analyse their dopaminergic impact, by recording the BOLD activation (Blood 
Oxygen Level Dependent Signal) of a part of the striatum and the ventromedial prefrontal cortex. It was 
then noticed that this activation was not significant when player A played against a computer: the nature 
of interactions hence plays an important role in the case of BOLD activation.
4  Sanfey used the fMRI to study the cerebral activation of 19 subjects playing the Ultimatum Game, 
focusing in particular to the cerebral activities of the participants that received lower offers (20% of the 
sum at stake). Starting from the assumption that this offer might cause a conflict between the emotional 
desire of rejecting the offer and the will to gain as much money as possible, Sanfey and colleagues identi-
fied the regions of the brain that could potentially process these tasks. The authors noticed in particular 
a higher level of activation in three cerebral areas: the anterior cingulate cortex, the anterior bilateral 
region (right and left insula), and the dorsolateral prefrontal cortex.
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order to do so, the paper will be structured as follows. I will start by providing a 
brief overview of the ideas put forward by Gul and Pesendorfer, highlighting—in 
line with the claims of Dietrich and List—the limits and problems that such a theory 
might face when trying to explain some economic constructs. Nevertheless, I will 
distance myself from Dietrich and List as regards the assessment of neuroeconomics, 
since it is my opinion that neuroeconomics can account for the possible combination 
of structural and functional aspects, overcoming an understanding of cognitive pro-
cesses that completely ignores the physical world and the influence that anatomic 
structures play in determining mental functions. Clinical studies have undoubtedly 
opened a field of research that has become a driver to look into the couple composed 
by brain and mind in a completely new way (and, generally speaking, their function 
as a structure), leaving behind the worst expression of the localisation practice, thus 
acknowledging the several ways in which an organism “fails” and the even more 
numerous ways in which it reacts by adapting and making up for a failure, recover-
ing or replacing its functions. As a matter of fact, the input provided by the study of 
different pathologies has enabled the researchers to move away from an explanation 
scheme based on radical monist positions that required a simple association of neu-
ral sites and observable behaviours, pushing them towards integrated causal expla-
nation schemes aimed at describing functions through the structures that allow for 
the mapping of the relationships between cerebral facts and mental facts, leading to 
their naturalisation. Nevertheless, contrary to an extreme conception of naturalisa-
tion—which claims that in order to understand the nature of the mind it is sufficient 
to understand the nature of the brain—the naturalism put forward in this paper refers 
to a liberalised (or pluralist) form of naturalism that is not eager to reunite the sci-
ences that compose it in a unique brain science. Despite representing an ambitious 
challenge, this naturalisation scheme can provide an opportunity to explain a series 
of phenomena—including some that are dear to the hearts of economists—that up 
to now were considered unmanageable by the scientific method, hence placing them 
in a more realistic framework. From this point of view, it is therefore necessary that 
philosophy and economics entertain a strong relation with sciences, including neu-
roscience. In order to emphasize the advantages of this approach, I will conclude by 
providing the example of empathy as a promising case study in the field of pluralist 
economic naturalism.

2 � Mindless and Brainless Economics

In The Case for Mindless Economics, Gul and Pesendorfer strenuously support the 
idea of “brainless economics”, providing arguments that support a “standard” eco-
nomic approach. In particular, Gul and Pesendorfer contend that the science of eco-
nomics does not normally focus on the same issues tackled by neuroscience and psy-
chology, but it rather pursues different goals and must make use of abstractions to 
reach its purposes. The authors differentiate between the concepts of true utility and 
choice utility. According to the authors, economics should solely focus on the latter, 
defining the agent’s utility function only in relation to the concept of choice. From 
this perspective, saying that an option is more useful than the other simply means 
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that a rational agent would tend to pick it. Gul and Pesendorfer question instead the 
attitude of several neuroeconomists to be inclined to go back to the idea of looking 
for a “true utility” related to physical pleasure or other motivational factors.

The authors strongly defend the autonomy of economics in relation to other disci-
plines. They follow at any cost a nomological-deductive approach, hence regarding 
all non-economic factors as irrelevant for the purposes of economics.

In economics, researchers usually follow two approaches, both stemming from 
Pareto. The first one assumes that choice criteria are determined according to a 
given preference system and, hence, subjects are associated to a preference system 
in line with their actions and it is assumed that the choice criteria used by subjects 
are inferred from this system. In other words, in a set of possible actions, the set 
of possible choices is a subset of preferred actions. The second approach takes the 
choice as its starting point, on the condition that it is coherent with the preference 
system that makes it rational. This is the approach followed by Gul and Pesedorfer.

It is well known that, in this approach, an important role among coherence condi-
tions is played by the principle of “revealed preference” (Samuelson 1938), which 
postulates that only the observable behaviour of agents provides reliable data. From 
this perspective, the actual preferences of subjects can be inferred from the behav-
iour of agents, since they act in order to maximise their utilities by selecting the most 
rational behaviour among those possible according to a decision-taking mechanism 
that can be logically deducted. Preferences are hence revealed by agents through 
their behaviour, giving them the same importance as those that cannot be observed.

In a recent article entitled “Mentalism versus behaviourism in economics: a phi-
losophy-of-science perspective”, the priority given to the approach described above 
led the authors Franz Dietrich and Christian List to include Gul and Pesendorfer in 
the vast field of researchers belonging to behaviourism, where preferences, beliefs, 
and other mental statuses that play a role in social theories are simple constructions 
that provide a new description of the behavioural inclinations of subjects. In the 
words of Dietrich and List:

Behaviourism used to be the dominant view across the behavioural sciences, 
including not only economics, where it was pioneered by scholars such as Vil-
fredo Pareto (1848–1923), Paul Samuelson (1915–2009), and Milton Fried-
man (1912–2006), but also psychology and linguistics, where it was promi-
nently expressed, e.g., by Ivan Pavlov (1849–1936), Leonard Bloomfield 
(1887–1949), and B. F. Skinner (1904–1990)… In psychology and linguis-
tics, especially since Noam Chomsky’s influential critique (1959) of Skinner, 
behaviourism has long been replaced by some versions of mentalism (e.g., 
Katz 1964; Fodor 1975), though often under different names, such as ‘cogni-
tivism’ or ‘rationalism’ […]. In economics, by contrast, behaviourism contin-
ues to be very influential and, in some parts of the discipline, even the domi-
nant orthodoxy. The ‘revealed preference’ paradigm, in many of its forms, is 
behaviouristic, though there are more and less radical versions of it. Recently, 
Faruk Gul and Wolfgang Pesendorfer (2008) have offered a passionate defence 
of what they call a ‘mindless economics’, a particularly radical form of behav-
iourism.
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The declared target of their paper is therefore to reject the form of behaviourism her-
alded by Gul and Pesendorfer, defending instead a mentalist approach in line with 
the best scientific praxis.

To prove their point, Dietrich and List use the famous apple-choice problem pos-
tulated by Sen (1977),5 claiming that the situation requires to go beyond the simple 
evidence provided by choice behaviour, because otherwise an underdetermination 
issue would arise. The main objective of the authors is indeed emphasizing that—
contrary to what Gul and Pesendorfer contended—it is necessary to go beyond a 
narrow interpretation of behaviourism and look deeper into the different agents’ 
inner cognitive mechanisms that could lead to an enhanced ability to predict the dif-
ferent relationships that they could forge as well as anticipating those that they could 
establish under different circumstances that haven’t yet been directly observed.

Despite the serious criticism made by Dietrich and List against Gul and Pesen-
dorfer as regards their overestimation of choice behaviours, and their support for a 
mentalist approach over a behavioural one, the authors surprisingly seem to agree on 
the considerations about the potential intrusion represented by neuroscience in eco-
nomic explanations. Dietrich and List are also very sceptical, as they believe that the 
explanation of economic phenomena should not rest on the analysis of the brain’s 
neurophysiological processes. This fear has been surely fuelled by the reductionist 
mindset that is so popular among neuroeconomists (and broadly speaking among 
neuroscientists, see Churchland 1998). This approach aims at reducing the explana-
tion of “high level” mechanisms to the explanations of “low level” physiological 
mechanisms (for example, the biochemical mechanisms of cell functioning, the cer-
ebral areas devoted to the processing of a specific task or skill).

A reply to Gul and Pesendorfer’s critical remarks against the reductionism her-
alded by some neuroeconomists was elaborated by Ross (2008), who emphasized 
that neuroeconomics is not limited to the approach criticised by Gul and Pesendor-
fer. Ross claimed indeed that there are at least two different approaches to neuro-
economics. The first one—and most renowned—is the one criticised by Gul and 
Pesendorfer, which relates to the “behavioural economics in the scanner” and has 
the purpose of identifying the neural mechanisms that lead to decision-making. The 
second and less known one is “neurocellular economics”. This approach aims at 

5  According to the theories of revealed preference, the preference relation is inferred from the choices 
on the alternatives, according to the definition: [x = S({x, y}) ↔ x > y]. On the basis of this behavioural 
assumption, the theory does not deny that agents may have diverging preferences, but it merely highlights 
that the “reason” of the preference is not important to the ends of the analysis. To emphasize how this 
does not account for the commitment action, Sen makes use of a story starring two agents, two objects [a 
big apple (m1) and a small apple (m2)], an action S (grasp one of the objects), and a preference relation-
ship between the objects (>). The first agent asks the second agent to take the apple that he prefers and 
he actually picks the bigger apple. According to the theory outlined above therefore, m1 > sm2. While 
picking the smaller apple, the first agent complains for the shameless behaviour of the second agent, 
who replies by asking the first agent what he would have picked if he were in his shoes. The first agent 
answers that, out of courtesy, he would have picked the smaller one. “Why are you complaining then?” 
asks the second agent, “It is the one you have got”. The story shows that the dissatisfaction displayed by 
the first agent and the choice of the object that he does not want cannot be interpreted within the theory 
without incurring in contradiction.
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applying economic methods to neural networks. In this case, Don Ross stresses that 
neoclassical economic constructs seem to adapt more easily to neural networks than 
they do in the case of real subjects. As a matter of fact, neural networks are less 
prone to violate the axioms of rational choice.6 Undoubtedly, the application of neo-
classical economic theories to neural wires is a promising field of study and as such 
questions the idea that economics and neuroscience should be kept apart because 
they investigate different objects, with different methods and goals7 (Bourgeois-
Gironde and Schoonover 2008).

The approach put forward by Don Ross, though, solely emphasizes the concep-
tual enrichment opportunities provided by neuroscience through the use of eco-
nomic constructs, and not vice versa. Therefore, the critical remarks moved by Gul 
and Pesendorfer about the enrichment possibilities of economics through neurosci-
entific constructs remain unaddressed and unanswered.

A possible solution to the issues touched by Gul and Pesendorfer is provided 
by Colin Camerer, who contends that neuroscience has the merit of activating 
a “reformist” vision of economic theory in the economic constructs, since it sup-
plies psychological data and variables that would otherwise be completely miss-
ing from formal economic theories. Therefore, according to Camerer, the reform-
ist approach offered by neuroeconomics allows, for example, the widening of the 
theory of rational choice, so as to formally embrace the limits of rationality, free 
will, and personal interest (Camerer 2008). Furthermore, neuroeconomics would 
enable economic theories to “improve the capacity to understand and predict choice, 
while maintaining a mathematical discipline and use of behavioural (choice) data” 
(Camerer 2008).

It is therefore clear that Colin Camerer is strongly optimistic as regards the input 
of neuroscience on economic theories and the potential outcomes that could be 
obtained. Nevertheless, even if it is true that experimental data and the study of psy-
chological variables may improve economic constructs, particularly as regards their 
ability to predict the real agents’ behaviour, going beyond their directly observable 
behavioural choices, a second question remains unanswered and even more elusive: 
if a phenomenon has already been studied at a psychological and behavioural level, 
why should we bother understanding also its neural correlates?

Glenn Harrison touches upon this very issue, claiming that it would be illogi-
cal for economic inquiries to make use of knowledge obtained through the study 

6  For example, this research paradigm assumes that a specific cortical area (or dopaminergic wire) works 
as a market and that its behaviour might be modelled through the use of the general equilibrium the-
ory. In this case, neurons are considered agents whose preferences are revealed by their activation (Ross 
2008).
7  The possible existence of this convergence is indeed suggested by a paper published by Isabelle Brocas 
and Juan D. Carrillo, who postulate a hierarchical structure of the brain because of the existence of three 
types of conflicts (first, a conflict between the information available in different areas of the brain, which 
we refer to as an asymmetric information conflict; second, a conflict between the importance attached to 
temporally close versus temporally distant events, which we refer to as a temporal horizon conflict; and 
third, a conflict between the relative weight in utility attached to tempting versus non-tempting goods, 
which we refer to as an incentive salience conflict). On this basis, they put forward a model for discount-
ing and an explanation for several behavioral anomalies (Brocas and Carrillo 2008).
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of neural correlates. The author contends indeed that some psychological variables, 
such as aversion to risk or ambiguity, are so well known at a psychological level that 
several experimental methods allowing for the estimation of the right value that they 
have for economic agents have already been developed (Harrison 2008). Therefore, 
neuroeconomics could not provide anything new to the established knowledge exist-
ing at a psychological level.

It is true that, theoretically speaking, neuroeconomics might provide useful inputs 
to psychological research in order to identify the components of the mechanisms 
involved in the production of these variables.8 Nevertheless, the question remains 
unanswered: what advantages do these discoveries provide to economists? Ulti-
mately, this is the question that must be answered.

In order to better explain what economists can gain from cerebral data, Camerer 
(2008) puts forward the idea that the study of the brain may help in empirically dis-
tinguishing between competing theories that have highly similar results in psycho-
logical experiments.

Camerer’s expectations regarding the possibilities opened by neuroeconomics 
remain quite modest and limited to whether psychological theories are moving in 
the right direction, checking for example if different variables involve different com-
ponents or processes.

Neuroeconomics might yet aspire to a bigger role and stop trailing behind psy-
chology and behavioural economics, if it seriously started considering the impor-
tance of some options that, up to now, have largely been overlooked. An example of 
these options is the importance of the much decried “therapeutic role”.

3 � The Therapeutic Approach

As highlighted in the previous paragraphs, Gul and Pesendorfer believe that neuro-
economics studies should be disregarded because, basically, they reverse the object 
of economic research. The aim of this research program is not the prediction of the 
agents’ behaviour, but rather to take the real economic agents’ behaviour as a start-
ing point to expose cognitive bias or describe more precisely their utility function 
(taking into account, for example, the dynamic aspect of preferences or the exist-
ence of social preferences).9 Due to this reversed perspective, according to Gul and 
Pesendorfer, the economic analysis turns into a “therapeutic” approach to individ-
ual behaviour (Gul and Pesendorfer 2005). On the basis of this approach, what is 

8  Hsu et al. (2005) have for example established that there is a positive correlation between an ambigu-
ous choice and the activation of the cerebral wire that connects the amygdala to the orbitofrontal cortex. 
These studies show therefore that two phenomena identified as different by behavioural economists (risk 
aversion and ambiguity aversion) are the products of different mechanisms.
9  In fact, as Gul and Pesendorfer (2005) emphasized, this inversion is similar to the one implemented by 
the preference analysis performed by Samuelson and used to interpret consumers’ behaviour (Samuel-
son 1938). His analysis did not aim at anticipating the agents’ behaviour by taking a hypothetical utility 
function as a starting point, but it rather tried to investigate the agents’ utility function by observing their 
actual choices.
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important is not to assess how individual choices interact in the framework of an 
institutional group once the individuals’ objectives have been established, but rather 
to improve the individuals’ objectives by differentiating between what is normal or 
pathologic. The cooperation between neuroscience and economics will eventually 
lead to the establishment of a “pathologic paradigm” that is quite far from the goals 
of economics, since in this framework the agents’ choices cannot be used to analyse 
their well-being, because of the agents’ inability to correctly maximise their utility 
function (Vallois 2012).

According to Hands (2009), the concept of pathology helps neuroeconomists 
to recover the normative role of the economic theory that is designed to develop a 
“behavioural engineering” of rationality. Neuroeconomics studies do indeed aim at 
correcting the mistakes that agents make in their economic choices, thus presenting 
itself as a kind of “economic psychiatric treatment”. Furthermore, by doing so, neu-
roeconomists would betray the core values of the original research agenda of experi-
mental economics launched by Kahneman and Tversky, who believed that normative 
and descriptive realms should always be strictly demarcated (see Kahneman 2003).

Conversely, through the concept of pathology, neuroeconomics questions the 
clear separation between what is normative and what is descriptive: in fact, while 
behavioural economics and psychology pursue the goal of describing human behav-
iour and show that the rationality norm defined by neoclassical economic theory is 
violated by real agents, neuroeconomics labels some behaviours as irrational and 
emphasizes their pathologic nature, hence formulating recommendations and pre-
scriptions that should be followed when regulating or designing public policies 
aimed at improving the agents’ well-being (see Bernheim and Rangel 2009). From 
this point of view, neuroeconomics would not strongly differ from the “libertar-
ian paternalism” formulated, among others, by Thaler and Sunstein (2008):10 both 
approaches consider that agents are not rational actors, which leads to their mak-
ing often irrational and illogical choices. The agents should therefore be helped in 
choosing wisely by pushing them towards the correct choice.

Nevertheless, despite the fact that some neuroscientists and philosophers have 
indeed theorised more or less explicitly that the discoveries in neuroscience might 
and should drive social choices and that they are about to provide the ultimate and 
comprehensive answers to all the most influential issues (see Churchland 2002, 
2008; Gazzaniga 2008; Iacoboni 2008), it is also true that—historically speak-
ing—this has been all but the goal of the therapeutic approach. This approach (and 
broadly speaking all clinical studies) has been praised because it has always offered, 
in line with experimental studies, a new way of looking at the relationship between 
brain and mind and, more generally, between structure and function. Clinical stud-
ies have indeed shown over the centuries their higher heuristic ability in the area of 

10  Thaler and Sunstein formulated a form of soft paternalism called “libertarian paternalism” that, 
according to the authors, can be called upon when a general agreement on several important questions is 
lacking—climate issues, terrorism, earthquakes, etc., in other words on all sensitive questions in the eyes 
of the public opinion, freeing therefore the public debate from the mere personal remarks and beliefs of 
the citizens (often wrong), while giving more importance to the objective data collected through techni-
cal considerations.
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research of behaviour and mental functions. As emphasized by Kandel (2005), the 
development of this field of research took place through two approaches in the study 
of the nervous system and mental functions. In his words:

Historically, neural scientists have taken one of two approaches to these com-
plex problems: reductionist or holistic. Reductionist, or bottom–up, approaches 
attempt to analyse the nervous system in terms of its elementary components, 
by examining one molecule, one cell, or one circuit at a time. (…) Holistic, 
or top–down approaches, focus on mental functions in alert behaving human 
beings and in intact experimentally accessible animals and attempt to relate 
these behaviours to the higher-order features of large systems of neurons. (…) 
The holistic approach had its first success in the middle of the nineteenth cen-
tury with the analysis of the behavioural consequences following selective 
lesions of the brain. Using this approach, clinical neurologists, led by the pio-
neering efforts of Paul Pierre Broca, discovered that different regions of the 
cerebral cortex of the human brain are not functionally equivalent (…) In the 
largest sense, these studies revealed that all mental processes, no matter how 
complex, derive from the brain and that the key to understanding any given 
mental process resides in understanding how coordinated signalling in inter-
connected brain regions gives rise to behaviour. Thus, one consequence of this 
top-down analysis has been initial demystification of aspects of mental func-
tion: of language, perception, action, learning and memory (Kandel 2005, p. 
204).

In the ‘50s and ‘60s the clinical dimension became the main driver for the develop-
ment of hypotheses and models on the relationship between mind-brain and brain-
behaviour, breaking the stalemate suffered by localisation studies and laying the 
foundations for the connection between cerebral functioning and psychic activity. 
The clinical practice replaced the previous static and abstract conception of a rigid 
spatial localisation of cognitive functions with a new dynamic and temporal under-
standing of localisation, a concept that succeeded in filling a gap that had seemed 
unbridgeable during the first decades of the 20th century, the one between a strongly 
localising and associative clinical anatomic approach and a more psychological one, 
focused on the contrary on the integrated and consolidated character of psychic life.

The works of Alexander Lurija are undoubtedly an example of this altered per-
spective. Lurija reviews some concepts that, as explained above, were at the core of 
the traditional conception of the cerebral foundations of psychic processes. Lurija 
(1973) is the initiator of the concept of “functional system”, which postulates that 
the brain works dynamically, developing processes that do not link cognitive func-
tions to strictly locatable cerebral areas but, on the contrary, to complex functional 
systems spread over different areas. In this way, the roots of higher psychic functions 
are not to be found in the activity of a single structure or specific area, but rather in 
complex functional systems (which incidentally are not genetically determined) that 
are shaped, according to the author, by social and cultural factors.

In addition to the concept of function, Lurija redefines even the concept of locali-
sation by coining the term “dynamic localisation” of higher mental functions. In his 
words:
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That is why mental functions, as complex functional systems, cannot be local-
ized in narrow zones of the cortex or in isolated cell groups, but must be 
organized in systems of concertedly working zones, each of which performs 
its role in complex functional system, and which may be located in completely 
different and often far distant areas of the brain (Lurija 1973, p. 31).

Thanks to Lurija’s work, neuropsychology acquires a new dimension over the second 
half of the 20th century, becoming the pathfinder that could lift it out of the stagnant 
swamp where this cognitive science found itself in the middle of the century, when 
investigating the mind and the general behavioural mechanisms without taking into 
account the brain, the body and the environment was considered indisputable.11

As a matter of fact, today’s state-of-the-art of neuroscience is characterised by 
the current consensus on the existence of multiple maps and on their dynamic and 
plastic nature, as proven by the studies carried out with powerful and advanced neu-
roimaging technology. These research activities clearly showed that all hypotheses 
or theories that tend to favour the mainstreaming of structural and functional consid-
erations should be taken as main fact in the normal praxis of neuroscience.12

Therefore, if criticism must be levelled at all against the studies carried out by the 
theorists of neuroeconomics up to now, it is necessarily addressed to the opposite 
theories than those put forward by Gul and Pesendorfer. Neuroeconomics should 
not be criticised for addressing pathological or therapeutic issues, but rather for not 
sufficiently dwelling upon them and for subsequently failing at developing a model 
that could combine the structural and functional aspects involved in economic 
decision-making.

In fact, due to the communicative charm of the scans obtained through neuro-
imaging, the soundness of the research that embraced the idea that decisions were 
determined by genetic and neurological factors that could lead to behavioural 
answers at an emotional level—often working unconsciously—has often been over-
estimated, undermining the rational discussion of problems.

Nevertheless, there is no reason to believe that this conduct is based on sound the-
oretical assumptions emerging from neuroscientific or neuropsychological studies 
that, if generalised, could lead to a deterioration of our existence as such, strengthen-
ing the idea that only subliminal and emotional factors do play a role.

On the contrary, the most important lesson that can be drawn from contempo-
rary neuroscience is not related to the localisation of cerebral areas that singly pro-
cess one specific function, but rather to the fact that studying the brain of a species 

11  The concepts of embodied and embedded biological cognition, contrary to the solipsistic segregation 
of the mind supposed and simultaneously supported by classical cognitive science, are two of the main 
drivers that pushed the research and studies on motor cognition and the cognitive relevance of emotions, 
against the intellectualism of Cartesian origin.
12  One of the most successful models in promoting the integration of neuroscience and neuropsychology 
concerns the study of linguistic functions and it was developed by Grodzinsky and Amunts (2006), who 
believed that the localisation of sub and neo-cortical areas in neuroscientific topography would have been 
impossible without the identification of actual behaviours, linguistic (or not), and their “intangible” inter-
pretation—i.e. purely deductive—in terms of an explanatory theory of the interconnected functioning of 
systems of competencies (inference, mind reading, perception, syntax, semantics, etc.).
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means studying also its relationship with the hands and feet, the musculoskeletal 
system, the circulatory and respiratory system, etc. In conclusion, it means studying 
the whole set of systems and structures that have determined the physiological char-
acteristics of a species over the course of its evolutionary history. The same applies 
to mental functions. An animal who is able to develop language and culture—such 
as the human race—does not merely communicate in a different way, but perceives 
the world differently, reasons differently, remembers differently, yearns differently, 
gets excited and reacts to emotions differently, engages with others differently. This 
was indeed the breakthrough that pushed this cognitive science beyond its origins as 
a computational science, which saw cognitive processes as elements that could be 
fully simulated with the help of algorithmic processes, paving the way to the neu-
roscientific studies where the mind is not “artificial” but rather “natural”. Thanks to 
this change of paradigm, it was possible to leave behind the computational mind and 
the computer-like metaphor and launch a study of the brain where the latter is not 
considered a metaphor of the mind, but rather the mind, stemming from the basic 
assumption that mental phenomena should be tackled as natural phenomena.

Nevertheless, the term “naturalisation” implies a series of issues when it is used 
to identify the material sub layers of ideas and concepts in a specific field of research 
such as brain science, since research has the vocation of being managed with theo-
ries, interpretations and hypotheses. This is the issue that we will address in the next 
section.

4 � What Kind of Naturalism?

As emphasized in the previous paragraphs, the term “mind” must not necessar-
ily refer to a directly observable behaviour: in fact, “mind” refers to a wider set of 
cognitive, attentive and internal affective determinants, both private and subjective, 
which do not always translate into a perceivable and describable behaviour.

Furthermore, human beings react to the stimuli of the external environment in 
a subjective way, on the basis of their feelings and personal memories. In conclu-
sion, individuals react to environmental stimuli according to the way in which their 
“mind” processes them, following the representation that they have created on the 
input received and the representation that they have of themselves.

In the past, these features led many to the conclusion that there are sophisticated 
levels of the mental life that go beyond and transcend the mere biological life, caus-
ing a division between mind and brain that was due to the apparent need of studying 
the mind by using categories, concepts, and tools different to those used to study 
other natural phenomena.

Even today, there are philosophers who are strongly convinced that all mental 
states are caused by neurobiological processes that take place in the brain while 
being sceptical towards the idea that the same phenomena described at a fundamen-
tal level (i.e. phenomena identified through the neurobiological language) are indeed 
sufficient to trigger higher mental phenomena (see Searle 2007; Dennett 1996). This 
is the idea at the basis of the normative models of ethical or social choice theory 
(at least in their utility-based version), according to which moral judgments do not 
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convey “moral intuitions” or value assessments of individual behaviours (“natu-
ral feeling”), but rather convey “reasons” that humans take into account to decide 
whether some moral “intuitions” are correct, reviewable, or contestable. From this 
point of view, moral norms are picked on the basis of rational criteria (which are at 
the basis of choices) that could vary, leading therefore to different choices.

In the other field we find the cognitive scientists contending that moral choices 
can, at the end of the day, also be taken down to cerebral physical statuses. An 
example is Michael Gazzaniga, who writes:

A series of studies suggesting that there is a brain-based account of moral rea-
soning have burst onto the scientific scene. It has been found that regions of 
the brain normally active in emotional processing are activated with one kind 
of moral judgment but not another. Arguments that have raged for centuries 
about the nature of moral decision and their sameness or difference are now 
quickly and distinctly resolved with modern brain imaging. The short form of 
the new results suggests that when someone is willing to act on a moral belief, 
it is because the emotional part of his or her brain has become active when 
considering the moral question at hand. Similarly, when a morally equivalent 
problem is presented but no action is taken, it is because the emotional part of 
the brain does not become active (Gazzaniga 2005, p. 167).

The studies mentioned by Gazzaniga have a long tradition and belong to the school 
of thought that postulates that human nature can only be fully and fairly explained 
by biology. In the words of Gazzaniga, all other possible explanations concerning 
the origins of human kind are only “stories that comfort, cajole, and even moti-
vate—but stories nonetheless” (Gazzaniga 2005, p. 165).

Several authors have openly attacked these “stories” and the most prominent 
researcher in doing so is without any doubt Patricia Churchland, who in an article 
published in (1994) criticised the arguments that deny the neurobiological interpre-
tation of the mind, categorising the doubts put forward by philosophers into five 
main groups (Churchland 1994) and strongly supporting the idea that the abilities 
of the human mind overlap with those of the human brain. The aim of Churchland’s 
strategy is to explain macrolevels (neuropsychological and cognitive abilities) in 
terms of microlevels (neurons’ properties), an approach that could be criticised, 
particularly considering its basic reductionist aspects (Legrenzi and Umiltà 2011). 
From this perspective, the criticism of Churchland by several authors is completely 
justified, especially from an epistemological point of view. Let’s take the example 
provided by Dietrich and List:

Consider, for example, how you would explain a cat’s appearance in the 
kitchen when the owner is preparing some food. You could either try (and 
in reality fail) to understand the cat’s neurophysiological processes which 
begin with (i) some sensory stimuli, then (ii) trigger some complicated neu-
ral responses, and finally (iii) activate the cat’s muscles so as to put it on a 
trajectory towards the kitchen. Or you could ascribe to the cat (i) the belief 
that there is food available in the kitchen, and (ii) the desire to eat, so that (iii) 
it is rational for the cat to go to the kitchen. It should be evident that the sec-
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ond explanation is both simpler and more illuminating, offering much greater 
predictive power. The belief–desire explanation can easily be adjusted, for 
example, if conditions change. If you give the cat some visible or smellable 
evidence that food will be available in the living room rather than the kitchen, 
you can predict that it will update its beliefs and go to the living room instead. 
By contrast, one cannot even begin to imagine the informational overload that 
would be involved in adjusting the neurophysiological explanation to accom-
modate this change (Dietrich e List 2016, p. 27).

As Searle highlights, a reductionist approach may at best find the “correlations” 
between subjective statuses and cerebral ones, which might have a cause–effect rela-
tion but not an “identity” relation (Searle 2007). The Italian philosopher of the mind 
Michele Di Francesco goes in the same direction when he writes that:

Even recognising the causal role played by basic level phenomena cannot 
justify neurobiological fundamentalism. This is due to the fact that a specific 
event might be necessary for a specific effect without being its full and only 
cause; it can be a precondition, a secondary cause, one of the many conditions 
required for the establishment of a cause-effect link, and so on (Di Francesco 
2007, pp. 136–137).

Therefore, it seems that the dilemma that must be solved boils down, on the one 
side, to the protection of a subjective and non-deterministic approach to human 
behaviour, while on the other there is the rejection of all forms of dualism, which 
represent pre-established walls dividing the study of the mind and the study of the 
brain, turning the mind into a natural phenomenon without falling for the charm of 
reductionism and biological determinism.

How is it hence possible to naturalise the mind without falling into the trap of the 
neurobiological fundamentalism described by Churchland or Gazzaniga?

Replying to this question is not easy, because the answer basically depends on 
the meaning of “naturalisation” or “naturalism”. In fact, these are two controversial 
terms and, in the history of philosophy, have acquired divergent and mutable mean-
ings, becoming widely used in several philosophical fields (Ionian philosophers, 
Aristotelianism, Hume’s and Spinoza’s philosophy, the Positivism of the 19th cen-
tury, logical empiricism and pragmatism, just to name but a few), all sharing just a 
vague reference to the natural world.

Luckily, over the last few years, contemporary naturalism acquired less vague 
connotations, to such an extent that nowadays the only two remaining big schools of 
thought are those of “scientific naturalism” and “liberalised or pluralist naturalism”. 
Both schools share the “constitutive thesis of naturalism”, i.e. the desire of using 
in their theories only laws, methods, and entities existing in nature, hence rejecting 
all those with supernatural features.13 In addition to this, both modern conceptions 

13  As a matter of fact, several authors criticised the anti-scientific positions that referred to religious 
beliefs, mystical entities, demiurges, gods, etc. Furthermore, they strongly criticised the dualism related 
to the mind–body issue or the hypothesis of the Intelligent Design.
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of naturalism agree in considering natural sciences the ideal model to which all 
forms of science should conform in order to be legitimised as knowledge-creating 
activities.

Yet, while the supporters of scientific naturalism are convinced that it is possible 
to reduce the scope of the phenomenon that one wishes to naturalise to the language 
of experimental science,14 the supporters of liberalised naturalism believe that it is 
possible to go beyond the clear division proposed by scientific naturalism between 
the phenomena belonging to the physical world and those that relate to the different 
fields of human existence. This allows the recovering of concepts (such as normativ-
ity, intentionality, free will, etc.) that cannot be sensed in the physical world, hence 
rightfully qualifying them as fully belonging to the natural world, without any form 
of metaphysical contamination (De Caro and Macarthur 2004).

The keystone of this new vision is indeed the compatibility (rather than the con-
tinuity) of philosophy and science, where a strong anti-reductionist character is sali-
ent, particularly as regards normativity.

But how is it possible to reconcile the normative level with the causal level typi-
cal of natural sciences?

John McDowell tries to answer this question with a proposal that epitomises 
the conciliating position taken by liberalised naturalists. McDowell contends that 
human beings have special characteristics that allow them to have a “second nature” 
(McDowell 2004). He claims that the best way to explain some human behavioural 
traits should not refer exclusively to the “causes” that govern body movements but, 
more importantly, to the “reasons” of acting. These “reasons” should not be consid-
ered to be completely disconnected and independent from human experience but, 
on the contrary, as an integral part of human nature (“second nature”). In this case, 
the liberalised naturalism proposed by McDowell complies with the first require-
ment (which could be defined as an ontological requirement), thanks to the inclusion 
among the explanations of all types of entities that are necessary to an explanatory 
end, without pre-established limits. In this way, the existence of elements of moral, 
modal, or intentional nature (and the truthfulness or falsehood of their judgment) 
becomes acceptable, because these elements are crucial to account for important 
aspects of our thought without including supernatural entities that go against the 
laws of nature in the explanation.

Therefore, McDowell’s liberalised naturalism15 does not encounter any difficulty 
in accepting the conceptual analysis (the methodological requirement) as a legiti-
mate research method when it supplies productive inputs to explain specific phe-
nomena, provided that it is not incompatible with natural sciences or, for example, 
neuroscientific studies. If this is true, then normativity is not incompatible with 

14  The most radical form of scientific naturalism and of such a way of thinking can be traced back to 
Quine (1969), who contended that it was necessary to give up once and for all the “dream” of a Philoso-
phia Prima (i.e. a form of philosophy that has the priority over natural science).
15  Nevertheless the same applies to all other authors who draw inspiration from this form of naturalism 
(see De Caro and Macarthur 2010).
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descriptive and causal inquiries, which logically is tantamount to saying that it is 
compatible with them.

In this way, McDowell’s liberalised naturalism represents a highly promising 
alternative to the reductionism promoted by scientific naturalism and, therefore, 
could provide a fruitful explanatory tool. Let us consider a couple of examples in the 
field we are currently analysing, i.e. economic theory.

As it is well known, according to the theory of rational choice, agents comply 
with a basic norm, which is the maximisation of the anticipated utility. The nor-
mative theory of rational choice postulates this norm and the choice principles it 
entails. The descriptive part of the theory has the task of determining whether the 
agents actually follow the norm. As several experimental psychologists have high-
lighted, under certain circumstances, agents do not follow the guidelines of norma-
tive theory, which leads to a series of paradoxes (the most famous of which is the 
paradox of Allais), where agents do not systematically maximise their utility. Several 
authors, particularly among psychologists, claimed that the misalignment between 
rational choice theory and reality is due to some reasoning mistakes or causal factors 
that influenced the agents’ answer. In this case, as emphasized by Engel (2001), the 
interpretative approach seems not to work, because the causal factor is, so to speak, 
obscure, in that it does not refer to a norm but merely to a psychological process that 
is responsible of the mistake.

What Engel emphasized, i.e. the fact that cognitive modalities incompatible with 
the best epistemic practices available should be barred, is fully in line with the anal-
ysis of liberalised naturalism that, contrary to behavioural economics, can provide 
a rational answer to the abovementioned issue. In fact, the manifest paradoxes and 
mistakes incurred by agents can easily be explained as a product of “reasons” differ-
ent than those established by the traditional neoclassical theory of utility maximisa-
tion. For example, the agent might decide to give up to maximisation today in order 
to get it tomorrow, or because by giving it up the agent believes that he/she will gain 
social prestige, etc. Therefore, according to the theories put forward by experimental 
psychologists or Engel himself, we do not always deal with real “mistakes”.

The objection justifying this kind of argument basically relates to the fact that 
when it is time to evaluate the performance of subjects involved in reasoning tasks 
in a laboratory setting, it is easy to completely ignore the practical ends that, on 
the contrary, are typical of any spontaneous reasoning process in a natural context 
(Guala 2005). This kind of criticism against experimental economics implicitly 
entails that, outside of the laboratory, human inferences are always aimed at finalis-
ing and reaching a specific goal. Besides, as several studies have highlighted (Sper-
ber et al. 1995; Bagassi and Macchi 2006; Sher and Mckenzie 2006), some of the 
main phenomena that are traditionally considered as examples of the limits of human 
reasoning are instead the result of advanced inferential processes, largely influenced 
by considerations relating to semantics and meaning which strictly depend on the 
situation where the arguments are presented (Mercier and Sperber 2011).

As it happens in the case of experimental economists, not even the most radical 
form of naturalism can formulate an ontology that is able to include these explana-
tions. On the contrary, liberalised naturalism takes on the challenge of keeping the 
notion that the facts taking place within the society are genuine facts and that the 
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mind should go beyond an intangible place enclosed inside a skull and include not 
only the concrete functioning structure of the brain and the rest of the body, but also 
the forms that the mind acquires in the environmental relations that it forges and 
from which it is influenced.

A field of study that patently clarifies the scope of the moderate naturalist 
approach is Game Theory.16

5 � Game Theory and Scientific Naturalism

Over the last decades of study and research, Game theory and especially the Prison-
er’s Dilemma17 have been widely used by those neuroeconomists that strongly sup-
ported the partnership of Game theory and neurosciences to provide new and useful 
outcomes both for economists and the experts of the study of the brain. By apply-
ing the theories and methodologies developed by neurosciences and cognitive psy-
chology to the Prisoner’s Dilemma, researchers have tried to define a new and pro-
foundly different framework compared to the one offered by the standard approach, 
in order to interpret differently the decisions taken by players during a game.

16  Game theory was initially developed as a part of applied mathematical sciences and it aims at study-
ing rational individual choices in situations where different subjects interact, making the choices of one 
subject relevant for those of the others (often an adversary), according to a retroaction mechanism. The 
salient feature of game theory is that it aims at accounting for the strategic interactions in a situation 
where an agent does not face a passive environment, but rather an environment composed of—at least 
partially—other agents.
17  The Prisoner’s Dilemma was developed in the 1950s by Merrill Flood and Melvin Dresher. It has 
been widely applied in economics and social philosophy, since it was believed that it could properly rep-
resent a wide range of social situations where the individual interest goes against the collective inter-
est. The most famous formulation of the “Prisoner’s dilemma” is as follows: Two suspects, A and B, 
are arrested by the police. The police have insufficient evidence for a conviction and, after having sepa-
rated the two prisoners in two different cells, interrogates them and offer them the same deal: if one of 
them confesses (C) and the other does not confess (NC), then the one who did not confess will serve a 
10-year sentence while the other will go free; if both of them do not confess, then they will both receive 
a 1-year sentence; while if both of them confess, then they will both be sentenced to 5 years in prison. 
Each prisoner can decide whether to confess or not. However, neither prisoner will know the other pris-
oner’s choice. In this situation, all combinations of strategies are “Pareto optimal” with the exception of 
the mutual accusation strategy. If they were able to communicate with each other, then it is clear that 
the best strategy would be not confessing because both prisoners would be sentenced to only 1 year in 
prison. Nevertheless, as they cannot communicate, for the player who is questioned second, the best solu-
tion will always be to confess, without considering what the first prisoner might decide to do. In detail, 
if A confesses, then for B, it will be more convenient to confess, because in this way, both prisoners will 
serve a 5-year sentence; in any case, if A does not confess, then for B, it will be more convenient to con-
fess, because in this way, he or she will go free, while the first prisoner will receive a 10-year sentence. 
This is the reason why the best solution for both players will always be to confess because independently 
of the other player’s choice, the payoff of confessing is always higher than not confessing. A situation 
like this is called “Pareto inefficient,” because even the most rational solution does not represent the best 
of all possible solutions. As a matter of fact, even if it is more convenient for both prisoners not to con-
fess (because in this way, they will be sentenced to only 1 year in prison), then this strategy is less used 
because it is very risky: if the other prisoner were to confess (as it is rational for him to do), then the pris-
oner “taking the risk” would serve a 10-year sentence, letting the other free to go.
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Among the earliest studies on the subject, it is worth highlighting the research by 
James K. Rilling and colleagues, who focussed on the relationship existing between 
the triggering of a specific cerebral area (the striatum, one of the regions of the brain 
associated with the feeling of satisfaction) and the cooperative behaviour of sub-
jects involved in a Prisoner’s Dilemma game (Rilling et al. 2002). To show that the 
subjects involved in the game got some satisfaction from the cooperation with other 
subjects (without considering monetary returns), the authors compared the trig-
gering level of the striatum when subjects cooperated with other human partners 
with the triggering level of the same cerebral region when they cooperated with a 
computer. The authors noticed that even when the game parameters and monetary 
returns due to cooperation were exactly the same in both cases, the triggering levels 
of the striatum were markedly higher when the game partner was a human being. 
The authors came to the conclusion that subjects got a complementary dose of satis-
faction (non-monetary) because of the mere fact of establishing a cooperation bond 
with another human being.18

Unfortunately, Rilling and colleagues do not provide an answer to the most 
important question highlighted by their experiments: why do we trust others and 
believe that they will treat us well? It is indeed logical to think that human beings 
have more than one reason (and many more than a computer) to behave egoistically 
and hence maximise their profits.

A group of Swiss researchers performed a much debated study that tried to 
answer this difficult question. Their research focussed on the role played by a very 
specific hormone called oxytocin (Kosfeld et al. 2005), which biologists have found 
in mammals when they are on the verge of establishing some kinds of social rela-
tionships, for example when they are in heat or when they develop maternal behav-
iours. According to these biological studies, oxytocin allows animals to approach 
other members of their species. The Swiss research team started from this assump-
tion and put forward the idea that oxytocin allows human beings to establish social 
relationships and, in particular, develop feelings of trust and loyalty, just as it hap-
pens with other animals. To prove their point, they designed an experiment with 
58 subjects divided in two equally distributed groups engaged in the trust game.19 
Ahead of the game, the subjects of the first group were administered a massive dose 
of oxytocin through a nose spray, while the remaining 29 players received a placebo. 
The results showed that the average level of trust was significantly higher among the 

18  The study performed by Rilling and colleagues was confirmed by the works of another neuroscience 
research team led by McCabe, who studied with fMRI the triggering levels of the prefrontal cortex of 
subjects playing a game similar to the Prisoner’s Dilemma, i.e. the trust game (McCabe et al. 2001).
19  The participants to the trust game cannot communicate with each other. At the beginning of the game, 
they all receive a certain amount of money. The subjects belonging to the first group (investors) can give 
all their money, a part of their money or nothing to the subjects belonging to the second group (trustee). 
If they decided to give them no money, the game stops. If they give them money, the amount of money 
given is multiplied for a factor (e.g. three) and assigned to the trustees, who can then decide to give back 
to the investors a part of their money, all their money, or no money. The investor’s payoff is equal to the 
initial amount of money received, minus the money given, plus the money received from the trustee; the 
payoff of the trustee is equal to the initial amount of money received, plus the money received from the 
investor, minus the money given to the investor.
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subjects receiving the oxytocin compared to those receiving the placebo. In a nut-
shell: the oxytocin-exposed subjects invested much more money in the trust game 
compared to the others, proving that the hormone affected the subject’s will to invest 
more in social relationships.

Another important result achieved by Kosfeld is related to the effect of oxytocin 
on the loyalty of trustees. Oxytocin-exposed players showed similar levels of loyalty 
to those receiving the placebo. In other words, these results proved that oxytocin 
affects the trust that one subject has towards another, but it does not affect the reli-
ability of the latter and it does not make one more inclined to reply positively to the 
offers of the partner.

This result was partly confirmed by a subsequent study performed by Paul Zak 
and colleagues, who focussed on the class of players receiving the money (Zak et al. 
2005). While performing their experiment, the authors noticed that when subjects 
saw the intention of the partner to invest trust in them, they released higher levels of 
oxytocin.

By combining the outcomes of both studies, it is clear that oxytocin is related to 
both the situation in which an investor trusts a trustee, and when a trustee recognises 
in the investor a genuine desire to trust him.

Nevertheless, the data on the role of oxytocin collected by these researchers have 
been abused over the years, leading to wrong (pseudo)scientific conclusions. These 
experimental data have been turned into some kind of proof that there is a cause-
effect bond between the release of this specific hormone and the creation of trust 
bonds.20 In fact, as outlined above, the release of oxytocin must be seen as one of the 
many correlations existing between a cerebral activity and a specific behaviour, not 
as the “cause” of trust. In other words, as far as oxytocin is concerned, the authors 
identify the coincidence of two events, nothing more, nothing less.

A recent study performed by Coren Apicella and colleagues corroborates this 
idea. Starting from a much more numerous statistical sample than the one used by 
Zak and Kosfeld in their experiments, they proved that between oxytocin and trust 
behaviours (even simple generosity) there is not even a simple correlation, while 
different behaviours are observed according to the population involved. This proves 
once again that cultural factors are much more relevant than genetic ones, at least as 
far as economic choices are involved (Apicella et al. 2010).

Another proof of the abuse of data related to oxytocin, or—even worse—their use 
for scientific marketing, comes from clinical studies.

It is well known that people suffering from Williams’ syndrome have a well-
developed empathic ability (Dykens and Rosner 1999) and, in particular, feel par-
ticularly attracted by strangers (Doyle et  al. 2004). As shown by a study carried 
out at the prestigious Cedars-Sinai Medical Center in Los Angeles and published 
in 2012 on PLoS one, when subjects affected by Williams’ syndrome are exposed 
to specific emotional inputs, they release quantities of oxytocin that are three times 
higher than those released by normal subjects. Nevertheless, the conclusions of this 

20  Even Paul Zak during several conferences referred to oxytocin as “trust molecule” or “moral mol-
ecule”.
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study go in the opposite direction of those postulated by Zak. The authors do not 
refer to trust or prosocial behaviours by the subjects, but they rather believe that 
the excessive quantity of oxytocin is the cause of the behavioural anomalies caused 
by this syndrome. This study corroborates the literature that portrays a much less 
charming description of the relational skills of the subjects affected by the syndrome 
(see Sullivan and Tager-Flusberg 1999; Happé 1993; Gagliardi et  al. 2003), high-
lighting the fact that the emotional response triggered in WS subjects by the pres-
ence of other people is often excessive and disproportionate. In brief, according to 
these studies, WS subjects have strong problems in understanding what other people 
are thinking or feeling.

Despite the fact that the extremely reductionist hypotheses put forward by 
researchers such as Zak fuel the interest of scientific naturalists (such as Gazzaniga) 
as much as they attract the criticism put forward by standard economists (such as 
Gul and Pesendorfer), these two different approaches do share a lot of similarities.

The most vocal supporters of reductionist naturalism “directly” associate some 
partial neural mechanisms to some economic behaviours, such as “trust”, “risk incli-
nation”, “cooperation”, etc., without explaining what other connections turn those 
simple neural mechanisms into the concepts of “trust”, “risk”, and “cooperation”. 
Similarly, standard economists assume that individual choices are the manifesta-
tion of a maximising behaviour, without postulating how this happens (besides the 
rationality norm), completely disconnecting the process from reality.

These similarities are not something new. Alan Kirman and Miriam Teschl high-
lighted something similar in the “inequity aversion” model developed by Fehr and 
Schmidt (1999, 2010):

On the other hand, there are two behavioural and neuroeconomists, Fehr & 
Schmidt (1999, 2010), who have presented a model of an economic agent 
with particular other-regarding preferences, namely those exhibiting ‘ineq-
uity aversion’. In this model, the agent is supposed to care about the difference 
between others’ monetary outcomes and his own to the extent that any differ-
ence between the agent and someone else affects the agent negatively. We take 
this point to show the importance that some economists attribute to the stabil-
ity of a given distribution of other-regarding preference types. Once again this 
allows one to fall back on the standard idea of fixed and immutable preferences 
(Kirman and Teschl 2010, p. 306).

To correct the wrong perspective used in the analysis of economic questions, Kir-
man and Teschl suggest to take a closer look to the relevance that empathy and mind 
reading have in decision-making processes.

6 � Empathy and Pluralist Naturalism

Authors such as Rawls and Harsanyi have often highlighted the importance of empa-
thy in the case of economic issues. When referring to utility interpersonal exchanges, 
Harsanyi contended that it was quite easy to understand their psychological basis: 
they were based on imaginative empathy, the agents’ ability to imagine being in 
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someone else’s shoes (Harsanyi 1979). More recently, authors such as Ken Binmore 
highlighted the economic relevance of empathy by describing an imaginary society 
modelled and functioning on the basis of the strategic interactions of its subjects, 
hence placing empathy at its centre. According to Binmore, empathy should not be 
considered as “some auxiliary phenomenon to be mentioned only in passing”, but 
rather as a fundamental component that allows all subjects to understand the nature 
of economic interactions. Subsequently, “Homo economicus must be empathetic to 
some degree” (Binmore 1994, p. 28).

From the point of view of the researchers mentioned above, empathy is the par-
ticular ability of agents to mimic the internal feelings of other agents and, beyond 
its fundamental role in the establishment of positive interpersonal relationships and 
in the promotion of prosocial behaviours, it is extremely useful to explain decision-
making situations where the positive outcomes for a specific individual depend on 
the individual’s ability to strategically anticipate the behaviour of others.

When it comes to the specific issue of describing the processes at the basis of this 
empathic anticipation that allows individuals to understand and predict the behav-
iours of others, two different theories have been developed: the theory theory and 
the simulation theory.

According to the theory theory, human beings develop through their experience 
a form of naive theory (folk psychology) about the mental representations, moti-
vations, aims, and emotions that drive different behaviours. The theory theory 
assumes that all individuals have at their disposal a quite advanced inferential sys-
tem that provides them with the ability to anticipate what will happen by taking 
the experiential data that are the axioms of folk psychology as a starting point. The 
distinctive feature of theory theory is therefore the fact that it takes into account 
the skills expressed by common-sense psychology as part of a theory (Fodor 1983). 
Obviously, it would be a theory that—in the majority of individuals—would work 
implicitly. In fact, the theory theory does not assume that all individuals be able to 
ponder the single aspects of the theory or refer to it in order to make the right infer-
ences. Yet, the systematic aspect of the anticipation mechanism would exist, even 
latently, in all human beings.

The limits of theory theory are striking. First of all, it takes for granted the exist-
ence of a naive theory of behaviour that consequently assumes that it is possible to 
consciously access complex inferential processes and skills such as the abstract rep-
resentation of rules (Carruthers and Smith 1996).

Conversely, the simulation theory (Gordon 1995) rejects the use of a logical 
inferential chain, since it contends that inferences are too rich, burdensome and ant 
economical, rather focusing on a simpler explanation model of intersubjectivity 
based on emulation and imagination, as well as on the belief that beyond individ-
ual differences all human beings do share a mind that works similarly under similar 
circumstances.

Strong support to the simulation theory was provided at the beginning of the ‘90 s 
by the discovery of the features of a specific population of visuomotor neurons in 
the cerebral cortex devoted to the processing of information related to the behaviour 
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of others, the so-called “mirror neurons”,21 forcing anyone interested in intersub-
jectivity to face a new paradigm, hinged on the hypothesis of a neural correlate of 
empathy and, therefore, on the idea of a biological basis of sociability. In fact, from 
a neural perspective, there is no difference whatsoever between a subject performing 
an action and a subject observing another individual performing it (Rizzolatti and 
Sinigaglia 2006).

The discovery of mirror neurons confirmed the theory of social psychology on 
the automaticity and pervasiveness of emulation and empathy. As a matter of fact, 
mirror neurons are not simply triggered by looking at the motor schemes of others, 
but they are triggered also by looking at others’ emotional reactions: observing an 
emotion in someone else may trigger the activation of the same cortex regions in the 
observer that are normally activated when the observer feels that specific emotion 
(Rizzolatti and Vozza 2008; Gallese and Sinigaglia 2012).

Nevertheless, besides the neural identity that allows us to explain the behavioural 
affinity among different agents (neural triggering that would be enough for a neu-
roeconomist supporting a naturalist approach à la Gazzaniga), there is still another 
problem to solve, i.e. the main object of our research: without taking into consid-
eration the actions performed by single agents, which are the intentions that drive 
them and make them understandable to others? If the “common” character of this 
knowledge among agents can be explained by the mirror system, its intentional con-
tent seems nonetheless to be quite elusive. For example, the mirror system allows for 
the recognition of the rage in another person or the fact that another agent wishes to 
grasp an object. Yet, it is also necessary to explain the subsequent behaviour of an 
individual in complex social situations (such as those presumed by Game Theory). 
For the observer, it is not enough to recognise the rage in the other person, but rather 
to try to account for his rage, in order to trace and contextualise the reasons of his 
mood and understand the context that caused it.

Here is where the simulation theory based on the triggering of mirror neurons 
show its limits. If the main limitation of the theory theory is the fact that it is com-
pletely centred on the other subject, whose mind’s conceptual functioning must be 
understood in terms of logical-inferential argument chains, the simulation theory is 
instead too self-centred, since it entirely hinges on the abilities of the agents to put 
themselves in the others’ shoes. Yet, by taking a closer look, it is possible to under-
stand that this egocentrism represents also a decentralisation of the Id, because it 
requires to put aside personal believes in order to take on those of others. In this 
way, the simulation theory—which is based on the special affinity existing between 
the observer and the observed agent whose behaviour can be understood and pre-
dicted—cannot explain on its own how it is possible to predict the behaviour of 
agents so different from the observer. Furthermore, it seems quite plausible that the 

21  By recording what happens in single neurons, it was observed that in an area located in the premotor 
cortex of monkeys (area F5) there are neurons that get activated both when the monkey actively per-
formed an action such as grasping or manipulating an object, and when the animal observed similar 
actions performed by another agent (another monkey or even a human being). These neurons have been 
therefore called mirror neurons, in order to emphasize the double activation involving them when per-
forming or observing an action.
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obvious goal of a simulation is not to understand what one would do if one were 
in someone else’s shoes, but rather to imagine how the other will behave. In other 
words, when one places himself in the other’s shoes, he should not take with him his 
mind, but he should try to see the world with the eyes of the one he is imagining to 
be.

The current state of the art of the debate is not trenched on the positions of theory 
theory and simulation theory supporters: in fact, several attempts to combine the 
two positions and make concessions on specific points of the theoretical models are 
currently underway (Decety and Lamm 2006, 2007). These hybrid models provide 
an explanation of the fundamental characteristic of empathy, i.e. the recognition of 
the other as a fellow human being through a clear distinction between oneself and 
the other. Neuroscientific research has showed that this role is played by the lower 
right parietal cortex, in connection with the prefrontal areas and the front insular 
cortex (Keenan et al. 2003; Blakemore and Frith 2003). This cognitive mechanism 
represents a fundamental substratum for empathic experience, making a difference 
between simple emotional contagion (strictly based on the automatic bond exist-
ing between perception and action) and, as stated above, the empathy needed for 
“cooler” relationships, with a clear distinction between oneself and the other. The 
latter aspect requires therefore additional computational mechanisms that include 
the monitoring and managing of the inner information created by the activation of 
shared representations between oneself and the other.22

Over the years, the neurobiological data and conceptual progress made on empa-
thy led to useful experimental (and conceptual) developments in neuroeconomics.

To mention just one example, Singer et al. (2006) monitored the cerebral activity 
of individuals playing the Prisoner’s Dilemma, with the clear intention of verifying 
whether the subjects could see the game not only from their perspective, but also 
from that of the adversaries. In order to do so, the experiment was divided into two 
stages. In the first stage, every player had the possibility to observe two types of 
behaviour by the other players: cooperation or systematic defection. The regularity 
of behaviours followed by the subjects had the aim of triggering opposed feelings 
of sympathy and dislike in the observers. In the second stage of the experiment, 
Singer and colleagues carried out a functional neuroimaging exam on the subjects, 
in order to understand whether the feelings of sympathy and dislike triggered during 
the first stage of the experiment affected or not the neural reactions of subjects when 
they saw the players exposed to painful stimuli. The authors recorded lower levels of 
empathy for those who followed a non-cooperative and defection-based behaviour in 
the first stage of the experiment.

The monitoring of cerebral activity of subjects seeing other individuals exposed 
to painful stimuli has been at the centre of several experimental studies on the neu-
robiological foundations of empathy. Generally speaking, the neural activation of 

22  Once again, further studies supporting this hypothesis were carried out in clinical settings. They relate 
to some psychopathological disorders such as autism (McIntosh et al. 2006; Iacoboni and Dapretto 2006) 
or some forms of schizophrenia. In the latter case, for example, what is missing according to Gallagher 
(2004, 2007) is the sense of agency of the action, while the sense of ownership would remain unaltered.
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the anterior insula (a region supposedly activated in physical or psychological situa-
tions felt with dislike or as unfair) and the anterior cingulate cortex (the region con-
sidered responsible of the processing of automatic warning reactions in situations of 
danger or social discomfort) both in the subjects feeling pain and in those watching 
them, led scientists to the conclusion that the observers seemed able to “feel” the 
pain of the others because they “shared” their pain, albeit in a different manner. As 
Singer and Fehr put it “[t]hese findings suggest that we use representations reflect-
ing our own emotional responses to pain to understand how the pain of others feels” 
(Singer and Fehr 2005, pp. 5–6).

Therefore, the possible existence of a form of empathy can be of paramount 
importance for cooperation choices: by promoting the identification of others’ feel-
ings and thoughts, it is possible to facilitate the self-interest opportunistic choices 
postulated by neoclassical economists. Empathy may yet push us away from this 
kind of choices and lead us towards less “selfish” choices: sharing emotions “ren-
ders” our emotions other-regarding, which provides the motivational basis for other-
regarding behaviours (Singer and Fehr 2005, p. 2).

The results of the experiments carried out by Singer and colleagues show that all 
subjects seeing other cooperative subjects suffering record an empathic activation of 
pain mechanisms. Nevertheless, there is a clear difference between men and women 
in their empathic responses towards subjects who did not cooperate in previous 
experiences. In this case, men were less inclined to feel bad about the pain suffered 
by their opponents and, sometimes, it was even recorded the activation of the areas 
normally related to feelings of satisfaction. This behavioural difference has relevant 
impacts, because it flags the existence of different levels of empathy. The neuro-
scientific data collected by the authors prove that, even when seeing someone else 
experience a particular feeling (in the case of these experiments, the pain caused by 
an electric shock on one hand) automatically and unconsciously triggers a represen-
tation of that feeling in the observer’s brain (because of mirror neurons), this process 
cannot be inhibited or controlled. The management of empathy is an important fac-
tor of human lives, but it stops being possible when it becomes “too costly”: there is 
therefore a relative limit to the level of empathy that subjects can “bear” (see Decety 
and Lamm 2006).

This conclusion is supported by an experiment performed by Hichri and Kir-
man (2007) that analyses the behaviour of the subjects involved in a repeated public 
goods game.23 The authors showed that in the early stages of the game, a majority 
of players generously contributed to the fund (in a higher proportion than what fore-
seen by Nash equilibrium), while later on the individual contributions decreased, 
even though the total contribution was unchanged. This means that the players that 
at the beginning contributed with more resources reduced their contributions during 
the game, and the other way around.

23  In this game, each component of a group of n persons receives an x amount of money. Then, each par-
ticipant must decide how much money to keep and how much money share in a common fund (the public 
good). When it is shared in the common fund, it is multiplied by a factor m by the researchers, dividing 
the final amount among the members of the group.
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In brief, despite the fact that it is true that empathy plays a fundamental role in 
establishing the level of solidarity of individuals, the level of empathy is not con-
stant, but it is rather calibrated by the players according to the context and the inter-
actions with others. In other words, empathy is not a simple automatic bottom-up 
process (biologically based on mirror neurons), but individuals can manage their 
level of empathy by using top-down processes.

These remarks on empathy are not very much welcomed by economists or reduc-
tionist neuroeconomists. The perfect situation for economists would be for the stud-
ies on empathy to reveal a distribution of empathy in the population according to a 
series of stable preferences that could be used to develop economic predictions. This 
is due to the fact that the fundamental assumption of economics is that behaviour in 
general and choices in particular can be compared to stable and unchangeable pref-
erences. As Samuel Bowles clearly describes, economists usually believe that “‘for 
preferences to have explanatory power they must be sufficiently persistent to explain 
behaviours over time and across situations” (Bowles 1998, p. 79).

Similarly, reductionist economists would prefer dealing with individuals with a 
specific pre-established level of empathy, unaffected by the context or the people 
that they face in their game. Should this happen, then, they could design neurophysi-
ological experiments aimed at finding for each individual his/her empathic predispo-
sition to cooperation.

On the contrary, the naturalist pluralist model described above and suggested by 
some neuroeconomists for empathy postulates an integrated approach based on the 
joint role of cognition and affections. When we combine this with the neuroscientific 
studies on the correlations between behaviour and its underlying neurophysiological 
mechanisms, both in its normal and pathological versions, we reach the last frontier 
of neuroeconomic studies, where the choices of individuals are explained not only 
by using cerebral physiology, but also by properly referring to the human nature.

7 � Conclusions

As we have seen, trying to capture the essence of social behaviour and intelli-
gence without falling into the temptation of exploiting reductionist ideas obviously 
implies the need of taking into account the various description levels of the question 
tackled: from neural dynamics to social dynamics, from the adaptive logics of its 
development in the phylogenetic tradition up to its emergence during the ontoge-
netic development of different species. Our analysis emphasized that not all norma-
tive categories that account for human agency may be translated and explained in 
neuroscientific terms. Following this thesis, though, does not imply the rejection of 
a naturalistic interpretation of the mind. Naturalism per se does not imply that all 
discoveries of partial aspects of brain functioning should be considered a part of 
a consistent theoretical system that will reduce all cognitive and behavioural func-
tions to neuropsychological or neurobiological functions. This is the first and main 
reason why it is preferable to opt for the liberalised and pluralist version of natu-
ralism that tends to include in its research the authenticity of some significant cul-
tural phenomena, their normative aspects (for example laws or social conventions) 
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and the qualitative aspects of mental states that imply awareness, without opening 
the door to the possibility of questioning the legitimacy of neuroscientific research 
on higher human functions. Liberalised naturalists agree on the idea that our deci-
sions are the expression of thoughts that have some kind of neurophysiological basis 
that, obviously, would be highly interesting to identify. Yet, at the same time, they 
believe that their neurophysiological basis does not completely explain them and, 
on the contrary, an inter-theoretical model developed by different disciplines (neu-
roscience, psychology, economics, and philosophy) that could combine different 
inquiry techniques in a multidisciplinary framework might provide a better natural-
istic explanation of mental phenomena. By using these models, phenomena such as 
decision-making, empathy or the establishment of social groups and the exchanges 
that take place inside them might be finally brought in the research framework of 
other natural phenomena that were successfully investigated over the last few centu-
ries, without having to follow an unbearable form of scientism.
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