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Abstract This work proposes an understanding of deductive, default and abduc-

tive reasoning as different instances of the same phenomenon: epistemic dynamics.

It discusses the main intuitions behind each one of these reasoning processes, and

suggest how they can be understood as different epistemic actions that modify an

agent’s knowledge and/or beliefs in a different way, making formal the discussion

with the use of the dynamic epistemic logic framework. The ideas in this paper put

the studied processes under the same umbrella, thus highlighting their relationship

and allowing a better understanding of how they interact together.
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1 Introduction

Roughly speaking, the scientific method can be understood as body of techniques

for investigating phenomena, acquiring new information, or correcting and

integrating previous data. Clearly, different reasoning processes take place during

this activity: the derivation of what the established theory implies, the generation of

hypothesis in order to explain observations not predicted by the theory, or the

inference of the consequences of such hypothesis that can be latter tested for

accuracy, among others. All these reasoning processes are essential in the scientific

process, and understanding them is fundamental for understanding how we make

science.
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Among the many reasoning processes featured in scientific activities, three of

them stand out. Deductive reasoning, the inference that preserves truth, is the most

studied reasoning process. Default reasoning, allowing the drawing of inferences

when the current information is incomplete, has been one of the most studied forms

of ‘common sense’ reasoning. Abductive reasoning, roughly described as the search

for an explanation of a surprising observation, is considered as the most important

process in the generation of new scientific theories. And in spite of how important

each one of these reasoning processes is on their own, their interaction is even more

important: it is their combination what produces scientific results. Still, these

processes have been frequently studied from dissimilar perspectives, with deduction

being mostly secluded within logic and computer science, default reasoning being a

subject only in artificial intelligence, and abductive reasoning being studied mainly

in philosophy of science.

The present work proposes an understanding of deductive, default and abductive

reasoning that puts these processes under the same umbrella. Its goal is to show how

these forms of reasoning, all of them essential in the ‘process of science’, can be

interpreted as different instances of the same phenomenon: epistemic dynamics.

Reasoning is, after all, about managing knowledge and beliefs, and this paper’s aim

is to make this idea precise. In a few words, this proposal’s main idea is that while

deductive reasoning can be seen as an inference that generates knowledge from

knowledge (Sect. 2), default reasoning can be seen as a generalisation that yields

beliefs when the premises involves beliefs (Sect. 3), and abductive reasoning can be

seen as a process that generates beliefs from knowledge (Sect. 4).

1.1 Epistemic Logic and Dynamic Epistemic Logic

The discussion in this work will be formalised with tools from dynamic epistemic

logic, the ‘dynamic’ extension of epistemic logic. The basic ideas of these

frameworks are recalled below. Still, it is important to emphasise that this paper’s

main goal is not the use of these frameworks for representing the discussed forms of

reasoning, but rather to show how the latter can be put under the same umbrella

when they are understood as different instances of the epistemic dynamics

phenomenon. Dynamic epistemic logic, understood as the epistemic language

interpreted under possible worlds plus operations representing epistemic changes, is

just a tool used here to show the kind of results that can be obtained by taking a

dynamic epistemic approach to these forms of reasoning.1 The ideas of this paper

can be also formalised within other formal frameworks, as representing an agent’s

information with two plain sets of propositional formulae, K (knowledge set) and B

(belief set). Less interesting technical results might be obtained, but the main idea

and its consequences will remain.

Epistemic logic Epistemic logic (EL; Hintikka 1962; Fagin et al. 1995) is a

formal framework for reasoning about an agent’s knowledge. Given a set of atomic

1 For example, after presenting a proposal for representing deduction under possible worlds models, it is

briefly discussed (p. 6) how the obtained properties change when an agent’s knowledge is represented

with neighbourhood models instead.
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propositions P, the EL language extends the propositional one with formulae of the

form Ku, read as ‘‘the agent knows u’’.2 The classical semantic model for EL-

formulae is a possible worlds model, a tuple M ¼ W ;R;Vh i with W a non-empty set

of possible worlds, R � ðW �WÞ a binary accessibility relation (typically assumed

to be at least reflexive) indicating which worlds the agent considers epistemically

possible from each one of them, and V : P! }ðWÞ an atomic valuation function

indicating the possible worlds in which each atomic proposition is the case.

Formulae are evaluated on pointed models ðM;wÞ with M a possible worlds

model and w 2 W a possible world (the evaluation point). Atomic propositions are

evaluated by following the atomic valuation function, and Boolean connectives are

interpreted in the standard way. The key clause, the one for formulae of the form

Ku, states that the agent knows u at w, ðM;wÞ�Ku, if and only if u is true in all the

worlds she considers epistemically possible from w, that is,

ðM;wÞ�Ku iff for all u 2 W ;Rwu implies ðM; uÞ�u

3Formula u is true at ðM;wÞ when ðM;wÞ�u. The fact that u is true at every

possible world of a given model M is denoted by M�u; the fact that u is valid (true

at every possible world of any possible model) is denoted by �u.

The use of a formal framework makes it possible to study the consequences of

the stated definition of knowledge. As a first example, take any formulae u and w: if

an agent knows both u! w and u, then both formulae are true in every epistemic

possibility, and hence so is w; thus, the agent knows w. This is the famous K axiom,

and most of the discussion here will be exemplified by variations of it. As a second

example, if u is valid, then it holds in every world and, in particular, in every world

the agent considers possible, thus making it part of her knowledge. This is known as

the necessity rule. Thus, in symbols,

�Kðu! wÞ ! ðKu! KwÞ and if �u; then �Ku

From these two properties it follows that, under the stated definition, the notion of

knowledge is closed under logical consequence.

The ability to discuss formally the properties of the notion of knowledge makes

EL a suitable tool not only in logic but also in epistemology (Hendricks 2006),

artificial intelligence (Meyer and Hoek 1995; Wheeler and Pereira 2004), game

theory (Bacharach et al. 1997; de Bruin 2010; Perea 2012) and other fields. Still, as

useful as it is, EL has some limitations, one of them being the fact that it represents

the knowledge of an agent at a single moment of time, without looking at how this

knowledge changes, either abstractly through time, or else concretely via specific

epistemic actions. Its ‘dynamic’ extension, dynamic epistemic logic, follows the

second path, defining concrete representations for diverse epistemic actions that

change an agent’s information.

2 Since u can be any formula, the language can express the agent’s knowledge not only about

propositional facts but also about her own (and eventually other agents’) knowledge.
3 When R is reflexive, Ku! u is valid: if an agent knows u, then u is indeed the case.
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Dynamic epistemic logic If a possible worlds model represents an agent’s

knowledge at some stage, then changes in the agent’s knowledge can be represented

as changes in such model. Following this idea, dynamic epistemic logic (DEL; van

Ditmarsch et al. 2007; van Benthem 2011) defines different model operations

representing diverse epistemic actions, ranging from public and private versions of

announcements (the latter being meaningful in multi-agent situations) to different

forms of belief revision.

As an example, consider the public announcement case (Plaza 1989; Gerbrandy

and Groeneveld 1997): after a public (and truthful!) announcement of a formula v,

the agent can discard those possibilities where v is not the case: they are not possible

anymore. Formally, given a model M ¼ W ;R;Vh i representing an agent’s knowl-

edge, the model Mv! ¼ W 0;R0;V 0h i representing the agent’s knowledge after the

public announcement of v is such that W 0 contains only those worlds in W where v
holds (formally, W 0 :¼ w 2 W j ðM;wÞ�vf g), and R0 and V are restricted to the new

domain (formally, R0 :¼ R \ ðW 0 �W 0Þ and, for every p 2 P, V 0ðpÞ :¼ VðpÞ \W 0).
Syntactically, the language is extended with modalities of the form hv!i for

expressing the effects of public announcements. Their semantic interpretation states

that at ðM;wÞ it is possible to announce publicly v such that afterwards u is the

case, ðM;wÞ�hv!iu , if and only if v is true, ðM;wÞ�v , and after v ’s public

announcement u is the case, ðMv!;wÞ�u. In symbols,

ðM;wÞ�hv!iu iffðM;wÞ �v and ðMv!;wÞ�u

2 Deductive Reasoning

One of the main concerns in logic has been the concept of inference, i.e., the general

process of drawing a conclusion from some given premises/assumptions. Among

the many different forms of inference one can conceive, deduction, also known as

valid inference and logical/classical consequence, has been the most extensively

studied (see, e.g., Troelstra and Schwichtenberg 2000). The reason for this is not

difficult to find: the conclusion of a deductive reasoning step is true in every single

case in which all the premises are true, so deductive reasoning preserves truth. The

following is a very simple example of such form of reasoning.

If truth-preservation is the characteristic property of deductive reasoning, then it

is not difficult to reformulate this process in epistemic terms. By assuming, as it is

normally done, that knowledge is truthful, then deductive reasoning can be seen as a

reasoning process that preserves knowledge or, more precisely, as a reasoning
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process that makes the conclusion known in all those cases in which all the premises

are already known.

Now, note how, even though this process is easily represented when an agent’s

knowledge is displayed as a plain set of formulae (adding the conclusion of the applied

deductive step to the set is enough), it cannot be represented properly within standard EL: as

mentioned before, the knowledge of every agent in such framework is closed under logical

consequence, and hence a deductive reasoning step does not give any agent any new

information.4

But, as discussed in van Benthem and Velázquez-Quesada (2010), this does not imply

that epistemic logic is an inadequate tool for epistemological concerns. Under the possible

worlds semantics, the K operator really just describes the agent’s potential implicit

semantic information (what she can eventually obtain), which definitely has the

mentioned closure property. However, this property does not need to hold for a related

but different intuitive notion: actual explicit knowledge (what the agent currently has).

This idea originated in several works, as Konolige (1984), Levesque (1984),

Lakemeyer (1986), Vardi (1986), Fagin and Halpern (1988). Among all of them, the

framework of Fagin and Halpern (1988) has the advantage of being an extension of EL,

and its key definitions are as follows. Semantically, a possible worlds model is

extended with an acknowledgement set function A that assigns a set of formulae AðwÞ
to each possible world w; intuitively, this set contains exactly those formulae the agent

has acknowledged as true at w. Syntactically, the language is extended with an

operator A, semantically interpreted as

ðM;wÞ�Au iff u 2 AðwÞ

Then, while the notion of implicit knowledge is defined as truth in every epistemic

possibility, as the notion of knowledge was defined before,

KImu :¼ Ku

the notion of explicit knowledge can be defined as truth plus acknowledgement of

truth in every such possibility:5

KExu :¼ Kðu ^ AuÞ

These definitions imply some interesting validities. First, if some u is explicitly

known, then it is also implicitly known, that is,

�KExu! KImu

And, even though implicit knowledge is closed under modus ponens,

�KImðu! wÞ ! ðKImu! KImwÞ

4 See the discussion on this so-called logical omniscience problem below.
5 Fagin and Halpern (1988) define KExu :¼ Ku ^ Au, but they actually interpret AðwÞ not as what the

agent has recognised as true but rather as what she is aware of.
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explicit knowledge does not need to, so

6 �KExðu! wÞ ! ðKExu! KExwÞ

In other words, it is possible for an agent to know explicitly an implication and its

antecedent without knowing explicitly its consequent. But the fact that the impli-

cation’s consequent is not explicitly known does not mean that such ‘truth’ is

unreachable for the agent. First, knowing explicitly an implication and its ante-

cedent implies the agent knows the consequent implicitly:

�KExðu! wÞ ! ðKExu! KImwÞ

And there is more: such implicit knowledge can be turned into explicit, this being

precisely where deductive reasoning plays its crucial role. Within this framework,

this form of reasoning can be represented in the following way.

A model operation for deductive reasoning can be defined as one that adds some

formula to the A-set of a given world when some other formulae are already present.

The simplest instance of this idea, an operation representing a modus ponens step,

just adds a formula v to the A-set of those worlds in which both g! v and g are

already present. Formally, a modus ponens reasoning step with g! v can be

represented as an operation that takes a model M ¼ W ;R;V ;Ah i and returns a

model M
,!g!v ¼ W ;R;V ;A0

� �
that differs from M only in the acknowledgement set

function, which is defined as

A0ðwÞ :¼
AðwÞ [ vf g if g! v; gf g � AðwÞ
AðwÞ otherwise

�

In the new model the agent will acknowledge v precisely in those worlds in which

she had acknowledged g! v and g. This operation’s effect can be expressed in the

language by adding modalities h ,!g!vi, semantically interpreted as

ðM;wÞ�h ,!g!viu iffðM;wÞ�KExðg! vÞ ^ KExg and ðM
,!g!v;wÞ�u

With this, it is possible now to express the key effect of a deductive reasoning step:

if an agent knows explicitly an implication and its antecedent, then after a modus

ponens deductive reasoning step, she will know explicitly the consequent. This

yields the following dynamic (and more realistic) version of the K axiom:

�KEx

�
g! v

�
!
�
KExg! h ,!

g!viKExv
� ð1Þ

More details of this particular framework for deductive inference within implicit

and explicit knowledge can be found in Grossi and Velázquez-Quesada (2009),

Grossi and Velázquez-Quesada (2010).

Caveat The use of alternative semantic models might produce different results.

For example, it is also possible to define the notions of implicit and explicit

knowledge under neighbourhood models (Scott 1970; Montague 1970; see Pacuit

2007 or Chapter 7 of Chellas 1980 for detailed presentations). In such framework
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(Velázquez-Quesada 2013), if some u is explicitly known, it does not need to be

implicitly known, that is,

6 �KExu! KImu

and, in consequence, knowing explicitly an implication and its antecedent does not

make an agent to know implicitly the consequent:

6 �KExðu! wÞ ! ðKExu! KImwÞ

The failure of these properties is counterintuitive, but it has an explanation. In the

possible worlds framework, both implicit (the primitive concept) and explicit

knowledge (the derived concept) are defined ‘statically’, via formulas that do not

involve actions. In contrast, in the neighbourhood framework, while explicit

knowledge (now the primitive concept) is defined statically, implicit knowledge is

defined as what the agent will know explicitly after performing deductive inference.

Hence, although at some stage the agent might know that she does not know some p

ðKEx:KExpÞ, further reasoning might give tell her p’s truth value ðKExpÞ, making the

previous piece of knowledge obsolete.6

Nevertheless, some key properties still hold. For example, implicit knowledge is

closed under modus ponens,

�KImðu! wÞ ! ðKImu! KImwÞ

and explicit knowledge does not need to:

6 �KExðu! wÞ ! ðKExu! KExwÞ

More importantly, it is also possible to define a model operation ,!g!v
that represents

deductive reasoning properly:

�KEx

�
g! v

�
!
�
KExg! h ,!

g!viKExv
�

Epistemic logic, omniscience and ampliative inference As mentioned, every epi-

stemic logic agent’s knowledge is closed under logical consequence. This has been

called the logical omniscience problem in epistemic logic (Hintikka 1962; Stalnaker

1991), and it is one of the main reasons why several authors (e.g., Hocutt 1972) have

challenged the applicability of logic to any realistic account of knowledge. This

discussion is related to the more general scandal of deduction (Hintikka 1973;

Sequoiah-Grayson 2008; D’Agostino and Floridi 2009), which states that deductive

reasoning does not provide new information: whatever is concluded was already

present in the information given by the premises, and thus such reasoning process is

6 This is in fact an instance of the so called ‘Moorean phenomena’, which lies at the root of Fitch’s

famous ‘‘paradox of knowability’’ (Fitch 1963; Benthem 2004; Balbiani et al. 2009) and occurs when an

epistemic action ‘invalidates’ itself. In its best known incarnation it appears as formulas that, after being

publicly announced, are not known (Ditmarsch and Kooi 2006; Holliday and Icard 2010); in this

neighbourhood model framework it appears as situations in which a logical consequence of what is

explicitly known at some stage is not explicitly known after a closure-under-logical-consequence

operation.
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not really informative. In fact, it has been argued that only non-truth-preserving

inferences can be considered ampliative since, if the concluded information is

genuinely new, its truth cannot be guaranteed by the old information (Hintikka and

Sandu 2007).

In this sense, and as stated before, the approach used in this section follows the

idea that standard epistemic logic only describes implicit semantic information.

Thus, what is really needed then is not ‘‘epistemic logic bashing’’, but rather a a

richer account of an agent’s attitudes.7 In particular, the approach avoids logical

omniscience by asking the agent to acknowledge the truth of a formula (in all

epistemic possibilities) in order to make it part of her explicit knowledge, a method

that can be seen as a particular case of the general idea behind logics for

justifications and/or evidence (e.g., Artëmov and Nogina 2005; Benthem and Pacuit

2011). By distinguishing between implicit and explicit knowledge, the approach

aligns with the distinction between surface information and depth information made

in Hintikka (1970), thus making truth-preserving inference definitely ampliative:

though it does not generate new implicit knowledge, it definitely increases explicit

knowledge, and it is explicit knowledge (what the agent currently has, and not what

she could eventually derive from it) what plays a role in ‘real’ decision making

scenarios.

3 Default Reasoning

Though reasoning with full certainty (i.e., knowledge) is useful in certain areas (e.g.,

mathematics, computer science), most of the information real agents deal with is not

absolutely certain but only very plausible. Instead of having information stating ‘‘u
is true’’, agents typically have information of the form ‘‘u is plausible’’, or

‘‘normally, u is the case’’. A classical example is the following.

From the unquestionable information that Chilly Willy is a bird and the plausible

information that birds fly, this inference concludes that is it very plausible for Chilly

Willy to fly. Still, the fact that Chilly Willy flies cannot be considered as an absolute

truth: even if the two premises are true, Chilly Willy might be a penguin, or it might

have broken wings. In such scenarios, it will not fly.

The aim of default reasoning (Reiter 1980; Delgrande et al. 1994; Boutilier 1994;

Segerberg 1999) is to represent this and other similar forms of reasoning, including

those based on general statements (e.g., ‘‘under typical circumstances, us are ws’’),

lack of information of the contrary (e.g., ‘‘if a u was not a w, you would know it’’),

7 Other authors (e.g., Hendricks and Symons 2006) have suggested that epistemic axioms can be seen

instead as principles describing certain form of strong rationality.
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conventional uses (e.g., ‘‘A u is a w unless otherwise indicated’’), persistence (e.g.,

‘‘A u is a w unless something changes it’’) and so on. These inferences, mostly

studied within artificial intelligence, allow to draw conclusions in cases where the

information is incomplete but no contradictory evidence is present. One of their

characteristics is that such conclusions are not absolute: they might be withdrawn

when the information becomes complete.

For this paper’s purposes, it is important to note how default reasoning cannot be

captured by a deductive inference. Consider the Chilly Willy example: the

conclusion can be taken as an absolute truth only if the premises include, besides the

fact that Chilly Willy is a bird, statements discarding each one of the (possibly

infinite) reasons for which Chilly Willy might not fly. Even more, in order for an

agent to use such inference, she would need to verify that none of these ‘flying-

impossibilities’ situations holds: she would need to know that Chilly Willy is not a

penguin, that it does not have broken wings, and so on.

But there are other epistemic notions besides knowledge. The public transport in

Amsterdam is highly reliable, usually conforming to its time schedule, and

nevertheless we cannot say in the absolute sense that we know the bus will be at the

stop on time: many unpredictable factors, as snow, mechanical failures or car

crashes may take place. If we had to act based only on what we know, we would

have very little manoeuvring space. Fortunately, our attitudes toward information

are more than just ‘knowing’ and ‘not knowing’. Most of our behaviour is leaded

not by what we know, but rather by what we believe.

With this in mind, and assuming that beliefs do not need to be true (another

natural assumption), default reasoning can be understood as an inference process

that involves not only knowledge but also beliefs. More precisely, default reasoning

can be understood as an inference whose premises do not need to be known (i.e.,

they do not need to be absolutely true); they might be just believed (i.e., just

plausibly true). Then, the inference produces an conclusion that will be known when

all the premises are so, but that otherwise will be just believed, and hence subject to

revision in the light of further information.

In order to represent this form of reasoning in a DEL-style, it is necessary to

extend the possible worlds model to allow us to represent both knowledge and

beliefs. This paper’s approach follows the plausibility models of Baltag and Smets

(2008): possible worlds structures in which the accessibility relation is interpreted as

a plausibility relation representing the agent’s plausibility order among the worlds

she considers epistemically possible. In such structures, denoted here by

M ¼ W ; � ;Vh i, an agent knows a formula u, Ku, when u is true in all her

epistemically possible worlds; on the other hand, for her to believe u, Bu, the

formula only needs to be true in the most plausible of them.

The precise semantic structure that will be used here, plausibility acknowledge-

ment models (Velázquez-Quesada 2014), is built by extending plausibility models

with the function A used in Sect. 2: AðwÞ is the set of formulae the agent has

acknowledged as true at world w. The language for these structures extends the

propositional one with the operator A from the previous section and with two

modalities: one for the plausibility relation � , and another for a relation � defined

as the union of � and its converse � . This relation � allows to look at every
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epistemically possible world, regardless of whether it is more ð� Þ or less ð� Þ
plausible than the evaluation point. Thus, it allows to define the notions of implicit

and explicit knowledge following the previous section’s idea [i.e., KImu :¼ ½� �u
and KExu :¼ ½�� ðu ^ AuÞ].

With respect to the notion of beliefs, thanks to the properties of the plausibility

relation,8 a formula u is true in the most plausible worlds from a given world w if

and only if h�i ½� �u is the case at it. Then, while the notion of implicit belief can be

defined as truth in the most plausible situations,

BImu :¼ h�i ½� �u

the notion of explicit belief can be defined as truth plus acknowledgement of truth in

such worlds:

BExu :¼ h�i ½� � ðu ^ AuÞ

This framework generates interesting validities. For example, given � ’s definition,

knowledge implies belief:

� KImu! BImuð Þ ^ KExu! BExuð Þ

And, just as explicit knowledge implies implicit knowledge, if some u is explicitly

believed, then it is also implicitly believed:

�BExu! BImu

Moreover, even though implicit beliefs is closed under modus ponens,

�BImðu! wÞ ! ðBImu! BImwÞ

explicit beliefs do not need to:

6 �BExðu! wÞ ! ðBExu! BExwÞ

In other words, it is possible for an agent to believe explicitly an implication and its

antecedent without believing explicitly its consequent, thus making a modus ponens

reasoning step a useful tool.

Consider now, for the purposes of this section, a situation in which an agent

believes explicitly an implication u! w;BExðu! wÞ, and knows explicitly its

antecedent u;KExu. In the described framework, this implies that the agent believes

implicitly the implication’s consequent. This is because both explicit knowledge

and explicit beliefs imply implicit beliefs; hence, BExðu! wÞ and KExu imply

BImðu! wÞ and BImu, respectively. But implicit beliefs are closed under modus

ponens, so BImw. Thus,

�BExðu! wÞ ! ðKExu! BImwÞ

Now observe how a modus ponens inference here is conceptually different from the

one discussed in the previous section, where both the implication and its antecedent

8 The plausibility relation is asked to be a locally connected and conversely well-founded preorder.
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were known. In the latter, since knowledge implies truth, the antecedent is true and

the implication preserves truth; hence, the implication’s consequent must be true. In

other words, situations where the implication and its antecedent hold but the con-

sequent does not are not possible.

The case is different when the implication is only believed: in such scenario,

even though it is reasonable for the agent to consider very likely those situations in

which the implication and its antecedent (and hence its consequent) hold, she should

not discard those situations in which the antecedent holds but the implication (and

hence its consequent) fails. In this framework, said reasoning step can be

represented by a model operation (denoted by *
g!v

) that, by creating new epistemic

possibilities when the agent is not absolute certain of some of the involved premises,

allows her to use her beliefs to draw inferences without forgetting that beliefs might

fail, hence producing knowledge when both the involved implication and its

antecedent are known, but producing only beliefs when the implication or its

antecedent are just believed (see Velázquez-Quesada 2014 for details). In symbols,

�KEx

�
g! v

�
!
�
KExg! h*

g!viKExv
�

�KEx

�
g! v

�
!
�
BExg! h*

g!viBExv
�

�BEx

�
g! v

�
!
�
KExg! h*

g!viBExv
�

�BEx

�
g! v

�
!
�
BExg! h*

g!viBExv
�

ð2Þ

This interpretation is faithful to the spirit in default reasoning: in the most plausible

situations, a given bird flies, and hence, given that Chilly Willy is a bird, in the most

plausible situations Chilly Willy flies. Thus, this setting provides a very general

perspective on the workings of inferences that mix knowledge and belief, far

beyond the specifics of particular consequence relations.

On ampliative inference processes As mentioned before, distinguishing between

explicit and implicit notions of information makes truth-preserving (i.e., deductive)

inference ampliative, as it increases explicit knowledge. The generalisation of the

current section to inferences involving both knowledge and beliefs shows how these

forms of non-truth-preserving inferences can be also considered ampliative, but in a

different sense. On the one hand, truth-preserving inference is internally ampliative:

though it does not change the number of situations the agent considers, it does

increase the information the agent has about each one of these possibilities. On the

other hand, the key characteristic of the discussed non-truth-preserving inferences is

that they are externally ampliative: they increase the number of possibilities the

agent considers.

4 Abductive Reasoning

Introduced to modern logic by Charles S. Peirce, abductive reasoning (Paul 1993;

Lipton 2004; Magnani 2001; Aliseda 2006) is typically understood as the process of
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looking for an explanation for a surprising observation.9 Many forms of intellectual

tasks, such as medical and fault diagnosis, scientific discovery, legal reasoning, and

natural language understanding, belong to this category, thus making abduction one

of the most important reasoning processes. A very simple example of such form of

reasoning is the following:

Most formal approaches to abductive reasoning follow a syntactic perspective,

with the typical definitions of an abductive problem and its explanation(s) given in

terms of a theory and a formula. Therefore, most of the work on the subject has

focused on: (1) discussing what a theory and a formula should satisfy in order to

form an abductive problem, and what a formula should satisfy in order to be an

abductive explanation (Aliseda 2006; 2) proposing algorithms to find abductive

explanations (Kakas et al. 1992; Mayer and Pirri 1993, 1995; Reyes-Cabello et al.

2006; Klarman 2008);10 and (3) analysing the structural properties of abductive

consequence relations (Lobo and Uzcátegui 1997; Aliseda 2003; Walliser et al.

2004).

Even though abduction has been traditionally linked to scientific theories, in its

most basic forms it deals with an agent’s (or a set of agents’) information and the

way this information changes due to a surprising observation, a fact already

observed in, e.g., Aliseda 2000; Gabbay and Woods 2005; Woods 2012. At the

heart, abductive reasoning deals with epistemic changes triggered by an action, and

thus it makes sense to look for dynamic epistemic representations.

Different from deductive and abductive reasoning, abductive reasoning can be

seen as a process that involves more than one action, and thus involves more than

two stages. This section, based on Velázquez-Quesada et al. (2013), distinguishes

the following three stages. (Refinements are, of course, possible.11)

9 The concept of abduction has been discussed in various fields, and this has led to different ideas of what

abduction should consist of (see, e.g., Flach and Kakas 2000). This section focuses on the simple

understanding of the abductive process stated in the opening sentence.
10 While most work on strategies for finding abductive solutions focuses on formulae that are already part

of the system (the aforementioned references), some others take a broader view, allowing not only

changes in the underlying logical consequence relation (Soler-Toscano et al. 2010) but also the creation

and/or modification of concepts (Quilici-Gonzalez and Haselager 2005). The present section is restricted

(again) to the first case, but similar dynamic epistemic approaches can be made in the others (e.g.,

introducing/removing concepts can be represented via dynamics of awareness; van Benthem and

Velázquez-Quesada 2010).
11 In particular, the reader might miss the process of selecting the best explanation (Harman 1965; Lipton

2004; Hintikka 1998), which many authors consider to be the heart of abductive reasoning. Such action

deserves a full discussion on its own and it will be not treated here; for discussions and proposals, we refer

to the already mentioned Kakas et al. (1992), Mayer and Pirri (1993), Mayer and Pirri (1995), Reyes-

Cabello et al. (2006), Klarman (2008) within classical approaches, and to Nepomuceno-Fernández et al.

(2013), Soler-Toscano and Velázquez-Quesada (2014) within epistemic approaches.

52 Axiomathes (2015) 25:41–60

123



1. The moment before the surprising observation v, denoted here by s1.

2. The moment after the surprising observation but before incorporating its chosen

solution g to the agent’s information, denoted here by s2

3. The moment after the solution has been incorporated to the agent’s information,

denoted here by s3.

This understanding of the abductive process can be represented with a diagram in

the following way:

s1 s2 s3
χ η

If each stage s1; s2 and s3 represents a still picture of the agent’s information (e.g.,

by using possible worlds models), then the transition between them can be

represented by the epistemic actions that change the agent’s information: the

surprising observation of v takes the agent from s1 to s2, and the acceptance of a

chosen solution takes her from s2 to s3. Within DEL, a (surprising) observation can

be represented by the public announcement operation defined in Sect. 1.1. However,

the act of accepting a given explanation g cannot be represented with the same

epistemic action: it would eliminate every :g possibility, thus making the agent to

know g. This is not reasonable because abductive reasoning is a non-monotonic

process: the chosen explanation does not need to be the case and in fact might be

discarded in the light of further information. But, as discussed in Sect. 3, epistemic

notions are not restricted to that of knowledge. Instead of integrating the chosen

solution as part of her knowledge, it is more reasonable for the agent to integrate it

as part of her beliefs.

The action of incorporating a given g as a belief rather than knowledge can be

represented by means of a belief revision step (Gärdenfors 1992; Gärdenfors and

Rott 1994; Williams and Rott 2001; Rott 2001). Within DEL, the plausibility

models recalled in Sect. 3 allows us to represent an agent’s knowledge and beliefs.

As mentioned, in such framework, beliefs are represented as what is true in the most

plausible worlds; hence, an act of belief revision towards g can be represented with

a model operation that changes the plausibility order, making worlds that satisfy the

given formula the most plausible ones. Of course, there are several ways in which

such a new order can be defined: for example, a drastic approach would produce a

plausibility order with only two layers, the topmost one with all the g-worlds,

leaving all the :g-worlds below. On the other hand, a very conservative option

would simply add a topmost layer containing only the ‘best’ g-worlds. Each one of

these possibilities can be seen simply as one of the many different policies an agent

has for revising her beliefs, allowing thus to represent the behaviour of the

adventurous as well as the cautious minds.

In order to make the discussion precise, consider the so-called radical upgrade.

After applying such policy to revise the agent’s beliefs with the formula g, ‘‘all g-

worlds become more plausible than all :g -worlds, and within the two zones, the old

ordering remains’’ (Benthem 2007). More precisely, if M ¼ W ; � ;Vh i is the

current plausibility model, a radical upgrade with g produces the plausibility model
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Mg* ¼ W ; � 0;Vh i in which the new plausibility ordering is such that w� 0u if and

only if (1) w� u and u is a g-world, or (2) w� u and w is a :g-world, or (3) w� u, w

is a :g-world and u is a g-world.

The language is accordingly extended with modalities hg*i for expressing the

effects of a radical revision with a formula g. Their semantic interpretation states

that at ðM;wÞ it is possible to perform a revision with g after which u is the case,

ðM;wÞ�hg*iu, if and only if after g’s radical revision u is the case, ðMg*;wÞ�u.

In symbols,

ðM;wÞ�hg*iu iff ðMg*;wÞ�u

With these tools it is possible to provide an epistemic and dynamic approach to

abductive reasoning. Following Velázquez-Quesada et al. (2013), it is said that the

agent has an abductive problem v at s2 when she knows v at s2 but did not know it at

s1; this reflects the idea of a ‘surprising observation’. For the definition of an

abductive solution, a simple and yet useful approach is to say that g is one of the

agent’s solution for the abductive problem v if she knew g! v before v became an

abductive problem, i.e., at s1. This reflects the idea that a solution is a piece of

information that would have helped the agent to predict the surprising v before it

was observed. With these definitions, the fact that an agent has an abductive

problem v and that g is the chosen abductive solution can be reflected on the

previous diagram in the following way.

s1
¬Kχ

K(η → χ)
s2

Kχ

s3 Bη
χ! η ⇑

The dynamic epistemic approach allows to look at features of the abductive

process under a new light. For example, following Aliseda (2006), it is still possible

to classify abductive problems, but now in terms of the agent’s attitude towards the

surprising observation v before it was observed: the abductive problem v is said to

be novel when the agent believes neither v nor :v before observing it

ðs1�:Bv ^ :B:vÞ, but it is said to be anomalous when the agent believes :v
before observing v ðs1�B:vÞ. It is even possible to say that v is an expected

problem when the agent believed v before the observation ðs1�BvÞ. Of course, the

reader might not call this case an abductive problem: the observation does not

trigger any further epistemic action, working rather as a confirmation. Nevertheless,

this case shows how this proposal allows for such situations to be considered.12

Similarly, abductive solutions can be classified, some of them in terms of the

agent’s attitude towards the chosen explanation after the surprising observation (e.g.,

an explanation g is said to be consistent when the agent considers it epistemically

possible after the surprising observation: s2�:K:gÞ, and some others in terms of

the effect that its acceptance has over the agent’s information (e.g., an explanation is

12 The classification can be even refined by considering finer epistemic attitudes, as safe beliefs (Baltag

and Smets 2008) or strong beliefs (Baltag and Smets 2009).
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said to be explanatory when accepting it does change the agent’s information or, in

more technical terms, when there is no bisimulation between s2 and s3
13).

More importantly, this approach yields a validity that describes the abductive

reasoning process as one that takes knowledge and produces beliefs, thus making it

in this sense the only one among those discussed in this paper that truly opens new

possibilities. If both v and g are propositional formulae, then

�K
�
g! v

�
!½v!�

�
Kv! hg*iBg

�

stating that if an observation makes an agent to know v, then an abductive process

will allow her to propose g as an abductive solution if she knew g! v before the

observation, and will make her believe g once she accepts it as the chosen solution.

5 Logical Pluralism, Logical Dynamics and Epistemic Dynamics

By giving an epistemic interpretation to deductive, default and abductive reasoning,

this paper has shown how these reasoning processes, typically studied from

dissimilar perspectives, can be put under the same umbrella. This idea, placing

together different forms of reasoning, is by no means new. Logical pluralism (Beall

and Restall 2000, 2006) holds the view that there is not one true logic but rather

many, and hence there is not always a single answer to the question ‘‘is this

argument valid?’’. This approach is often (but not exclusively) marked by the

definition of new consequence relations j� satisfying non-classical structural rules

of inference (the so-called substructural logics).

Another approach, one that shares more similarities with the general idea this paper

proposes, is that of logical dynamics (Benthem 1996), which suggest that ‘‘the main

issue is not a variety of reasoning styles but rather the variety of informational tasks

performed by intelligent interacting agents, [involving inference], observation,

questions and answers, dialogue [and] general communication’’. Indeed, instead of

looking at alternative and novel consequence relations, logical dynamics and, in

particular, epistemic dynamics, work by enriching the basic language with modalities

describing not only propositional attitudes but also the actions that affect them.

Consider, for contrast, the general concept of non-monotonic reasoning (Kraus et al.

1990). As its name indicates, its key feature is that a previously concluded fact might

be withdrawn after further information. Formal proposals for studying such forms of

reasoning typically involve the definition of new consequence relations j� under

which is possible to have both u1; . . .;unj�w and u1; . . .;un;unþ1 6 j�w. However, as

discussed in Benthem (2008), another possibility is to look at enriched languages

involving modalities for beliefs and belief revision, asking instead under which

conditions formulas of the form ½u1*� � � � ½un*�Bw are valid, ‘‘thus ‘deconstructing’

[substructural phenomena] into classical logic plus an explicit account of the relevant

[propositional attitudes and] informational events’’.

13 Interestingly, under this definition, ‘trivial’ solutions as the observation itself or contradictions (to the

agent’s knowledge, or logical contradictions) are not explanatory: accepting them will not change the

agent’s information.
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The difference between these two approaches is similar to the conceptual

difference between two approaches for representing uncertainty/ignorance. Multi-

valued propositional logics work by allowing more than two truth values, with

proposals ranging from three alternatives (true, false and unknown; Łukasiewicz

1920; Kleene 1938) to an infinite number of them (Klir and Yuan 1995; Adams

1998). Thus, it is possible to state the uncertainty about a given atomic proposition

p’s truth value simply by assigning ‘unknown’ as its truth value. However, another

alternative is rather to increase the language’s expressivity. This is the approach

followed by epistemic logic (and, in general, by all modal logics) where, by adding

the modal operator K, it is possible to express uncertainty about p by stating that

neither the formula nor its negation are known, :Kp ^ :K:p, emphasising thus that

there is no ambiguity on p’s truth-value (at least in a classical world, p should be

either true or else false); it is rather that the involved agent does not have enough

information to make a proper statement about it.

6 Summary

The main aim of this paper has been to describe deductive, default and abductive

reasoning as different instances of the same phenomenon: epistemic dynamics. The

discussion has proposed to understand deductive reasoning as an inference whose

conclusion will be known when all the premises are known, its main characteristic

being that it makes explicit what so far has been only implicit (Sect. 2). On the other

hand, default reasoning has been described as a process that allows an inference to

take place even when not all the premises are known, producing conclusions whose

epistemic attachment is that of the least epistemically attached premise: an inference

in which the implication and the antecedent are known will produce a known

conclusion, but an inference where the implication is just believed will produce only

a believed conclusion (Sect. 3). Finally, abductive reasoning has been understood

not as a single inference step but rather as a process that, in one of its simplest

‘deconstructions’, involves two epistemic actions: the observation that makes the

agent to know the abductive problem, and the revision that allows her to integrate

the chosen explanation as part of her beliefs (Sect. 4). The proposal has been

formalised within the dynamic epistemic logic framework, with the following

validities describing the key ideas:

Deductive reasoning: KEx

�
g! v

�
!
�
KExg! h ,!

g!viKExv
�

Default reasoning: BEx

�
g! v

�
!
�
KExg! h*

g!viBExv
�

Abductive reasoning: K
�
g! v

�
! ½v!�

�
Kv! hg*iBg

�

Describing different reasoning processes from the same perspective highlights

their relationship, thus allowing us to understand how they interact together. One

can imagine a situation in which an agent who knows that Chilly Willy is a bird uses

the known implication ‘‘all birds have feathers’’ to get to know that Chilly Willy has
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feathers. Then, feeling adventurous, she can also use default reasoning with the

believed implication ‘‘all birds fly’’ to come to believe that Chilly Willy flies,

without forgetting that it might not. Nevertheless, if she finds out that Chilly Willy

does not fly, she can use abductive reasoning with the known fact ‘‘a penguin does

not fly’’ to believe that Chilly Willy is a penguin.

This dynamic epistemic analysis can be extended to other reasoning processes as

inductive reasoning, understood as a progression from individual instances to

broader generalisations, or to broader interpretations of abduction (e.g., allowing

changes in the underlying logical consequence relation, Soler-Toscano et al. 2010,

or creating and/or modifying of concepts, Quilici-Gonzalez and Haselager 2005), or

to those formalising common sense assumptions (e.g., that of things being as

expected unless otherwise specified: the circumscription of McCarthy 1980). A

broader epistemic approach might even involve the concept of learning (Kelly

1996), which plays a key role in human information dynamics and has been also

studied from a dynamic epistemic perspective (e.g., Gierasimczuk 2009). All in all,

the current is an alternative proposal that, we believe, can help to shed light on the

relationship between different forms of reasoning, and thus on the foundations and

methods of science.
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modeling abductive reasoning. Log J IGPL. doi:10.1093/jigpal/jzq059

Stalnaker R (1991) The problem of logical omniscience. I. Synthese 89(3):425–440. doi:10.1007/

BF00413506

Troelstra A, Schwichtenberg H (2000) Basic proof theory, 2nd edn. Cambridge University Press,

Cambridge, ISBN 0521779111

van Benthem J (1996) Exploring logical dynamics. CSLI Publications & FoLLI, Stanford, ISBN 1-57586-

059-7

van Benthem J (2004) What one may come to know. Analysis 64(2):95–105. doi:10.1093/analys/64.2.95

van Benthem J (2007) Dynamic logic for belief revision. J Appl Non-Class Log 17(2):129–155. doi:10.

3166/jancl.17.129-155

van Benthem J (2008) Logical dynamics meets logical pluralism? Aust J Log 6:182–209

van Benthem J (2011) Logical dynamics of information and interaction. Cambridge University Press,

ISBN 978-0-521-76579-4

van Benthem J, Pacuit E (2011) Dynamic logics of evidence-based beliefs. Studia Log 99(1):61–92.

doi:10.1007/s11225-011-9347-x

van Benthem J, Velázquez-Quesada FR (2010) The dynamics of awareness. Synthese 177 (Supplement

1):5–27. doi:10.1007/s11229-010-9764-9

van Ditmarsch H, Kooi B (2006) The secret of my success. Synthese 151(2):201–232. doi:10.1007/

s11229-005-3384-9

van Ditmarsch H, van der Hoek W, Kooi B (2007) Dynamic epistemic logic. Springer, ISBN 978-1-

4020-5838-7

Vardi MY (1986) On epistemic logic and logical omniscience. In: Halpern (1986), pp 293–305

Velázquez-Quesada FR (2013) Explicit and implicit knowledge in neighbourhood models. In: Grossi D,

Roy O, Huang H (eds) LORI, volume 8196 of Lecture notes in computer science. Springer, Berlin,

pp 239–252, ISBN 978-3-642-40947-9.doi:10.1007/978-3-642-40948-6_19

Velázquez-Quesada FR (2014) Dynamic epistemic logic for implicit and explicit beliefs. J Log Lang Inf

23(2):107–140. doi:10.1007/s10849-014-9193-0

Velázquez-Quesada FR, Soler-Toscano F, Nepomuceno-Fernández Á (2013) An epistemic and dynamic
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