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Abstract
Artificial Bee Colony algorithm (ABC) is inspired by behavior of food foraging of 
honeybees to solve the NP-Hard problems using optimization model which is one 
among the swarm intelligence algorithms. ABC is a widespread optimization algo-
rithm to obtain the best solution from feasible solutions in the search space and 
strive harder than other existing population-based algorithms. However, in diversifi-
cation process ABC algorithm shows good performance but lacks in intensification 
process and slows to convergence towards an optimal solution because of its search 
equations. In this work, the authors proposed an improvised solution search strategy 
at employed bee phase and onlooker bee phase by considering the advantages of the 
local-best, neighbor-best, and iteration-best solutions. Thus, the obtained candidate 
solutions are closer to the best solution by providing directional information to ABC 
algorithms. The search radius for new candidate solutions is adjusted in scout bee 
phase which facilitates to move towards global convergence. Thus, the process of 
diversification and intensification is balanced in this work. Finally, to assess the per-
formance of the proposed algorithm, 20 numerical benchmarks functions are used. 
To show the significance of the proposed methodology it has been tested with Com-
bined Heat and Economic Power Dispatch (CHPED) problem. The empirical result 
exhibits that the proposed algorithm provides higher quality solutions and outper-
form with original ABC algorithm for solving numerical optimization problems.
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1  Introduction

Optimization problems are habitually stumbled in the field of engineering design 
(Rao et  al. 2008; Pawar et  al. 2008), computer science and information theory 
(Karaboga and CelalOzturk. 2011; Özbakir and AdilBaykasoğlu et  al.. 2010; 
Kaveh and Talatahari 2009), statistical physics and economics, etc. (Pan et  al. 
2011; Coelho and Leandro and Viviana CoccoMariani. 2009). Popular meta-
heuristic approach Swarm intelligence (SI) technique which is a sub-domain of 
artificial intelligence, and it is employed to unravel various engineering and opti-
mization problems. It is inspired by the foraging behavior of the flock of birds, 
social insects and schools of fish and they are capable of solving complex tasks. 
The problems which cannot be solved by standard mathematical methods are eas-
ily solved by swarm intelligence. Use of swarm intelligence has many advantages 
such as modularity, parallel processing, independent and self-governing, fault tol-
erance and scalability (Kassabalidis et al. 2001). Optimization is the method of 
searching optimal solution from the large search space which is very hard and 
requires more computational time.

The population-based optimization (PBO) algorithm is designed to calculate 
the near optimal solution to global numerical problems or engineering problems 
based on the fitness evaluation, and thus it moves towards best solution space. 
PBO are classified into two major groups as SI based algorithms and Evolution 
based algorithms (Passino 2002). In the last decade, the research towards vari-
ous optimization algorithms increased especially in the meadow of biological-
inspired optimization algorithms. Particle swarm optimization (PSO) based on 
the communal behavior of birds flocking and fish schooling (Liu et  al. 2005; 
Xiang et  al. 2007), ant colony optimization (ACO) inspired by the behavior of 
ant colonies (Dorigo et al. 1996), genetic algorithm (GA) based on the Darwin-
ian law of survival and reproductive system of living species (Golberg 1989) and 
ABC inspired by the natural deeds of honey bee swarm (Karaboga 2005).

ABC algorithm is a biologically inspired optimization algorithm proposed by 
Karaboga is used to calculate the best near solution in statistical optimization 
or engineering problems. ABC is instigated by the foraging deeds of honey bee 
swarm for seeking food resource. The recital of ABC depends on the process of 
exploration and exploitation method to yield uniform and doable solution. Explo-
ration is the self-determining search to obtain optimal solution and exploitation 
uses acquaintance of the previous best solution to search. Many researchers have 
developed algorithms to amplify the process of exploration and exploitation to 
solve numerical optimization problems. To appraise the performance of ABC 
algorithm, many benchmark functions of unimodal and multimodal distributions 
are employed. ABC is compared with known optimization algorithms like PSO, 
GA, and ACO to access the performance and the obtained results show ABC 
produce more optimal solution than other competitive methods (Singh 2009; 
Karaboga 2009; Kang et al. 2009).

Researchers found ABC is good at exploration in updating search equation but 
poor in exploitation process (Zhu and Kwong 2010). To achieve the equipoise 
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between exploration and exploitation process, it is essential to progress the local 
search in ABC (Karaboga and BahriyeAkay. 2009). To evade local optima and 
accelerate the convergence speed are the primary objectives appealing in ABC. 
Many modified and improved algorithms (Akay and DervisKaraboga. 2012) are 
projected in recent years like best-so-far ABC (Banharnsakun and TiraneeAcha-
lakul et al.. 2011), Bee Swarm Optimization (BSO) (Akbari and AlirezaMoham-
madi and KoorushZiarati. 2010), Gbest-guided ABC (GABC) (Zhu and Kwong 
2010) and I-ABC (Gao and Liu 2011) and these algorithms show better perfor-
mance than original ABC. The choice of ABC over other evolutionary algorithms 
for improvisation is due to its explored number of applications through it. If ABC 
can be improved then the supported applications will get an innovative advantage 
with its use.

At first, a modified exploration equation is presented in the employed bee phase, 
the information about global best, neighbor best and iteration best are embedded 
in the solution search equation to balance diversification and intensification pro-
cess. Then search space radius is adjusted in the phase of scout bee to move towards 
global convergence, and at each iteration, the perturbation is regulated dynamically. 
Oppositional Learning concept is imposed over ABC for reducing the deviation of 
search while exploitation process is on board. In this work, directional informa-
tion about the food source is incorporated and the algorithm is investigated in the 
numerical benchmark optimization problems. And also, the proposed model is used 
to solve CHPED and provide significant results.

This paper is structured as pursue: The literature survey on ABC algorithm is 
described in Sect.  2. Section  3 discusses the impression of ABC algorithm. The 
proposed algorithm is conferred in Sect. 4. Section 5 describes the simulation and 
experimental results for the formulated problem; Sect.  6 concludes the research 
work.

1.1 � Literature review

In the typical ABC, it has many advantages such as local search, solution update, 
and memory and it produced good results (Basturk and Karaboga 2006). Various 
modifications and improvement of the algorithm are measured and analyzed on 
numerical optimization problems (Karaboga 2005). Several hybridizations of ABC 
algorithm are found in the literature review in Karaboga et  al. (2014). However, 
ABC trapped in local optimum which influences the performance of convergence 
and result in uncertainty (Luo et al. 2013). Akay et al. (2012) introduced two real-
parameter optimizations in ABC algorithm Modification Rate (MR) and scaling 
factor (SF) to increase the convergence rate and perturbation control. Dongli et al. 
(Dong Li et  al. 2011) proposed better performance in ABC with three modifica-
tions. The search solution is updated based on neighborhood search and proposed 
new search equation with respect to modifications. To balance the exploitation and 
exploration process, various changes have made in standard ABC.

Gao et al. (2012) proposed a modified ABC algorithm inspired by the differential 
evolution (DE) by updating the search solution equation. To enlarge the exploitation 
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process and to increase search around best solution, previous iteration value is con-
sidered. To balance exploration and exploitation selective probability is introduced 
to get new search equation. Thus chaotic and opposition-based learning is incorpo-
rated to improve the process of global convergence. MABC algorithm prevents the 
bees from entrapping to the local minimum, which increases convergence globally 
and efficiently increase the ability of search.

Anuar et al. (Failed 2016) monitored the behavior of scout bee and made changes 
to improve the performance of exploration process. The proposed algorithm is 
named as ABC rate of change (ABC-ROC) since the scout bee phase is based on its 
change rate. The limit in ABC will control exploration in scout bee phase, the author 
calculated slope and plotted the performance graph. The process of the rate change 
in performance graph decides the exploration process. Ozturk et al. (2015) proposed 
the genetic method for discrete ABC by replacing with Jaccard coefficient. In dis-
crete ABC, solution generation is improved by calculating the similarities obtained 
genetically from inspired components clustering dynamically. Karaboga et al. (2014) 
proposed quick ABC algorithm (qABC) to sculpt the onlooker bee phase to obtain 
accurate and improved performance in exploitation process. In the qABC algo-
rithm, the best neighbor solution is incorporated in the candidate solution equation 
of onlooker bee phase. To decide a best neighborhood, mean Euclidean distance is 
calculated between neighbor and rest of the solutions.

Yan et al. (2012) proposed an algorithm for data clustering in swarm intelligence 
model as Hybrid ABC algorithm (HABC). The author incorporated the genetic algo-
rithms crossover operator in ABC to increase the process of information exchange 
among honey bees. The crossover operator is included in the onlooker bee phase to 
augment the ability of the optimization in the algorithm. Maeda et al. (Maeda and 
Tsuda 2015) recommended the reduction of artificial ABC for global optimization. 
In initialization, the number of bees and positions are updated to avoid trapping into 
local minima. The bees in the process are sequentially reduced to reach the prede-
termined value when the highest value is obtained the objective function opts. Stan-
arevic et al. (Stanarevic et al. 2010) introduced ABC algorithm for the constrained 
problem. To improve search equation in the initialization process, Smart Bee (SB) 
is pioneered to use the historical memory of location and search better food sources. 
Constraint problems are solved by using Deb technique instead of greedy selection.

Aderhold et  al. (2010) commenced with two new modifications calculating the 
global best solution in addition to the random reference value in employee bee 
phase. The distance has been the global best solution location, and potential ref-
erence is selected for probability calculation. Yang et al. (2005) developed virtual 
bee algorithm (VBA) to solve engineering problems with two parameters. In this 
algorithm virtual swarm bees are produced and randomly move in space, to find the 
target food source virtual bees interact with each other based on the encoded val-
ues obtained from the function. The intensity of bee’s interaction based on encoded 
function will solve the optimization problems. Chen et al. (2014) proposed enhanced 
ABC (EABC) which uses self-adaptive searching strategy to avoid trapping into 
local minima. To balance the exploitation and exploration process artificial immune 
network (ai-Net) operator is introduced. This operator will accelerate the global 
convergence rate in search selection process, and search strategy is introduced in 
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initialization process to obtain a novel generation. In 2021, Author Liling Sun, et al. 
(2020) proposed surrogate-assisted multi-swarm artificial bee colony (SAMSABC) 
with improvised exploitation model using orthogonal method. The experimental 
results over 20 complex numerical optimization algorithms shows its significance. 
Authors Xiao, et al. (2021) proposed ABC with adaptive neighborhood search and 
Gaussian perturbation (ABCNG). In this model, the initial phase of population were 
generated using neighborhood selection model dynamically. Then on the scout bee 
phase Gaussian Perturbation method is used to improve the unimproved solutions.

However, ABC is used to solve engineering optimization problems and large-
scale problems besides solving global numerical optimization problems. Kang et al. 
(2009) developed a hybrid ABC algorithm uses Nelder-Mead (NM) simplex method 
for selection local selection process and structural inverse analysis. The performance 
of this hybrid algorithm outperforms with other heuristic algorithms. Samanta et al. 
(2011) used ABC to search optimal combinations used in NTM (non-traditional 
machine) process. This NTM process solves both single and multi-objective opti-
mization problems. Yi et  al. (Yi and He 2014) developed novel ABC algorithm 
(NABC) for solving numerical optimization problems to enhance exploitation pro-
cess by integrating current best solution in search equation. The NABC is applied 
in many optimization problems like flow shop, vehicle routing problem and data 
mining.

Yurtkuran et  al. (2016) introduced Enhanced ABC with solution acceptance 
rule and multi-search (ABC-SA). Replaced greedy selection method solution with 
acceptance rule, worst condition is decreased non-linearly for the search process. 
Probabilistic multi-search strategies equalize the process of exploration and exploi-
tation. Wang et al.  (2014) developed multi-strategy ABC which consists of many 
distinct search strategies coexists to produce offspring throughout the search pro-
cess. Rajasekhar et al. (2011) proposed an improved version of ABC with mutation 
based on Levy probability distribution and Sobol probability distribution. Further 
comprehensive survey on variants of ABC can be instigated in Karaboga and Akay 
(2009).

2 � ABC algorithm

ABC is an optimization algorithm which is inspired by natural behavior of honey 
was proposed by Karaboga in 2005 (Karaboga 2005). The global optimum solution 
or near optimum solutions can be identified by simulating the intellectual behavior 
of honeybees. In ABC each food source replicates particular problem’s solution. It 
treasures the global optimum of a food source using fitness function and computes 
the qualitative nectar in the food source. This model of algorithm is straight-forward, 
population-based, and robust for solving engineering and global numerical prob-
lems. The colonies of artificial bees are assembled into three groups: employed bee, 
onlooker bee, and scout bee. A part of the colony members is employed bee (half of 
the group in precise), and the other half is onlooker bee. The number of food sources 
available is equal to employed bees and number of onlooker bees. The employed 
bees search for the new food source and distribute the gathered information about 
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the food source to recruit onlooker bee. The onlooker bee will select the higher qual-
ity food source than low quality food source based on probability information. The 
employed bee whose food source is low quality are rejected and they are changed 
to scout bee for further searching newer food sources. ABC algorithm iteratively 
repeats these three units. In the first phase, employed bees search for the food source 
and modernize the position based on the quality of the food source. In the second 
phase, food source with higher probability values is chosen by onlooker bee based 
on the fitness. In the third phase, the low-quality food source is abandoned and rein-
stated with newer food source by scout bees. Figure 1 shows the flow of ABC algo-
rithm. These three units are summarized as follows:

2.1 � Population initialization

The initialization of the population is generated by the randomly distributed collec-
tion of FP solutions, where FP denotes the total number of employed or onlooker 
bees. The food source in the population is represented by Xi =

{
xi,1, xi,2,… , xi,n

}
 

and each solution in xi,j is generated as:

where i = 1,2,…,FP and j denotes the number of variables in the solution space 
ranges from 1 to S and xmin,j and xmax,j is the dimension parameter S with upper and 
lower bounds.

The food sources are dispersed to the employee bees in random and its fitness 
value are evaluated. rand(0, 1) is an equally scattered in range [0,1].

2.2 � Employed Bee phase

Every employee bee Xi,j gives modification on the food source position. If fitness 
value of the new position vi,j is better than existing, then the bee remembers the 
identified food source position and discards the existing food source. The invention 
of candidate position vi,j from the existing Xi,j in memory is generated as:

where j = 1,2,…,S,
k = 1,2,…,FP, chose the value of k is not equal to i,
∅i,j is a random value in the range [− 1,1].

2.2.1 � Onlooker Bee phase

In this phase, employee Bee shares the information about new food source Xi in the 
form of fitness value with onlooker bee. Each food source is evaluated based on 
probability Pij and the selection of best a food source Xi is made by onlooker bee. 
The probability evaluation of food source is calculated by using Eq. (3)

(1)xi,j = xmin,j + rand(0, 1) ∗
(
xmax,j − xmin,j

)

(2)vi,j = xi,j + �i,j
(
xi,j − xk,j

)
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Fig. 1   Flowchart of ABC algorithm
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where fiti is the fitness value of the solution i. Through this, employed bee will 
swap the information about food source with onlooker bees. If the candidate food 
source vi,j has better fitness than Xi , then vi,j food source will be replaced by Xi in the 
population.

2.2.2 � Scout Bee phase

When the position of the food source Xi cannot enhance through a certain number of 
iterations, the particular food source is dilapidated. The number of iterations for the 
abandonment of food source is considered to be the important parameter in ABC 
algorithm.

2.2.2.1  Revamped directed ABC algorithm (RDABC)  ABC is used to solve global numer-
ical optimization problems and engineering problems. ABC is the bio-inspired algo-
rithm based on the behavior of ants, bees, fish, etc. ABC algorithm shows the advantage 
over other optimization algorithms by obtaining richness and robustness in solution. 
The algorithm is flexible to enhance and develop new algorithms, and the complexity is 
reduced since it requires fewer control parameters. To enhance the process of intensifi-
cation and diversification, the authors have done three major changes in standard ABC 
algorithm. The pseudo code of proposed algorithm to solve global numerical optimiza-
tion problems is given in Algorithm 2.

(3)Pij =
fiti∑FP

j=1
fitj
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At first, ABC generates randomly distributed population of food source as 
solutions, FP is the size of the population. In the initialization process, lower and 
upper bound parameters are randomly assigned to produce a feasible solution. 
In exploration phase, neighborhood search of 20% has been done to reconnoiter 
search space solution based on Eq.  4. The initialization process is explained in 
Algorithm 3.

After initialization process, in employed bee phase new food source is pro-
duced based on the local information extracted and evaluates the fitness value. 
The searchability and exploration of the solution is enhanced with the guidance 
of three searching mechanism; the first phase is finding the best in the neighbor-
hood using xi,j , xk,j and the perturbation on xi,j is decreased. The second phase is 
obtaining global best xg,j from all employed bees and evaluate the fitness on best 
solution fitbest and compared with other solutions. If fitbest is higher than other 
solution then memory is not updated else memory is updated. The third modifi-
cation is in searching ability to calculate iteration best xt,j as iteration best food 
particle in dimension j and evaluate fitness on iteration best solution fititer_best . To 
increase the convergence rate, the food source position is directed based on ran-
dom number �i,j and �i,j . The direction information �i,j of the ith food source for 
jth dimension is added to achieve convergence rate. Initially the direction infor-
mation �i,j is set to be 0, if the new candidate solution is higher than the old solu-
tion then �i,j is updated to value 1. If it is lesser, then the directional information 
�i,j is updated to − 1 as shown in Eq.  5. To improve the ability of local search 
and convergence rate, the direction information �i,j is employed in the algorithm. 
Employed bee phase is illustrated in Algorithm 4.
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Employed bees share information about the food source position with onlooker bee 
in the hive. Onlooker bees evaluate the fitness value based on probability calculation 
Proi based on Eq. 6. The probability of selecting the best food source is based on the 
fitness of the solution fiti . The fiti for the solution Xi can be calculated using Eq. 7.

After calculating probability value Proi , onlooker bee randomly chooses food source 
with probability value from the employed bees. Food source positions were modified in 
onlooker bee phase upon probability value and evaluates with the random value (0, 1). 
If the food source has elevated probability value, then it is acceptable and proceeded to 
calculate candidate solution using Eq. 8. Like employed bee phase, the greedy selec-
tion of selecting the best solution among Xi and vi is determined. The food sources 
which are not the virtue for exploiting are identified and abandoned through onlooker 
bee phase. The onlooker bee phase is ascertained by Algorithm 6.
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However proposed algorithm increases the exploitation process by improving 
employee and onlooker bee phase than original ABC algorithm, the solution gets 
trapped in a local optimum. To avoid entrapment in local optimum, global search 
ability in scout bee phase is employed. The adjustable search radius to avoid getting 
entrapped in the local optimum is done by sigmoid function (Malik et al. 2007) in 
Eq. 9. The candidate solution xi,j of the scout bee is modified from abandoned old 
solution Xi . The value of �initial and �end represents the initial and end inertia weight 
of range 0.9 and 0.4respectively. The inertia values are static and desired by the 
experimenter. The scout bees specific search radius will decrease linearly in our pro-
posed approach from 90 to 40% by sigmoid function at each round. For every itera-
tion the solution will converge towards the optimal solution and the position of scout 
bee is adjusted in search space. The scout bee process is described in Algorithm 7.

Algorithm 7:  (Scout Bee Phase) 

Thus, our proposed algorithm employs diversity in providing the new solution, 
and the convergence speed is increased by enhancing the process of both exploita-
tion and exploration. Using proposed algorithm, the solutions are globally optimized 
compared to standard ABC algorithm. The authors have done three modifications, 
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at first in initialization process 20% of neighborhood search is done to enhance the 
exploitation process. Secondly, directed and search strategy is improved by consid-
ering neighbor best, global best and iteration best to produce new candidate solu-
tion. Through this, the process of exploitation is enhanced and convergence speed 
is increased. At last, to avoid entrapment in local optima, the exploration process is 
revamped by decreasing the search space radius from 90 to 40% using the sigmoid 
function. On imposing two different models namely ABC and Oppositional Learn-
ing would increase the computation time on every iteration. However, by fusing 
these two models, the proposed model achieves better results within the stipulated 
number of generations. Hence, by increasing the computational time of every itera-
tion, the overall number of iterations gets reduced.

3 � Experimental studies

3.1 � Environmental setup and benchmark functions

The performance of DABC is investigated to minimize a set of 20 scalable bench-
mark functions of various unimodal/multimodal, separable/non-separable. The 
benchmark functions with various dimensions of 30, 60 and 100. In the first experi-
ment, a set of 20 benchmark functions is demeanor to access the performance of 
DABC algorithm. In the second experiment, the performance of the proposed algo-
rithm is investigated on a real-world engineering design optimization problem.

3.1.1 � Mathematical Benchmark functions and parameter settings

The performance of the proposed RDABC algorithm is compared with ABC algo-
rithm and its variants like SAMSABC (Sun et al. 2020), ABCNG (Xiao et al. 2021). 
RDABC is coded in MATLAB 12.0 platform under windows on an Intel 2 GHz core 
2 quad processor with 2 GB of RAM. The proposed algorithm is to minimize 20 
benchmark functions with dimensions D of 30, 60 and 100. For the lawful com-
parison, the maximum number of evaluations for all the algorithm is 100000 * D. 
RDABC is run for 50 times for each mathematical benchmark functions. The algo-
rithm aborts when the maximum numbers of evaluations are reached or when the 
corresponding global minimum value is reached. Table 1 summarizes 20 scalable 
benchmark functions with its characteristic and range. Results obtained by RDABC 
are compared with SAMSABC, ABCNG, and ABC concerning the optimal global 
solution, mean, median and standard deviation. The benchmark functions f1 − f4 , f7 , 
f9 and f10 are unimodal functions, f5 , f6 , f8 , f11 − f20 are multimodal functions, f15 , 
f16 , are penalized functions, f1 − f15 and f18 − f20 are separable functions and f16 and 
f17 are non-separable functions. Table 2.

On comparing the results of RDABC with the existing algorithms such as 
SAMSABC, ABCNG and conventional ABC, the proposed model outperforms the 
other algorithms in terms of achieving best results. On comparing the mean results, 
the proposed model achieves near values to best which in turn indicates that the final 
results include more number of optimal solutions. The SD shows the exploration 
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capability of all algorithms. And in terms of computational time as it is mentioned 
in Sect. 4, the model uses less iterations and thus the computational time is lesser 
when compared with ABC, SAMSABC and ABCNG Table 3.

3.1.2 � Statistical test

Wilcoxon signed-rank nonparametric statistical test is used to find the significant 
difference and behavior of experimental methods. This tool is used to measure 
the statistical performance of algorithm in pair-wise. The test results are shown 
in Tables 4, 5 and 6 and the result is performed with significance value � = 0.05 . 
There is no difference between first algorithms median and next algorithm for the 
same functions. Wilcoxon Signed rank test provide sizes for the ranks like T+,T− to 
know the best rank among two algorithms (Civicioglu 2013). The first column in the 
table shows benchmark functions to evaluate the performance of experimental meth-
ods. The second column indicates p-value. The third and the fourth column indicate 
the rank value of the pair algorithm. The sign + indicates the proposed RDABC is 
superior in Wilcoxon signed-Rank test and null hypothesis is rejected. The sign − 
indicates the proposed RDABC is inferior performance in Wilcoxon test and null 
hypothesis is rejected. The sign = shows no significant difference among two algo-
rithms. The Wilcoxon Signed-Rank test is carried out with comparative algorithms 
for smaller, medium and larger dimensions.

Table 4, 5, and 6 shows statistical result of Wilcoxon Signed-Rank Test compared 
with SAMSABC, ABCNG, and ABC for small, medium, and large dimensions 
through 50 runs for each mathematical benchmark functions. ‘ + ’ sign indicates 
that null hypothesis is rejected and RDABC shows superior performance over other 
algorithms. ‘- ‘ sign indicates that null hypothesis is rejected and RDABC shows 
inferior performance over other algorithms. ‘ = ’ sign indicates that there is no sig-
nificant different among the two algorithms in solving benchmark problems. Table 7 
shows the count of statistical significance of RDABC with other algorithms.

Table  7 shows the comparison of the proposed algorithm with SAMSABC, 
ABCNG and ABC algorithm for smaller, medium, and larger dimension problems. 
Pair-wise comparison of proposed RDABC with SAMSABC for 30-dimensional 
benchmark functions rejects the null hypothesis with superior performance for 
60% of functions, 15% of functions with no significant difference and 25% of func-
tions with inferior performance. For 60-dimensional benchmark problems, RDABC 
rejects the null hypothesis with a same performance like 30-dimensional functions. 
For larger dimension, RDABC rejects the null hypothesis with 75% of superior per-
formance, 10% of functions with no significant difference and 15% of functions with 
inferior performance.

Pair-wise comparison of RDABC with ABCNG rejects the null hypothesis for 
all dimensional problem with no significant differences. For 30-dimension prob-
lem, 85% of functions possess superior performance, 15% of functions with infe-
rior performance than ABCNG. All the medium sized functions possess superior 
performance with null hypothesis rejection. For 100-dimension function, 95% of 
the functions achieved superior performance and 5% of the functions with inferior 
performance. Pair-wise comparison of the proposed algorithm with standard ABC 
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algorithm rejects the null hypothesis for all functions. For 30-dimensional prob-
lem, 95% of the benchmark functions attained superior performance, 5% of func-
tions with significant different and no inferior performance. For medium sized func-
tions, 85% of functions attained superior performance, significant difference for 5% 
of functions and 10% of functions with inferior performance. For 100-dimension 
functions, 90% of functions achieved superior performance, 5% of functions attained 
inferior performance and 5% of functions had significant difference.

3.2 � CHPED

CHPED problem is to minimize the production cost of the system by satisfying heat, 
power demands and constraints. The CHPED is to determine the generation of unit 
power system and production of heat system. The objective function is to minimize 
the cost, which can be represented mathematically by,

Subject to.
Equality constraints

F(p, h) = Minimize

np∑
i=1

Ci

(
Pi

)
+

nc∑
j=1

Cj

(
Pj,Hj

)
+

nh∑
k=1

Ck

(
Hk

)

np∑
i=1

Pi +

nc∑
j=1

Pj = Pd + PL

nh∑
k=1

Hk +

nc∑
j=1

Hj = Hd

Pmin
i

≤ Pi ≤ Pmax
i

, i = 1, 2,… , np

Pmin
j

(
Hj

)
≤ Pj ≤ Pmax

j

(
Hj

)
, j = 1, 2,… , nc

Hmin
j

(
Pj

)
≤ Hj ≤ Hmax

j

(
Pj

)
, j = 1, 2,… , nc

Table 7   Pair-wise comparison 
of proposed algorithm with 
other algorithms for various 
dimensions

Algorithm comparison  + / = /-

30 60 100

RDABC Vs. SAMSABC 12/3/5 12/3/5 15/2/3
RDABC Vs. ABCNG 17/0/3 20/0/0 19/0/1
RDABC Vs ABC 19/1/0 17/1/2 18/1/1
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The total heat and power production of the problem F(p, h) is to minimize the cost. 
P is the unit power generation, h is the unit heat production; np , nc and nh are the num-
ber of conventional power unit, co-generation unit and heat-only units respectively. 
Ci

(
Pi

)
,Cj

(
Pj,Hj

)
 and Ck

(
Hk

)
 are the cost functions of the i th conventional power 

unit, j th co-generation unit and k th heat-only unit. Pmin, Pmax, Hmin and Hmax are the 
limits of the unit power capacity and unit heat capacity. The active power transmission 
loss PL , can the calculated using Eq ():

where PCi,j is the loss coefficient connected between i and j . In CHPED problem, 
the power generations Pi , Pj , and heat productions Hj , Hk are taken as decision 
variables. The cost function for the power generations is represented by a quadratic 
function.

Cost function of each unit
Power-only units

where 10 ≤ P1 ≤ 75

where 20 ≤ P2 ≤ 125

where 30 ≤ P3 ≤ 175

where 40 ≤ P4 ≤ 250.
Cogeneration units

Hmin
k

≤ Hk ≤ Hmax
k

, k = 1, 2,… , nh

PL =

nc∑
i=1

nc∑
j=1

PiPCi,jPj

Ft1

(
P1

)
= 25 + 2P1 + 0.008P2

1
+
|||100 sin

{
0.042

(
Pmin
1

− P1

)}|||

Ft2

(
P2

)
= 60 + 1.8P2 + 0.003P2

2
+
|||140 sin

{
0.04

(
Pmin
2

− P2

)}|||

Ft3

(
P3

)
= 100 + 2.1P3 + 0.0012P2

3
+
|||160 sin

{
0.038

(
Pmin
3

− P3

)}|||

Ft4

(
P4

)
= 120 + 2P4 + 0.001P2

4
+
|||180 sin

{
0.037

(
Pmin
4

− P4

)}|||

Fc5

(
P5,H5

)
= 2650 + 14.5P5 + 0.0345P2

5
+ 4.2H5 + 0.03H2

5
+ 0.031P5H5

Fc6

(
P6,H6

)
= 1250 + 36P6 + 0.0435P2

6
+ 0.6H6 + 0.027H2

6
+ 0.11P6H6



	 Automated Software Engineering (2022) 29:13

1 3

13  Page 26 of 31

Heat-only unit

where 0 ≤ H7 ≤ 2695.2

Table  8 refers the results of combined head and power dispatch with recent 
algorithms that are used to solve the problem. From the table it is evident that the 
proposed RDABC outperforms other existing algorithms in terms of overall cost 
within the given constrained of heat and power. However, on comparing the loss 
obtained RDABC significance is lower. Network loss coefficients and the feasible 
region are cited in the Appendix section.

4 � Conclusion

In this paper, Revamped Directed ABC Algorithm is proposed for addressing 
non-linear continuous problems with improved search strategy in the phases of 
exploration and exploitation. The proposed algorithm has been tested in two 
different folds namely 1. Standard mathematical benchmark instances and 2. 
CHPED problem. The test beds are chosen in such a way to prove the significance 
of the algorithm in both unconstrained and constrained optimization problems. 
On comparing the results of the proposed algorithm, it shows the significance 
in terms of convergence towards optimal solution with less computational time. 
Statistical test namely Wilcoxon Signed Rank Test also concludes that the pro-
posed method wins the pairwise comparison in most of the benchmark instances. 
On comparing the results of constrained optimization problem namely CHPED, 
it chooses 5 power values and three heat values in a efficient manner that reduces 
the overall cost without violating the heat demand constraint. The overall sig-
nificance of the proposed algorithm are compared with most recent and also con-
ventional algorithms to prove its significance and thus the results shows the sig-
nificance of proposed algorithm. The future work of the paper is to solve more 
Engineering problems which are with constraint non-linear search space.

Fh7

(
H7

)
= 950 + 2.0109H7 + 0.038H2

7
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Appendix

Network Loss coefficients

See Figs. 2, 3.

B =

⎡
⎢⎢⎢⎢⎢⎢⎣

49 14 15 15 20 25

14 45 16 20 18 19

15 16 39 10 12 15

15 20 10 40 14 11

20 18 12 14 35 17

25 19 15 11 17 39

⎤
⎥⎥⎥⎥⎥⎥⎦

× 10−7
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