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Abstract The next release problem (NRP) consists of selecting which requirements
will be implemented in the next release of a software system. For many search based
software engineering approaches to the NRP, there is still a lack of capability to effi-
ciently incorporate human experience and preferences in the search process. Therefore,
this paper proposes an architecture to deal with this issue, where the decision maker
(DM) and his/her tacit assessments are taken into account during the solutions eval-
uations alongside the interactive genetic algorithm. Furthermore, a learning model
is employed to avoid an overwhelming number of interactions. An empirical study
involving software engineer practitioners, different instances, and different machine
learning techniques was performed to assess the feasibility of the architecture to incor-
porate human knowledge in the overall optimization process. Obtained results indicate
the architecture can assist theDM in selecting a set of requirements that properly incor-
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porate his/her expertise, while optimizing other explicit measurable aspects equally
important to the next release planning. On a scale of 0 (very ineffective) to 5 (very
effective), all participants found the experience of interactively selecting the require-
ments using the approach as a 4 (effective).

Keywords Next release problem · Interactive optimization · Machine learning ·
Search based software engineering

1 Introduction

During an iterative and incremental software development process, there are some
complex decisions to be made. Selecting which requirements will be implemented in
the next release of the system is one of them, given the high number of combinations,
technical constraints, multiple objectives and different stakeholders. “Release” is the
term used to describe a stable and executable version of the system, which is delivered
according to stakeholders requests. Given this context, the problem of maximizing
the stakeholders satisfaction, while respecting a predefined budget for the release
development, is called the next release problem (NRP) (Bagnall et al. 2001). The
stakeholder is usually satisfied according to the requirements he/she wants the most,
which are implemented in the next release.

The main goal of the search based software engineering (SBSE) field is to refor-
mulate difficult problems found in software engineering into search problems. Then,
the problems are solved by the use of computational search, especially metaheuristics.
These search techniques are guided by a fitness function, which is able to distinguish
good solutions fromnot so good ones (Harman2007a). Thus, SBSEneeds only twokey
ingredients: (i) the choice of the representation of the problem and (ii) the definition
of the fitness function (Harman et al. 2012).

State of the art single objective SBSE approaches to the NRP usually select the
requirements for the next release in a fully automatic fashion, without an effective and
dynamic participation of the decision maker (DM). Most of the approaches assume
that all the required information is collected before the optimization process. However,
asking the DM to express a priori his/her knowledge might be an inconvenient task to
perform, especially because there is too much information to consider, where most of
it is actually implicit (Ferrucci et al. 2014).

Moreover, when the DM is not employed in the resolution process, he/she may feel
excluded from the analysis, and present some resistance or put little confidence in the
final result (Miettinen 1999,Shackelford 2007). In addition, there are several intrinsic
aspects of requirements engineering which comprehension is inherently subjective,
demanding a more effective user collaboration (Harman 2007b). Therefore, a user-
friendly inclusion of the human expertise during the search process can result in a
better strategy to handle the NRP, providing a decision support tool that is able to
deal with all these matters and find a solution that successfully incorporates the DM’s
qualitative assessments.

The interactive evolutionary computation (IEC), which is a branch of interac-
tive optimization, is supported by two key components: (i) human evaluation and
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(ii) computational search through bio-inspired evolutionary strategies (Takagi 1998).
Population-based algorithms seem to be ideal for interactive optimization since a user
can directly evaluate fitness values of potential solutions (Takagi 2001). This optimiza-
tion strategy is often necessary when the algorithm that defines the fitness function
is either too complex to specify or, in many cases, impossible to quantify and code
(Shackelford 2007).

Despite being widely spread in SBSE, currently used genetic algorithms (GAs) still
lack the capability of efficiently considering human expertise in the search process.
Thus, the interactive genetic algorithm (IGA) emerges as an interesting alternative in
order to include the DM in the GA evolution process. The IGA shares several key
concepts with a traditional GA, such as population evolution by applying selection,
crossover and mutation operators. Differently, the solution evaluation is performed
considering the DM’s knowledge, guiding the search process to more valuable areas
in subjective terms (Cho 2002).

Although an intense human involvement is interesting and attractive to the search
process, it may cause one of the most critical drawbacks of interactive optimization
approaches: the human fatigue (Takagi 2001). This exhaustion occurs due to repeated
requests for human judgements, which ends up distracting the focus of the user over
the algorithm execution, then jeopardizing the search trajectory (Simons et al. 2014).
Dealing with this intrinsic complication can be considered a mandatory feature for
any interactive optimization approach (Shackelford 2007).

Based on Kamalian et al. (2006), this paper handles the human fatigue using a
machine learning model. The DM’s expertise is gathered when he/she provides sub-
jective evaluations to each solution during the algorithm evolution. Then, after the
creation of a training dataset composed by different releases and respective human
evaluations, a learning model can be used to learn the human behavior and, eventu-
ally, replace the DM in the remainder of the evolutionary process.

An initial proposal of an architecture that allows the DM to take part in a search-
based approach to the NRP has been introduced in Araújo et al. (2014). In this first
work, a conceptual version of the architecturewas presented and empirically evaluated.
Preliminary results were able to show that an IGA can successfully incorporate the
DM preferences in the final solution. Therefore, this paper has the main objective of
thoroughly present and evaluate the architecture to solve an interactive version of the
next release problem that allows an inclusion of human knowledge during the search
process using an interactive genetic algorithm.

The present paper significantly extends the previous work in three different aspects:
(a) the learning model, previously only proposed as an idea, is now developed and
considered in the empirical evaluation of the approach; (b) the empirical evaluation
considering artificial cases was extended with two new research questions. Further-
more, the approach has also been evaluated with software engineering practitioners;
and (c) the description of the architecture has been improved and extended through
the definition of a new component, called the Interactive Module. The primary con-
tributions of this paper can be summarized as:

– The presentation of an interactive single objective formulation of the NRP, called
iNRP, that suits the explained architecture;
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– A suite of proposed metrics that may contribute to the SBSE research community
for the evaluation of empirical studies involving interactive optimization;

– Analyses of the behavior of the architecture when considering both simulated and
real human subjective evaluations.

As previously mentioned, two experiments were performed in the empirical study
conducted in this work, respectively named as: (a) artificial experiment and (b)
participant-based experiment. In the first one, a simulator was employed to verify the
influence of different evaluation profiles in several and exhaustive scenarios, including
both artificial and real-world instances. In the second experiment, a group of software
engineer practitioners was invited to solve a real-world instance using the proposed
approach. For each experiment, two learning techniques were used based on different
strategies of machine learning.

The remainder of this paper is organized as follows: Sect. 2 explains the proposed
architecture; Sect. 3 presents the interactive formulation for the NRP, while Sect. 4
exhibits and examines the empirical study designed to evaluate the proposal; Sect. 5
discusses some work related to this paper; finally, Sect. 6 concludes the paper and
points out some future research directions.

2 Architecture overview

Domain knowledge can be used to guide the optimization algorithm to promising areas
of the search landscape. Such an approach enables the search to simultaneously and
effortlessly adapt the solution to the business needs of the DM, while reducing the size
of the search space. It is recommended to: “wherever possible, domain knowledge
should be incorporated into the SBSE approach” (Harman et al. 2012). However,
the design of search approaches that are able to naturally incorporate the subjective
preferences into the overall optimization process is still a challenge for the SBSE
community.

Following the definitions stated in Miettinen et al. (2016), the role of the DM in the
solution process can be divided into four classes: (i) no-preference methods in which
there is no need of articulation of preference information; (ii) a priori methods that
require articulation of preference before the search process; (iii) a posteriori methods
in which the preference information is used after the search process and, finally, (iv)
interactive methods in which the DM introduces preference information progressively
during the search process. This proposal focuses on interactive methods.

One important assumption of this work is that, regardless of howmany stakeholders
are involved in the project, there will be a specific DM to make the last call. This
decision is motivated by the need of an unbiased judgement that is able to manage the
possible conflicts of interests of the other stakeholders and also weight the different
characteristics of the decision-making process. Such a role should be performed by a
professional fully immersed in the high-level project particularities and with a broad
view of his/her short/long time decisions. Hence, the presented approach focuses in
interacting with this only one crucial stakeholder, referred in this work as decision
maker (DM).
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After deciding how the human will provide its preferences and who will be the
DM in the software project, the next step is to understand the nature of human pref-
erence. According to the work in Aljawawdeh et al. (2015), the preferences can be
categorized as explicit and implicit. Explicit preferences are readily articulated by the
DM and their relevance to the search is typically well understood by him/her, while
implicit preferences may be tacit and difficult for humans to previously articulate. As
an example, implicit memory is a type of memory that previous experiences might
aid in the performance of a task without conscious awareness of these experiences
(Schachter 1987).

Therefore, this paper proposes a conceptual architecture that is able to interactively
incorporate in a step-wise manner both explicit and implicit preferences during the
search process through an interactive genetic algorithm. To overcome the need of
human intervention in all individuals evaluations, a machine learning model is used to
learn the user’s profile and, consequently, be able to replace him/her when necessary
alongside the IGA. Such architecture (presented in Fig. 1), is composed of three main
components, which are generically described below:

1. Interactive genetic algorithm responsible for the optimization process, where
the candidate solutions are firstly evaluated by the Interactive Module and, when
required, by the learning model. Given an individual, its fitness value is calculated
considering both explicit and implicit preferences. Explicit preference is repre-
sented by well defined aspects of the problem, such as the quantitative measures
of score value and the implementation effort of each requirement, as addressed
by the classical NRP (Bagnall et al. 2001). Implicit preference is gathered by a
qualitative assessment of the DM regarding a certain solution, which is formally
defined as subjective evaluation (SE). The transition between using the Interac-
tive Module and the Learning Model is dynamically performed depending on how
many interactions the DM is willing to perform.

2. Interactive module responsible for the interactive interface with the DM. Thus,
each interaction consists of an individual of the IGA that receives a SE value from
the DM. The SE value of that respective individual is passed to the IGA, while
both the individual and its SE value are passed to the learning model. The only
constraint between the number of interactions and individuals is to have a number
of individuals that is, at least, equal or bigger than the number of interactions.
Thus, it is possible to have more individuals than interactions, but not vice-versa.

3. Learning model responsible for learning the user profile through amachine learn-
ing technique, in which all details regarding the learning problem formulation and
representation have to be well-formalized. The training process occurs in this
component, according to the samples (individuals and SE values) provided by the
Interactive Module. After the training process be performed, the learning model
will be able to provide a SE value to each solution that needs to be subjectively
evaluated. Naturally, the SE value provided by the learning model will only be
suitable for the learnt DM’s profile. In addition, the effectiveness of the learning
model will be proportional to the number of samples provided by the Interactive
Module.
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Fig. 1 Conceptual architecture overview

As presented in Fig. 1, the relationship between these components are divided in
two distinct stages, defined below:

(a) First stage (solid lines) before starting the search process, it is necessary for the
DM to specify two architectural settings: (i) the weight of the implicit preferences
in comparison to the explicit ones for the fitness calculation. This parameter is
related to how influential the DM’s subjective knowledge will be in the search
process; (ii) a minimum number of interactions i which the DM is willing to
take part in. This parameter defines the first i individuals to be evaluated by the
DM, where each individuali and its respective SEi value are sent to the learning
model.

(b) Second stage (dotted lines) at this moment, the learning process is performed
using the set of samples collected in the previous stage as a training dataset.
After the conclusion of this process, the learning model will be responsible for
simulating the DM behavior and evaluates the remainder of j individuals from the
evolutionary process, in other words, providing a SE j value for each individual j
until the stopping criteria is reached. At the end, the best solution found by the
IGA is presented to the DM.

Figure 2 presents an activity diagram that shows the overall optimization process,
focusing on how the different components of the architecture exchange information.
As explained before, the IGA primarily follows the concepts of a traditional GA, with
the primary difference being the fitness evaluation. As depicted in the Fig. 2, after the
architectural settings definition (weight of the subjective evaluation and number of
interactions), the population is initialized and the stopping criteria is verified. While
the criteria is not reached, the search process continues.

As previously mentioned, the fitness value of an individual considers both explicit
preferences and the SE value that encapsulates the implicit preference of the DM.
The decision to stop requiring SE values from the Interactive Module and changing
to receive SE values from the learning model is defined according to the minimum
number of interactions i established by the DM. Therefore:
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Fig. 2 Activity diagram of the conceptual architecture

– If the number of interactions has not been reached, the individual is presented to the
DM, which will be responsible for giving a SE. This evaluation is then considered
in the fitness calculation of individuali , and the SEi value alongside its respective
individuali are included in the training dataset for the learning model.

– If the number of interactions has been reached, it is checked whether the learning
model has been trained. If not, the training process is performed considering the
samples collected in the previous stage as training dataset. Then, the learning
model provides a SE j for the individual j to be evaluated. In the case where
the learning model has already been trained, it directly provides a SE j for each
presented individual j .

When the fitness of all individuals in the population are calculated, the genetic oper-
ators are applied and, consequently, the algorithm carries on considering the subjective
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evaluations provided by the learning model until the stopping criteria is reached. Upon
finishing, the best solution achieved is shown to the DM.

This conceptual architecture can be considered sufficiently generic to be adopted
in other software engineering scenarios tackled by SBSE, such as feature selection
in software product lines, requirements prioritization or software design problems.
However, this paper is focused on evaluating the approach to the NRP, in which all
formalization required to be suited to the architecture is properly presented in the next
section.

3 An interactive next release problem formulation

In SBSE, the fitness function guides the search by capturing the properties that make
a given solution preferable to another one (Zhang et al. 2008). Usually, the fitness
function is composed of metrics that represent quality and constraint attributes from
the software asset being measured and optimized (Harman and Clark 2004). Unfor-
tunately, sometimes these attributes may not be precisely defined in the early stages
of the software life cycle, or are inherently associated with comprehension activities,
which require a human input to the assessment (Harman et al. 2012). This kind of
problem can be properly handled by algorithms that employ a “human-in-the-loop”
fitness computation, in other words, interactive optimization.

As previously mentioned, in order to apply a search based approach to a Soft-
ware Engineering problem, one needs the solution representation and fitness function
(Harman 2007a). However, since this paper proposes an architecture based on SBSE,
interactive optimization and machine learning foundations, three major questions had
to be properly defined: how the objectives to be optimized are mathematically mod-
elled? How does the DM interact with the optimization process? And which details
are required to allow the learning process to be performed? Therefore, the problem
formulation in this work is composed of a triad of formulations, respectively named
as mathematical modeling, interactive modeling and learning modeling.

3.1 Mathematical modeling

Consider R = {r1, r2, r3, . . . , rN } the set of all available requirements to be selected
for the next release, where N is the maximum number of requirements. Each require-
ment ri has an importance value vi and an implementation effort ei . Consider
K = {k1, k2, k3, . . . , kM } as the set of stakeholders to be attended by the system,
where each stakeholder k j has a specific weight w j that measures his/her relevance to
the software project. The interactive next release problem (iNRP) model proposed in
this work can be formalized as follows:

maximize α × score(X) + β × SE(X), (1)

subject to: e f f ort (X) ≤ budget, (2)

where, score(X) =
N∑

i=1

vi × xi , (3)
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vi =
M∑

j=1

w j × s ji , (4)

e f f ort (X) =
N∑

i=1

ei × xi , (5)

where budget refers to the release available budget. A binary solution representation is
used, where the release is represented by the decision variables X = {x1, x2, . . . , xN },
so that xi = 1 implies that requirement ri is included in the next release and xi = 0
otherwise. The score(X) function (Eq. 3) is calculated by multiplying the sum of
the total importance (vi ) of requirement ri and the decision variable xi . The total
importance (vi ) of a requirement ri is given by the product of the weight (w j ) of each
stakeholder (k j ) and the specific importance (s ji ) for the requirement ri provided by
each stakeholder (seeEq. 4).Generally, the score(X) function encourages the search to
achieve solutions that maximize the overall stakeholders satisfaction. Similarly to the
score(X) function, the e f f ort (X) function (Eq. 5) represents the total implementation
e f f ort of the release and it is calculated by the product of the sum of each requirement
e f f ort (X) (ei ) and the decision variable xi . As a constraint, the e f f ort (X) cannot
exceed the budget . Therefore, this formulation provide the quality of a candidate
solution, also known as, the fitness (F).

In the IGA application to the iNRP, each individual is a release. However, as
explained in the Sect. 2, two kinds of information are needed to calculate the fitness of
an individual: the explicit and the implicit preferences. The first one is represented by
the score(X) objective obtained using Eq. 3, which represents the overall stakeholders
satisfaction, while the second is encapsulated by the DM’s tacit assessment obtained
from SE(X). The implicit preference provided by theDMwasmodeled using a numer-
ical range value established as a qualitative “grade”. So, when the release fully satisfies
the DM, the grade is maximum. Similarly, the grade is minimal when the release is
completely different from what the DM expects. Thus, the search process will be
guided to areas that maximize both the score(X) values and the DM’s satisfaction.

To avoid anymisconceptions, this paper considers “explicit preference” as the result
of the score(X) function and the “implicit preference” as the subjective evaluation
provided by the DM (SE(X)). Thus, in some cases, the DM opinion towards the
selected requirements is not influenced by the explicit one, because the importance
assigned by a specific stakeholder to a certain requirement may not agree with the DM
strategic planning. So, it is reasonable to expect some trade-off regarding the loss in
the overall stakeholders satisfaction to achieve a better solution in subjective aspects.
Later on, it will be explained how this trade-off can be properly balanced according
to the specific needs of a certain software project.

Another important aspect to take into account under the context of next release
planning are the interdependencies between requirements. This paper considers the
functional interdependencies REQUIRE(ri , r j ) and AND(ri , r j ) (Carlshamre et al.
2001). These two interdependencies were chosen because they are the most common
in software projects. A REQUIRE(ri , r j ) dependency indicates that requirement ri
cannot be selected to the next release if r j is not selected aswell. However, requirement
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r j can be included in the next releasewithout ri . Differently, AND(ri , r j ) indicates that
both requirements should be selected for the release, otherwise none of them can. Both
interdependencies are represented by a single matrix N ×N called “functional”. Thus,
f unctionali j = 1 indicates the existence of a dependency REQUIRE(ri , r j ), while
a dependency AND(ri , r j ) is represented by f unctionali j = f unctional ji = 1.

The mathematical model used in this paper can be considered as a generalization
of the one proposed in Baker et al. (2006). When the weights α and β in Eq. 1
are configured to α = 1 and β = 0, the classical NRP is reached. In other words,
the requirements selection will consider only the score(X) function (Eq. 3). When
the weights are configured to α = 0 and β = 1, only the subjective evaluations
(SE(X)) will be considered in the search process. The α = 1 and β = 1 configuration
consider the DM’s assessment and, at the same time, select the requirements with
highest score(X). This freedom of choice to be determined before the algorithm
execution allows the proposed approach to be adapted so specific needs of different
software projects. For example, if it is established to prioritize the DM’s subjective
evaluations over the stakeholders satisfaction, one can simply choose a α = 1 and
β = 2 configuration. On the other hand, if it is decided to prioritize the importance
values assigned by the stakeholders more than the DM’s strategic opinions, a α = 2
and β = 1 configuration can be employed.Moreover, the fitness calculation addressed
in this formulation is summarized by the following algorithm:

Algorithm 1: Fitness calculation of a certain individual
Input: individual, SE, α, β
Output: Fitness of individual
begin

Calculate score of individual
Normalize score to the same range of SE
Fitness of individual ← (α × score) + (β × SE)

end
In this work, it was opted to normalize the score(X) value to the same interval

of SE(X), in order to avoid a possible unbalance among these values during the
optimization process. Given this context, the only method to prioritize one function
over the other is by assigning values to the weights α and β in the fitness function.
The score(X) normalization is described as follows:

normali zedScore(X) =
(
score(X)

scoremax

)
× SEmax , (6)

where, X represents a solution, scoremax is the highest value in terms of score which
a solution can have and SEmax is the highest grade which the subjective evaluation
can assume.

3.2 Interactive modeling

There have been several studies that explore Interactive Optimization in SBSE, as will
be discussed in Sect. 5.2. In recent years there has also been an increase in the number
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of empirical studies involving interactive optimization application to the Software
Engineering. As stated in Glass (2002), “the most important factor in software work
is not the tools and the techniques used by the programmers, but rather the quality of
the programmers themselves”.

However, there is a challenge in designing suitable environments to exploit these
human qualities in the search process, given that the user knowledge can be expressed
in a variety of forms. This paper considers the understanding of the whole process
regarding the human interaction and his/her influence in the optimization process to
be a very important issue. As discussed in Aljawawdeh et al. (2015), the nature of the
implicit preference and the moment in which this aspect will be exploited during the
optimization process are themain aspects to bemodelled in an interactive optimization
approach.

Therefore, threemain questions are proposed and, consequently discussed, to define
the Interactive Modeling for the iNRP.

1. At which moment are the preferences from the DM captured?
As previously discussed, the moment of preference incorporation in the search
process ranges from no-preference, a priori, a posteriori and interactively (Miet-
tinen et al. 2016). To the present proposal, the DM will interactively provide
subjective evaluations for a previously defined number of individuals generated
by the IGA. This number of interactions is a architectural setting defined before
to start the search process, which depends on DM availability. Given a scenario
delimited by 50 interactions and a population with 50 individuals, for example,
all the 50 individuals from the first generation of the IGA will be evaluated by the
DM. On the other hand, from the first individual of the second generation until the
end of the IGA, the individuals will be evaluated by the learning model. Similarly,
in a hypothetical case of 50 human interactions and 25 individuals, the first two
generations of the IGA will have all individuals evaluated by the DM, and the
Learning Model will start evaluating individuals from the third generation and on.
At the end of the process, the best final solution is presented to the DM.

2. What type and which preferences are provided to the search process?
Following the assumptions detailed in Aljawawdeh et al. (2015), the nature of
human preferences are explicit or implicit. As stated before, this work explores
both types, being “explicit” the result of the objective measure score function and
“implicit” the subjective evaluation provided by the DM (SE). The first one reflects
the overall stakeholders satisfaction, while the second encapsulates several of the
DM’s subjective concerns regarding the presented solution. This value must be
within a predefined range representing “how good” he/she thinks that selection is.
The DM is not actually looking for a precisely defined numerical target but rather
for a subset of the search space that gives the general impression he/she is looking
for. The fuzzy aspect of human subjectivity is therefore more to be taken as a basis
for robustness than as a source of trouble (Semet 2002).

3. How the preferences are incorporated and influence the search process?
Human preferences can be incorporated and influence the search process in several
ways. In Aljawawdeh et al. (2015) six potential design pattern abstractions consid-
ering the combination between the moment and type of preferences (explicit and
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implicit) are presented. One of them inspired this work, and it is called “Implicit
preference, interactive”, in which the definition states: “users are offered oppor-
tunities to input preference to metaheuristic search either as qualitative evaluation
solely or in combination with quantitative objective fitness functions”. In the
present study, the subjective evaluation will be exploited as an objective alongside
the explicit metric score in the fitness function, guiding the search to areas which
maximizes both the DM’s evaluations and score values. In addition, as will be fur-
ther discussed in the RelatedWork (Sect. 5), there are other ways to incorporate the
DM’s opinion in the search process beyond being an objective to be maximized.

The Interactive Modeling described above enables the DM to incorporate his/her
knowledge during the search process. Generally, three interesting benefits arise from
the usage of Interactive Evolutionary Computation:

(a) As the DM expresses his/her preferences during the evolutionary process, the DM
will receive some feedback from the search through the presentation of the most
promising solutions throughout the algorithm evolution. Since the solution fitness
considers both implicit and explicit preferences (Aljawawdeh et al. 2015), it can
be conjectured that, as the solutions are evaluated by the DM, there will be a
natural trend for the new generations to be composed of solutions which better
suits his/her subjective needs.

(b) Another interesting benefit that can be highlighted is the capability to incorporate
the changes in the DM’s criteria during the search process. As stated in Miettinen
et al. (2016), “an important advantage of interactive methods is learning”. Given
the visualization of the solutions influenced by the DM opinion, he/she will pro-
gressively gain more consciousness of how attainable or feasible the preferences
are. Consequently, he/she may get some insights about the problem, and even
adapt the decision criteria. The proposed approach is able to deal with this aspect.
This benefit reinforce one of the major goals of search based requirements opti-
mization, that is to provide meaningful insights to the DM (Zhang et al. 2008). In
the case of a change in the DM decision criteria using an a priori approach, the
algorithm would have to be executed again to cope with the new preferences.

(c) At last, besides incorporating human knowledge, another important aspect of
the interactive approach is human engagement. Intuitive interaction with domain
specialists is a key factor in industrial applicability, since it makes the systemmore
usable and more easily accepted in an industrial setting (Marculescu et al. 2015).
As presented in the Introduction, when the DM is not employed in the resolution
process, he/she may feel excluded in the analysis, which may cause resistance and
lack of confidence in the final result (Miettinen 1999,Shackelford 2007).

3.3 Learning modeling

Machine Learning deals with the issue of how to build programs that improve their
performance at some task through experience (Mitchell 1997). The field of Software
Engineering turns out to be a fertile ground where many software development and
maintenance tasks could be formulated as learning problems and approached in terms
of learning algorithms (Zhang and Tsai 2003).
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According to the work inWitten and Frank (2005), there are basically four different
styles of learning. In classification learning, the learning scheme is presentedwith a set
of classified examples from which it is expected to learn a way of classifying unseen
examples. In association learning, any association among features is sought, not only
the ones that predict a particular class value. In clustering, groups of examples that
belong together are sought. In numeric prediction, the outcome to be predicted is not
a discrete class but a numeric quantity.

This paper presents the idea of gathering the DM’s implicit preferences during
the algorithm evolution through subjectively evaluating a certain number of individ-
uals, which in the NRP perspective are the releases. A machine learning model is
used alongside the search to learn the human behavior and, eventually, replace it in
the remainder of the process. In other words, classifying unseen examples following
the learnt user profile. This strategy enables the system to absorb the user’s implicit
knowledge without requiring the user to formalize this information a priori (Shack-
elford 2007). However, as discussed in Zhang and Tsai (2003), user modeling poses a
number of challenges for machine learning that have hindered its application in Soft-
ware Engineering, including: the need for large data sets; the need for labeled data;
concept drift; and computational complexity.

Similarly to the Interactive Modeling, two major questions are discussed aiming to
define the learning modeling for the proposed iNRP:

1. Problem formulation
An important first step is to formulate the problem in such a way that it conforms
to the framework of a particular learning method chosen for the task. As stated
in Mitchell (1997), “a computer program is said to learn from experience E with
respect to some class of tasks T and performance measure P, if its performance
at tasks in T, as measured by P, improves with experience E”. Thus, to have a
well-defined learning problem, one must identity these three features:
– Task T : evaluate a release considering the human preferences;
– Performance measure P: number of interactions;
– Training experience E: evaluating releases provided throughout the optimiza-
tion process.

2. Problem representation
The next step is to define a representation for both training data and knowledge to
be learned. The representation of the (a) input, (b) attributes and (c) output in the
learning task is often problem-specific and formalism-dependent (Zhang and Tsai
2003.
Following the concepts defined inWitten and Frank (2005), the input to a machine
learning scheme is a set of samples. These samples are the things that need to
be classified, associated or clustered. Each sample is an individual, independent
example of the concept to be learned. The samples that provide the input to the
machine learning model are characterized by its values on a fixed, predefined set
of attributes. Also, it is important to highlight the presence of a special attribute
called class, which describes the goal to be learned.
Each training dataset is represented as a matrix of samples versus attributes, as
depicted in Fig. 3. As can be seen in such figure, there are three samples, with
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r1 r2 r3 r4 SEr5

1 1 1 830 0

340 1 01 0

741 1 01 0

Attributes

Samples

Class

distinct values

Fig. 3 Example of training dataset

each row representing a possible release and each column representing a spe-
cific requirement (attribute). The exception is the last column at the right, which
represents the class obtained through the subjective evaluation provided by the
DM. As explained in Section 3.1, ri = 0 implies that requirement ri is included
in release and, ri = 0 otherwise. For example, the first solution represented by
X = {1, 1, 0, 1, 0} is composed by requirements r1, r2 and r4, and received a
SE(X) = 83 from the DM. As explained in Sect. 2, this dataset will be iteratively
constructed until the number of interactions defined by the DM in the architectural
settings is reached. After concluding, the training process is performed considering
the training dataset previously collected.
The output usually takes the form of predictions about new examples or clas-
sification of unknown examples. In the present context, the task is to evaluate
releases according to the human preferences. Thus, considering that the Learning
Model already learnt the user profile, the output will be a subjective evaluation
to an unseen solution generated by the optimization process. As discussed above,
both input and output follow a numerical range value established as a qualitative
“grade”. It is important to point out that the quality and the quantity of the data
needed are dependent on both the selected machine learning technique and the
number of provided training samples.
At last, an important aspect to be distinguished is the type of learning, which can be
generally categorized as supervised and unsupervised. The first one is basically a
synonym for classification, in which the learning will come from the labeled sam-
ples with a class in the training dataset, while the second is essentially a synonym
for clustering, and is unsupervised since the input samples are not labeled (Han
et al. 2011). Thus, the proposed learning model follows the supervised learning
principles where each release is labeledwith the respective class, defined as the SE.

4 Empirical study

The following sections present all the details regarding the empirical study. As previ-
ouslymentioned, two experiments were performed, respectively named as (a) artificial
experiment and (b) participant-based experiment. Firstly, the metrics developed to
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evaluate the outcome of these experiments are explained. Next, general settings used
in the experiments are presented, including the instances configurations, machine
learning techniques and IGA parameters, specifications of each experiment and the
research questions proposed to be answered. Then, with all these details being properly
presented, the analyses and discussion of the achieved results are conducted. Finally,
threats that may affect the validity of the experiments are also discussed.

4.1 Metrics

In order to promote meaningful analyses, three metrics were developed to clarify the
results. It is believed such metrics are generic enough to be used in other research
projects that explore the concepts of interactive optimization in SBSE.

4.1.1 Similarity degree

The Similarity degree (SD) indicates a percentage of how similar a candidate solution
is when compared to the target solution. It is reasonable to consider that this metric
directly represents a subjective satisfaction, given that the closer a candidate solution
is from the target solution, the higher the subjective evaluation. Consider a set of
6 requirements with a target solution represented by P = {1, 0, 0, 0, 1, 1} and a
candidate solution represented by X = {1, 1, 0, 1, 1, 0}, for example. As one can see,
x1, x3 and x5 are equal in both P and X , thus, this candidate solution X would have a
SD(X, P) = 3

6 × 100% = 50%. This result is obtained by the following equation:

SD(X, P) =
(∑N

i |1≤i≤N∧xi=pi 1

N

)
× 100%, (7)

where X is a candidate solution for which one wants to calculate its SD(X, P) in
relation to a target solution P . N is the number of requirements, xi indicates whether
the requirement ri is present in the solution or not, and pi indicates if the requirement
ri belongs to the target solution or not.

4.1.2 Similarity factor

The Similarity factor (SF) indicates the proportional gain in SD when comparing a
solution with human influence and another one without human influence. For exam-
ple, consider two solutions Y and X . The first solution with human intervention
has a SD(Y, P) = 85.33, while The second one, without human influence, has a
SD(X, P) = 54.27. Thus, the gain in SF achieved by Y over X is 57.2%. This value
is given by:

SF(Y, X, P) =
(
SD(Y, P)

SD(X, P)
− 1

)
× 100%, (8)
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where Y is the interactively generated solution, i.e., the search process is influenced
by implicit preferences, X is the solution generated without considering subjective
evaluations and P is the target solution.

4.1.3 Price of preference

The Price of preference (PP) shows how much is lost in explicit preference in order to
incorporate implicit preferences from the DM through SE. Consider two solutions Y
and X , for example. The first one generated with human influence has a score(Y ) =
99.89, and the second one, without human influence, has a score(X) = 115.87.
Therefore, the PP loss of Y over X is 16%. This value is obtained by:

PP(X,Y ) =
(
1 − score(Y )

score(X)

)
× 100%, (9)

where Y is the solution considering subjective evaluations and X is the fully automatic
solution, i.e., without any interaction.

4.2 Empirical study settings

This subsection initially presents the instances used in the experiments, including the
number of requirements and interdependencies, number of stakeholders and budget
definition. Then, the main concepts of the machine learning techniques employed in
the tests are presented, as well as their respective parameters. The IGA parameters are
also presented, alongside a brief discussion about the statistical techniques employed
to analyze the obtained results.

4.2.1 Instances configuration

The instances set is composed with both artificial and real-world data. The artificial
data was randomly generated and designed to represent different scenarios of next
release planning. The number of requirements varies between 50, 100, 150 and 200.
The specific importance of each requirement is ranged from a discrete value between
1 and 5. The number of stakeholders was randomly generated within a discrete range
of 1 to 8. The weight of each stakeholder is given by a continuous random value
between 0 and 1, so that the sum of the weights of stakeholders is equal to 1. The
artificial instances name is in the format I_R, where R is the number of requirements.
For example, if an instance has 50 requirements, it will be named I_50.

The real-world instances employed in this empirical study are the same in Karim
and Ruhe (2014), respectively named as Word Processor and ReleasePlanner. The
first one is based on a word processor software, being composed of 50 requirements
and 4 customers. The second one is based on a decision support system and has
25 requirements and 9 customers. For all instances, including the artificial ones, the
budget was considered to be 60% of the maximum release cost.
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Interdependencies between requirements present a considerable impact in the
search space of the NRP Carlshamre et al. 2001). The interdependency density indi-
cates the percentage of requirements that have dependencies in a particular instance.
For the artificial instances, the interdependencies were randomly created at a den-
sity of 50% following a procedure that is described next. Two requirements are
randomly chosen, and the type of interdependency (REQUIRE(ri , r j ) or AND(ri ,
r j )) they will have between themselves is also chosen at random. This process is
repeated until the 50% interdependency density is reached. For example, given a
release with 100 requirements, 50 requirements will have at least one type of inter-
dependency and each of these requirements will have a maximum of 50 dependents.
The real-world instances have originally 82 and 40% of interdependency density,
respectively.

4.2.2 Machine learning techniques settings

With respect to the details regarding the learning process, the API provided by the
Waikato Environment for Knowledge Analysis (WEKA) was emplyoed (Hall et al.
2009). WEKA is an open source platform that is characterized by a high degree of
portability andmodifiability. Aiming at having amore generic analysis, two techniques
based on different learning strategies were chosen: least median square (LMS) and
multilayer perceptron (MLP).

First of all, when the expected outcome and the attributes of a particular learning
model are numeric, linear regression can be considered a natural technique to be
used. Linear Regression performs standard least-squares multiple linear regression
and can optionally perform attribute selection. Such feature is accomplished either by
greedily using backward elimination or by building a full model from all attributes and
dropping the terms one by one, in a decreasing order of their standardized coefficients,
until a stopping criteria is reached (Witten and Frank 2005). The usual least-squares
regression models are seriously affected by outliers in the data. As an attempt to
minimize this issue, the leastmedian square (LMS) is a robust linear regressionmethod
that minimizes the median (rather than the mean) of the squares of divergences from
the regression line (Rousseeuw 1984). It repeatedly applies standard linear regression
to subsamples of the data and outputs the solution that has the smallest median-squared
error.

As defined in Witten and Frank (2005), the main idea is to express the class as a
linear combination of the attributes, with predetermined weights:

x = w0 + w1a1 + w2a2 + · · · + wkak, (10)

where x is the class; a1, a2, . . . , ak are the attribute values; and w0, w1, . . . , wk are
the weights. These weights are calculated from the training data. The first training
sample will have a class, say x (1), and attribute values a(1)

1 , a(1)
2 , . . . , a(1)

k where the
superscript denotes that it is the first sample. Moreover, it is notationally convenient
to assume an extra attribute a0, with a value that is always 1.
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The predicted value for the first example’s class can be written as:

w0a
(1)
0 + w1a

(1)
1 + w2a

(1)
2 + · · · + wka

(1)
k =

k∑

j=0

w j a
(1)
j , (11)

The difference between the predicted and actual values for a certain sample is of
particular interest for the LMS technique. The method of linear regression chooses the
coefficients w j to minimize the median of the sum of the squares of these differences
over all the training samples. Suppose there are n training samples; denote the ith one
with a superscript (i). Then, the sum of the squares of the differences is:

n∑

i=1

⎛

⎝x (i) −
∑

j=0

w j a
(i)
1

⎞

⎠
2

, (12)

where the expression inside the parentheses is the difference between the ith samples’s
actual class and its predicted class. The median of the sum of squares is what has to
be minimized through a properly selection of coefficients.

The multilayer perceptron (MLP) is a neural network that is trained using the
backpropagation algorithm and, consequently, is capable of expressing a rich variety
of nonlinear decision surfaces. Itsmain characteristics are: (a) themodel of each neuron
or network processing element has a nonlinear activation function; (b) it presents, at
least, one intermediate layer that is not part of the input or output; and (c) it has a high
degree of connectivity between its network processing elements, defined thorough the
synaptic weights (Haykin 2001).

The backpropagation algorithm is able to learn the weights for a given multilayer
network with a fixed set of units and interconnections. It is a version of the generic
gradient descent, which attempts to minimize the squared error between the network
output values and the target values for these outputs (Witten and Frank 2005). To use
gradient descent to find the weights of a multilayer perceptron, the derivative of the
squared error must be determined with respect to each weight in the network. Accord-
ing to Mitchell (1997), the gradient specifies the direction of the steepest increase of
the error E , and the weight update rule is be given by:

wi ← wi + Δwi , (13)

where

Δwi = η
∑

d∈D
(td − Od)xid , (14)

being n as a positive constant called the learning rate, which determines the step size in
the gradient descent search. D is the dataset of training samples, td is the target output
for training samples d, and od is the output of the linear unit for training samples d.
Thus, xid denotes the single input component xi for a training samples d.
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Table 1 Machine learning techniques settings

Learning technique Parameter settings

Least median square Sample size (-S): 4

Used seed to generate samples (-G): 0

Multilayer perceptron learning rate (-L): 0.3

Momentum rate (-M): 0.2

Number of epochs (-N): 500

Multilayer perceptron percentage size of validation set (-V): 0

The used value to seed the random number generator (-S): 0

The consecutive number of errors allowed for validation,
testing beforethe network terminates (-E): 20

The hidden layers to be created for the network
(-H): (attributes+classes) / 2

Thework inMitchell (1997) summarizes the gradient descent algorithm for training
linear units as follows: pick an initial random weight vector, apply the linear unit to
all training examples, then compute Awi for each weight according to Eq. 14. Update
each weight wi by adding Awi , then repeat this process.

Finally, Table 1 presents the machine learning techniques parametrization used in
the empirical tests. More details regarding each parameter are available in Witten and
Frank (2005).

4.2.3 Interactive genetic algorithm settings

All IGA’s settings were empirically obtained by preliminary experiments. They are:
number of individuals that is double of the number of requirements; 100 generations;
90% crossover rate; 1/N mutation rate, where N is the number of requirements; 20%
of elitism rate.

To account for the inherent variation in stochastic optimization algorithms, for
each weight configuration, number of interactions, instance and machine learning
technique, the IGA was executed 30 times, collecting both quality metrics (SD, SF
and PP) and respective averages from the obtained results. In the end, more than
55,000 executions of the IGA were performed.

Aiming at analyzing the results in a sound manner, guidelines suggested by Arcuri
and Briand (2011) and the statistical computing tool R (R-Project 2016) were consid-
ered. Statistical difference is measured with the Mann–Whitney U test considering a
95% confidence level, while the Vargha and Delaney’s Â12 test is used to measure
the effect sizes. The Â12 statistics measures the probability that a run with a particular
algorithm 1 yields better values than a algorithm 2. This work assumes LMS1 and
MLP2; therefore, Â12 = 0.26 in score, for example, indicates that, in 26% of the time
the LMS1 reaches higher values than MLP2. If there is no difference between two
algorithms performances, then Â12 = 0.5. All instances and results of the empirical
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study, including the ones that had to be omitted due to space constraints, are available
online.1

4.3 Experimental design

The empirical study realized in this work was divided in two different experiments:
Artificial and Participant-based. Basically, the first one is conducted with a simulator
representing the DM, while the second one employs software engineering practition-
ers.

4.3.1 Artificial experiment

In order to represent the DM’s role during the IGA interaction, a simulator was devel-
oped. The main purpose of this simulator is not to faithfully simulate a human being,
but rather demonstrate the influence of a certain evaluation profile in the search process
when faced with different scenarios of next release planning.

Similar to the used idea in Shackelford and Corne (2004) and Tonella et al. (2013),
the human tacit assessment is simulated by creating a “target solution” which repre-
sents a solution that the DMwould consider “ideal” or “gold standard”. Such solution
has the same structure of an individual and, consequently, comprises of a subset of
the selected requirements to be implemented, respecting the budget and the interde-
pendency constraints. The requirements present in the target solution are randomly
chosen. In this experiment all instances were tested, where each one has the same
specific target solution for the all 30 algorithm executions.

Throughout the interactions in the search process, the simulator provides a SE
considering the target solution that is established for the respective instance. The
evaluation given to a particular solution is proportional to how ideal it is, attending the
implicit preference encompassed by the target solution. If the included requirements
in a candidate individual are totally different from the target solution, the evaluation
is minimal. On the other hand, when the individual is equal to the target solution,
the evaluation is maximum. The evaluations are proportionally given for the other
possibilities. Thus, the following equation is used by the simulator to determine a SE
for a candidate solution:

simulatedSE(X, P) =
(∑N

j |1≤ j≤N∧x j=p j
1

N

)
× SEmax , (15)

where, X is a candidate solution, P is the target solution, and N is the total number
of requirements in the solution. Decision variable x j indicates if the requirement r j
is included in the candidate solution, while p j indicates whether the requirement r j
belongs to the target solution P . Finally, SEmax is the highest value SE can assume.
For this empirical study, the minimum simulatedSE(X, P) is 0 and the maximum is
100.

1 http://goes.uece.br/allyssonaraujo/architecture4inrp.
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4.3.2 Participant-based experiment

This experiment aims at verifying the behavior and feasibility of the architecture when
it is used by software engineering practitioners. A group of 5 participants was invited
to act as decision makers in the experiments. The members of the group have between
2 and 10 years of experience in the software engineering industry, adding up to a total
of 30, and an average of 6 years of experience. Regarding the software development
experience, on a scale of “low”, “moderate”? and “high”, four participants rated at
“moderate” and one at “high”. In terms of experience in requirements selection, four
participants rated at “moderate” and one at “low”. All participants have graduated in
computer science or related areas, and have received or are finishing post-graduate
degree.

Before the experiment, each participant was separately briefed about (i) the task
they were supposed to perform, which was selecting requirements to be implemented
in the next release, (ii) the architecture and interactive approach they would be using
and (iii) the Word Processor instance they would be working with. More specifically,
at first moment, the details of the next release problem were explained, including
its motivation and major aspects such as multiple stakeholders, score and budget
constraint. After this step, the proposed approach was presented through the expla-
nation of all components depicted in Fig. 1. In the final stage, initially a period of
tool familiarization with a simple NRP instance was given and, finally, the Word
Processor instance was presented. This real-world instance was chosen because it
presents more details than ReleasePlanner, thus, being considered to be more intu-
itive. This explanation lasted between 35 and 40 minutes. Based on these details, a
simple requirements specification document was produced and handled for all par-
ticipants. This document consists of all requirement descriptions, the importance
values given by the stakeholders and implementation efforts. Also, the total avail-
able budget and the relevance of each stakeholder to the company was presented. Due
to the space constraint, just a sample piece of this document is reproduced in the
Table 2.

Table 2 A sample piece of the requirements specification document shown to the participants

Budget 850.20 Weight 9 3 5 7
# Description Cost Md. Fazlul Jim Rick Samantha Total

Alam
Chowdhury

Li Bertuzzi Holmes

1 Create a new file 66.00 8 9 9 9 35

2 Open an existing file 76.00 8 9 9 9 35

3 Close current file 11.00 8 9 9 1 27

4 Save a file 63.00 8 9 9 9 35

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

50 Search a text
in the document…

7.00 1 7 9 6 23
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Fig. 4 Graphical user interface

Next, it was explained to each participant that he/she would need to perform the
role of a requirements engineer in a hypothetical company in which the software to
be developed is a Word Processor. Then, each participant would use the presented
tool to select a set of requirements to be implemented in the next release, where
the subjective evaluations could be based on the information detailed in the require-
ments specification document. As an attempt to assess the behavior of the approach
when facing different evaluation profiles, participants had complete freedom to adopt
any judgement criteria when giving subjective evaluations to each candidate solu-
tion.

Many of the issues faced when implementing an IEC technique can be resolved or
avoided by careful design and evaluation of the existing experience and environment
of the potential users. Good visualization is a key to the success of the IEC; therefore,
significant effort should be put into the user interface design (Shackelford 2007). Thus,
a graphical user interface (GUI) was developed to provide a better and user-friendly
environment for the participants to interact with the implemented approach. As seen
in Fig. 4, the requirements included in a solution to be evaluated are presented in
the left-hand side, while the not selected requirements are displayed in the right-hand
side. The participant gives the SE to the solution by adjusting the slide on the bottom
of the screen. As it was previously explained, a set of solutions will be iteratively
presented to the participant until the number of interactions is reached. In the end, the
final solution is presented to the participant.

As stated earlier, before the search process, it is necessary to define the weights α

and β in the fitness function, regarding the influence of the score function and the SE
value during the search process, respectively. It is also necessary to indicate howmany
interactions the DM will perform during the optimization process. Specifically, this
empirical study used α = 1 and β = 1 as weight configuration in the fitness function,
and a total of 50 interactions for each participant was established.
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Fig. 5 Participant-based experiment procedure

In order to better exploit the experiments performed with the participants, a simple
procedure was designed to evaluate the approach’s performance when used with a
different number of interactions, even though each participant interacted with the sys-
tem only 50 times. Such a procedure is depicted in Fig. 5, and consists in training the
learning model at different interactive cycles during the optimization process, conse-
quently, replacing the DM at different moments. Consider IGAp

i , where p represents
the number of the participant and i the number of interactions using the interactive
genetic algorithm. Similarly, S p

i represents the solution generated by a participant p
with i interactions. This way, the results with different number of interactions can be
properly compared.

At first, a solution without any human influence is generated, called S p
0 . As can be

seen, there are no interactions at this point; therefore, a standard Genetic Algorithm
is used. This solution will be used to conduct comparisons between interactive and
non-interactive methods, and also to provide the scoremax to be used in the score
normalization (Eq. 6). After this solution is captured, the first interactive cycle com-
posed by the first 10 interactions is initiated. As previously presented, each interaction
represents a candidate solution that receives a SE from the DM. Consequently, these
10 solutions and their respective subjective evaluations are included in the training
dataset. Then, the remainder of the evolutionary process will be realized considering
a learning model constructed with these 10 samples until a final solution S p

10 is found.
After these first 10 interactions are reached, the same population continues to be used
for a second interactive cycle of 10 interactions. At this point, the training dataset will
be composed by the samples collected in the first one 10 interactions complemented
by the 10 more samples captured in the second cycle. Naturally, the Learning Model
will be constructed in this moment considering 20 samples to find a final solution Sp

20.
This process is repeated until the 50 interactions are reached, in other words, the five
cycles of 10 interactions is completed. In the end, 6 different solutions are found for
each participant p, considering the different number of interactions i .
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4.3.3 Research questions

Three research questions were designed to assess and analyze the behavior of the
proposed approach. They are presented as follows:

– RQ1 (Sanity check): Does the proposed architecture incorporate the subjective
evaluations in the final solution?
In order to answer this question, there is analyzed if the final solutions are
influenced by the interactions throughout the evolutionary process. The metric
employed was the Similarity Degree, where percentually represents how similar
a candidate solution is when compared to the target solution. Given the fact that
is a exhaustive test which uses a huge number of interactions and weight configu-
rations, just the Artificial Experiment was considered and, consequently, just the
simulator.

– RQ2 (Interactivity trade-off):What is the trade-off between theDM’s satisfaction
and the impact on score values?
As explained in Sect. 3, the DM preferences towards the selected requirements
may be not influenced by the score value. Thus, it is natural to have some trade-
off regarding the loss in the overall stakeholder’s satisfaction to achieve a better
solution from the DM subjective point of view. The metrics used to evaluate this
aspect were the PP and SF. The first one indicates how much is lost in explicit
information in order to incorporate implicit preferences, while the second metric
shows the gain, in percentage terms, in SD by comparing a solution with DM influ-
ence and another one without DM influence. Such as previous research question,
only the Artificial Experiment was considered.

– RQ3 (Comparison): Does the proposed architecture improve the DM’s satisfac-
tion when compared to the non-interactive approach?
To answer this question, a participant-based experiment was conducted aiming
to verify the feasibility of the architecture when it is used by professionals with
different evaluation profiles. The metrics fitness (F), SE, SF and PP were used
in the experiment. The SD it was not considered because there is not a previous
target solution to represents the subjectively ideal solution to each participant, as
well as simulated in the artificial experiment.

4.4 Results and analysis

The results for the empirical study are presented in this section using the analysis of
the previous three presented research questions.

– RQ1 (Sanity check): Does the proposed architecture incorporate the subjective
evaluations in the final solution?

The analysis conducted in this question aims at investigating the influence of the
number of interactions in the evolutionary process and, consequently, the Similarity
Degree (SD) achieved by the final solution. The higher SD value, more similar the
candidate solution is to the target solution. Table 3 presents the average SD value for
the 30 runs of the IGA with different number of interactions, considering all instances
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Fig. 6 Relation between similarity degree and number of interactions. a Machine learning technique: LMS.
b machine learning technique: MLP

Table 4 Number of interactions for each instance and machine learning technique

I_50 I_100 I_150 I_200 Word Processor ReleasePlanner

LMS 60 100 200 300 50 40

MLP 200 200 200 200 200 200

and the two machine learning techniques. The sets of 30 values for each particular
number of interactions are statistically compared in order to assess whether a different
number of interactions yield a statistically different SD value.

When looking at the LMS results, it is possible to notice that, for every instance,
there is no significant gain in SD after a certain number of interactions which, varies
according to the instance size. For example, considering I_50, this stability is achieved
after 50 interactions, while 200 interactions are needed for I_200. Such behavior can
be visualized in Fig. 6(a), which shows the considerable SD increase in the first 200
interactions and, after a while, the mentioned stabilization.

Regarding the MLP results, the significant gains in SD can be verified and only
occur using a smaller number of interactions. Thenon-significant differences for bigger
numbers of interactions make it difficult to precisely identify the moment in which SD
stabilizes. As presented in Fig. 6(b), such stabilization occurs at about 200 interactions
for most of the instances. Furthermore in this analysis, LMS outperformsMLP in 80%
of the results. However, the MLP outperforms the LMS in 92% when the number of
interactions is <30.

The previouslymentioned stabilization is closely associatedwith themachine learn-
ing technique and the size of the instance. Therefore, it is natural that the bigger the
instance, the more difficult it will be to learn the implicit preferences. These stabiliza-
tion values will be used in the next two research questions. For instance, for I_50 using
LMS, the conducted analyses will be performed with a fixed number of 60 interactions
because this is the number in which occurs the stabilization of the SD for this instance
and machine learning technique. The number of interactions defined to all instances
and machine learning techniques which will be further used are presented in Table 4.
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In conclusion, it was observed the SD value has an intrinsic relationwith the number
of interactions. This can be explained because as the number of interactions increase,
more samples (individuals and SE values) are included in the training dataset. Conse-
quently, with a learning model properly adjusted, it is natural that the final solutions
will be more similar to the target solution, i.e., more suitable in subjective aspects. In
turn, these conclusions suggest the proposed approach passes the sanity check when
it demonstrates that the implicit preferences given by the simulator are incorporated
in the solutions.

– RQ2 (Interactivity trade-off):What is the trade-off between theDM’s satisfaction
and the impact on score values?

As previously discussed, it is natural to have some trade-off related to the loss in
score to achieve a better solution in terms of the DM’s subjective satisfaction. Thus,
to provide an analysis of this trade-off, two complementary results will be detailed:
the gain in Similarity factor (SF) and the loss in Price of preference (PP). Through
the first metric it is possible to measure the proportional gain in SD, while the second
helps to shed light in the expected impact in score.

First, the SF results will be analyzed while the β weight is increased in the fitness
function. A higher SF value indicates a higher gain in SD. The experiments were
performed in such a way that the α weight of the score function was fixed as 1, and
the β weight of the SE function was varied from 0 to 1 with uniform intervals of 0.1. In
other words, different scenarios are considered, ranging from no influence of the DM
(α = 1 and β = 0) to configurations in which the subjective evaluation is equivalent
to the score function (α = 1 and β = 1). Table 5 presents the average of SF values
for 30 runs, considering different β weights and using both LMS and MLP.

For example, analyzing the real-word instanceWord Processor in the configuration
of β = 0.5, a SF value of 23.35 and 27.32% was obtained for LMS and MLP,
respectively. When the β weight was doubled to 1, the SF values had a considerable
increase of 72.12 and 54.89%, respectively. Generally, when comparing solutions
without DM influence (α = 1 and β = 0) and solutions influenced by him/her (α = 1
and β = 1), the average gain of SF for all instances using LMS is 53.78%, while using
MLP is 34.06%. The results for all instances are similar, which clearly demonstrates
that SF values significantly grows as β increases.

Figure 7 shows the SF values obtained with LMS andMLP considering the propor-
tional increase in β. These results reinforces the capability of the proposed approach
at incorporating the subjective evaluations and, consequently, satisfy the DM’s pref-
erences. In addition, it shows that the influence of the DM’s preferences in the search
process can be adjusted by the weights configuration in the fitness function according
to specific needs of different software projects.

As previously discussed, the incorporation of the DM subjective knowledge in the
final solution usually accrues a loss in the score function. Therefore, an analysis of
the Price of Preference (PP) is suitable. A higher PP value indicates a bigger loss
in score. Similarly to the SF analysis, the experiments were performed in which the
α weight of the score function was fixed in 1, and the β weight of the SE function
varied from 0 to 1 with 0.1 intervals. Table 6 presents average PP values for 30 runs,
considering different configurations of β weight and using LMS and MLP.
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Table 5 Average of SF values for 30 runs and different settings of β using LMS1 and MLP2

β I_50 I_100 I_150

p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12

0.1 � 5.27% � 10.54% 0.34 � 8.80% � 10.30% 0.45 � 5.62% � 5.57% 0.50

0.2 � 4.21% � 6.39% 0.40 � 17.60% � 22.60% 0.32 � 17.39% � 6.97% 0.85

0.3 � 12.24% � 10.19% 0.58 � 25.49% � 21.05% 0.63 � 19.69% � 10.55% 0.79

0.4 � 21.65% � 15.26% 0.65 � 31.47% � 30.24% 0.54 � 27.80% � 9.64% 0.94

0.5 � 22.25% � 21.38% 0.54 � 37.84% � 30.38% 0.64 � 32.47% � 13.21% 0.91

0.6 � 24.70% � 19.09% 0.63 � 40.25% � 32.00% 0.69 � 33.92% � 14.55% 0.91

0.7 � 32.51% � 23.75% 0.67 � 47.98% � 37.94% 0.67 � 37.37% � 18.89% 0.92

0.8 � 30.98% � 21.32% 0.71 � 52.81% � 34.73% 0.84 � 41.42% � 17.38% 0.95

0.9 � 28.01% � 26.07% 0.57 � 49.73% � 33.08% 0.81 � 42.28% � 22.17% 0.88

1.0 � 36.86% � 28.00% 0.69 � 56.68% � 41.58% 0.79 � 46.46% � 20.57% 0.97

β I_200 Word Processor ReleasePlanner

p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12

0.1 � 8.41% � 4.66% 0.66 � 1.51% � 0.72% 0.55 � 16.65% � 12.47% 0.46

0.2 � 17.09% � 9.26% 0.73 � 2.90% � 5.77% 0.43 � 28.54% � 25.17% 0.48

0.3 � 23.38% � 8.93% 0.87 � 8.99% � 11.90% 0.39 � 32.06% � 31.26% 0.43

0.4 � 31.54% � 14.23% 0.90 � 12.23% � 18.15% 0.36 � 33.11% � 34.81% 0.29

0.5 � 37.64% � 13.84% 0.98 � 23.35% � 27.32% 0.36 � 34.87% � 33.78% 0.41

0.6 � 42.56% � 12.27% 0.99 � 35.31% � 39.22% 0.46 � 36.97% � 36.08% 0.34

0.7 � 46.19% � 12.93% 0.96 � 45.49% � 42.77% 0.54 � 39.23% � 36.96% 0.45

0.8 � 51.41% � 21.35% 0.97 � 49.02% � 47.35% 0.51 � 45.33% � 35.53% 0.60

0.9 � 52.42% � 19.52% 0.97 � 65.48% � 53.05% 0.76 � 38.32% � 40.38% 0.40

1.0 � 56.79% � 21.63% 0.98 � 72.12% � 54.89% 0.89 � 51.70% � 37.66% 0.65

The p column indicates statistical difference between SF values considering a 95% confidence level, where
the symbol � means the average is higher but not significantly different, � (lower but not significantly
different),� (significantly higher) and� (significantly lower). The Â12 column presents effect sizemeasure
for the two machine learning techniques with the same β configuration. Values in bold represent statistical
differences

Analyzing the instance I_150 in the configuration of β = 0.5, the PP loss was
2.67 and 1.01% for LMS and MLP, respectively. Doubling this weight to β = 1,
the results are 6.00 and 2.26% for the LMS and MLP, respectively. In summary, the
average PP loss for all instances using LMS was 10.62%, while employing MLP was
6.22%. These values are obtained when comparing solutions generated without any
DM influence (α = 1 and β = 0) with solutions generated using the same weight for
functions score and SE (α = 1 and β = 1).

Thus, it is important to highlight that the loss inPP usingMLP being smaller than in
the LMS one, and is a direct consequence of the reached SF in the previous analysis.
In other words, as LMS reaches a higher SF and can incorporate most of the DM
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Fig. 7 Relation between the increase of the β weight and similarity factor. a machine learning technique:
LMS. b machine learning technique: MLP

preferences, the PP loss is naturally proportional. Similarly to the SF values, the PP
values also significantly grow in relation with the β increase in the most of instances.

Figure 8 presents an overview of the PP behavior with LMS and MLP when the
β weight of SE in the fitness function is incremented. As can be seen, the solutions
found for almost all instances present a similar increasing tendency of PP values for
both machine learning techniques. Thus, the higher is the influence of the implicit
preferences in the search process, the smaller will be the score function. Such as in
the SF analysis, in the scenario where the loss in score needs to be avoided, another
weight configuration that is more suitable for the specific software project can be
employed. However, even in the case in which the weights are balanced (α = 1 and
β = 1), the PP loss is, in average, merely 10.62 and 6.22% for the LMS and MLP,
respectively. This PP loss can be considered small, since there is a substantial gain in
SF of 72.12 and 54.89% for both machine learning techniques.

From the previous analyses, two important findings were obtained: (i) the capability
of the proposal at incorporating the subjective evaluations and, consequently, including
the implicit preferences; and (ii) howmuch is lost in terms of score due to the inclusion
of subjective evaluations.

In order to provide a better visualization of the trade-off between the metrics SD
and PP, the Fig. 9 presents their relation considering all instances and both machine
learning techniques. The right-hand side of the figures shows how much is reached of
SD, while the left-hand side reflects how much is lost in score for all instances. For
example, looking at instance I_100 and using the LMS, one needs to lose only 7.0%
of score in order to reach a SD of 82.3%. Using MLP the score loss was 5.0% in
order to reach a 73.8% of SD.

In synthesis, when using LMS, the average loss of score for all instances is 10.62%
and the average gain in SD is 83.99%. By adopting MLP, the average values were
6.22 and 74.26% for the lost of score and gain in SD, respectively. Therefore, it
can be concluded that the proposed architecture is capable to incorporate the DM’s
preferences in the iNRP, with a considerably small loss in score.

– RQ3 (Comparison): Does the proposed architecture improve the DM’s satisfac-
tion when compared to the non-interactive approach?
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Table 6 Average of PP for 30 runs and different configuration of the β weight using LMS1 and MLP2
with α = 1

β I_50 I_100 I_150

p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12

0.1 � −0.72% � 0.91% 0.34 � −0.24% � 0.33% 0.45 � −0.30% � 0.11% 0.46

0.2 � −0.02% � 0.43% 0.41 � 0.85% � −0.31% 0.59 � −1.00% � −0.12% 0.43

0.3 � 0.87% � 0.83% 0.54 � 1.79% � 1.76% 0.53 � 0.96% � 0.24% 0.57

0.4 � 3.43% � 1.30% 0.72 � 1.29% � 1.58% 0.5 � 0.25% � 1.24% 0.40

0.5 � 4.24% � 2.51% 0.63 � 3.71% � 1.48% 0.8 � 2.67% � 1.01% 0.64

0.6 � 4.87% � 3.27% 0.73 � 4.91% � 2.94% 0.72 � 3.13% � 0.47% 0.74

0.7 � 6.34% � 4.39% 0.68 � 5.77% � 3.85% 0.75 � 3.68% � 0.35% 0.84

0.8 � 7.54% � 4.83% 0.72 � 7.69% � 3.06% 0.90 � 4.69% � 1.73% 0.76

0.9 � 8.01% � 6.24% 0.66 � 7.76% � 3.48% 0.86 � 5.64% � 1.07% 0.86

1.0 � 8.86% � 6.46% 0.72 � 8.71% � 5.03% 0.82 � 6.00% � 2.62% 0.88

β I_200 Word Processor ReleasePlanner

p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12 p LMS1 p MLP2 Â12

0.1 � 0.25% � 0.20% 0.53 � 0.69% � −0.08% 0.63 � 0.07% � −0.44% 0.57

0.2 � 0.14% � 0.45% 0.46 � 0.17% � 0.23% 0.50 � 0.82% � 0.95% 0.52

0.3 � 1.05% � 1.15% 0.49 � 0.90% � 0.74% 0.44 � 1.20% � 1.83% 0.38

0.4 � 2.08% � 0.88% 0.64 � 1.90% � 2.67% 0.38 � 1.59% � 1.46% 0.48

0.5 � 4.36% � 1.11% 0.84 � 4.80% � 4.99% 0.44 � 2.89% � 2.00% 0.55

0.6 � 5.15% � 1.74% 0.89 � 8.65% � 9.04% 0.52 � 2.99% � 2.75% 0.49

0.7 � 5.65% � 2.10% 0.85 � 12.22% � 10.11% 0.67 � 3.58% � 2.67% 0.48

0.8 � 6.87% � 3.17% 0.90 � 13.08% � 12.69% 0.45 � 6.67% � 2.61% 0.60

0.9 � 7.59% � 2.85% 0.93 � 20.15% � 15.54% 0.76 � 4.98% � 3.61% 0.48

1.0 � 8.12% � 3.87% 0.90 � 24.63% � 15.95% 0.97 � 7.43% � 3.42% 0.66

The p column indicates statistical difference between PP values considering a 95% confidence level, where
the symbol � means the average is higher but not significantly different, � (lower but not significantly
different),� (significantly higher) and� (significantly lower). The Â12 column presents effect sizemeasure
for the two machine learning techniques with the same β configuration. Values in bold represent statistical
differences

As explained in Sect. 4.3.2, a group of software engineering practitioners was
invited to use the proposed approach in a Participant-based Experiment. The obtained
results for all participants are reported in Table 7.

As can be seen, there are no SF and PP values for the SP
0 configuration. This is

natural because it is a non-interactive solution. Nevertheless, its values in Fitness and
SE were calculated. The first one was measured by normalizing the value of the score
function to 100 and adding the SE value.

In terms of solution quality, analyzing specifically the Participant 4, the SP
50 with

MLP was the best one among all interactive solutions (including other participants).
Comparing its fitness value with the result of SP

0 , it is verified an improvement of
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36.9% and a score loss of 4.4% (PP line). On the other hand, 94.17 was the fitness
value of the worst solution, which is the SP

20 with LMS. The quality of this solution is
32.7% worse than SP

0 . A discussion about the performance of LMS and MLP on the
Participant-based Experiment will be presented later in Sect. 4.5.

Considering the fitness (F line) average results, the values of MLP from SP
20 to SP

50,
and, the values of LMS for SP

40 and SP
50 were higher than the fitness average obtained
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Fig. 10 Results of SE for each participant with several number of interactions. a machine learning tech-
nique: LMS. b machine learning technique: MLP

by SP
0 . Thus, in spite of the loss in score denoted by PP, an overall improvement in

solution quality by the inclusion of DM interactions was observed.
Looking at SE andPP average of the results of SP

50 withMLP technique, it is noticed
the values of both metrics were similar to the results obtained on Artificial Experiment
(Tables 3 and 6 ) considering the same instance (Word Processor) with 50 interactions.
It is important to remember that a simulator was used in Artificial Experiment, then
SDmetric in these tables is compared with SE value. This observation points out to the
consistence of proposed approach when used by software engineering practitioners in
comparison with the main conclusions achieved in the previous experiment.

In order to summarize the participants behavior throughout the experiment, Fig. 10a
presents the SE given by the participant to the final solutions, as well as the number
of required interactions.

Analyzing the Fig. 10a, which presents the LMS results, it is noticed that for all
participants, there were at least two solutions that are better or at least as good as Sp

0
(solution generated without interactions). Looking at the results of Participant 2, all
interactive solutions are better than S p

0 , with an exception of S p
10 that had the same

value of S p
0 .

Similarly, Fig. 10b presents the obtained values using the MLP technique. It is
possible to realize that, for each participant, at least four interactive solutions present
higher SE than the S p

0 solution, with exception of Participant 4, for whom three solu-
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Fig. 11 Relation between similarity factor andprice of preference considering the average of all participants
for each number of interactions. a machine learning technique: LMS. b machine learning technique: MLP

tions were equal to S p
0 . In the specific case of Participant 5, all solutions influenced

by him/her were superior than the non-interactive one.
Some interesting results to be highlighted are the ones obtained by the Participant

4. He/she provided a maximum subjective evaluation for S p
0 , thus, it was impossible

for any other solutions to be better in terms of SE. This should not be a problem in a
real usage of the proposed approach, because it is expected that if the non interactive
solution already satisfies all the DM’s desires, he/she would simply accept it.

Besides SE results, the trade-off between satisfaction of the DM’s preferences and
the score loss is relevant in this experiment. Thus, Fig. 11a and b show the SF and PP
averages of the solutions obtained by all participants with each number of interactions.

Specifically analyzing the results obtained with 50 interactions, LMS reached
around 20 and 0% of PP and SF, respectively, while MLP achieved almost 30% of SF
and <15% of PP. More generally, in average, the SF values using LMS were higher
than the PP ones in two of the five different number of interactions. Furthermore, SF
values from MLP were bigger than PP values in four cases.

4.5 Discussion

Based on the data collected and analyzed in the empirical study, some interesting find-
ings can be discussed. The first one is the relationship between the achieved results and
the machine learning technique employed. In the Artificial Experiment (Sect. 4.3.1), a
simulator was used to evaluate the IGA candidate solutions. The criteria adopted by the
simulator to evaluate the solutions is always the same, in other words, the subjective
evaluations are directly related to the number of requirements present in the candidate
solution that are also present in the target solution. If the requirements included in
a candidate individual are totally different from the target solution, the evaluation is
minimal. Similarly, when the individual is equal to the target solution, the evaluation is
maximum. As can be seen, the subjective evaluations provided by the simulator follow
a linear proportion. On the other hand, the participant-based experiment (Sect. 4.3.2)
employs real human evaluations which are defined as multi-criteria and of nonlinear
character (Piegat and Sałabun 2012).
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Hence, since the LMS is a robust regression linear model (Rousseeuw 1984), it is
expected that it will reach good results when considering the simulator in the artificial
experiment. Linear regression is a simple method that has been widely used in statisti-
cal applications. However, according toWitten and Frank (2005), there are two serious
disadvantages to median-based regression techniques: (i) it can only represent linear
boundaries between classes, which makes them too simple for many practical appli-
cations and (ii) they incur high computational cost, which also makes them infeasible
for practical problems.

In contrast, the MLP technique, powered by the backpropagation training rule, is
able to perform nonlinear regression; therefore, overcoming the LMS weaknesses. If
the training examples are not linearly separable, the training rule converges toward a
best-fit approximation to the target concept (Witten and Frank 2005; Mitchell 1997).
As stated in Palit and Popovic (2006), the practical use of neural networks has been
recognized mainly because of distinguished features such as (i) general nonlinear
mapping between a subset of the past time series values and the future time series
values and (ii) capability of learning and generalization from examples using a data-
driven self-adaptive approach. These aspects theoretically underlie the conclusions of
the empirical study suggesting why the LMS achieved better results in the Artificial
Experiment,while theMLPoutperforms theLMS in theParticipant-basedExperiment.

Another aspect that can be highlighted are the insights obtained into how people
go about using the system. Firtly, all five participants were invited to sign a term
of consent and to respond a questionnaire. On a scale of “insufficient”, “indifferent”
and “sufficient”, all the participants considered the briefing (described in Sect. 4.3.2)
before the experiment as “sufficient”. When asked to rate how effective they found the
experience of interactively selecting the requirements for the next release, all profes-
sionals considered as “effective”. The scale used to this answer was “very ineffective”,
“ineffective”, “indifferent”, “effective” and “very effective”. Complementing and rein-
forcing this achievement, it was asked if they would use the proposed approach in their
workplaces. Following a scale of 1 (“no way) to 5 (“certainly”), one participant rated
at 3, three participants at 4 and one at 5. These results may suggest two conclusions: (i)
the proposed approach was considered distinguished by software engineering practi-
tioners and (ii) it encourages the application of the presented approach in a real-world
scenario of requirements planning.

The participants were also asked to rate how much tiring was to evaluate the can-
didate solutions during the IGA evolution. On a scale of 0 to 9, one participant rated
at 4, two at 5 and two at 7, which generates an average of 5.6. As stated in Wang et al.
(2006), “it is pretty hard to measure the fatigue reduction in the case of IEC, since
IEC deals with subjective evaluation values that depend on the application task and
the subject’s perceived value of the task”. There are some pieces of work that propose
approaches to reduce the human effort without compromising the results and consis-
tencies, such as Kamalian et al. (2006), Hsu and Huang (2005) andWang et al. (2006).
Even though these papers claim to reduce the effort undertaken, but the analysis of
“how much” fatigue was mitigated is very context-depending. A straightforward way
to assess some kind of improvement in human fatigue through the usage of the learning
model would be the clock time taken to complete the task. However, this would not
be the most appropriate way to analyze the human fatigue. It is reasonable to believe
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that a certain participant may spend more time than another and still report less fatigue
or, in other case, evaluate less solutions than other participant and indicates a higher
fatigue. Also, it is possible that the participant could undertake the experiment with
some previous tiredness (physical or psychological) which can have a direct influence
in his/her fatigue report. Definitely, this is an important aspect to be properly discussed
and refined.

Regarding the “free text” comments participants were allowed to give about the
experience, it can be highlighted the need to integrate detailed requirements specifica-
tions in the user graphic interface. Others suggestions to the interface were proposed,
such as increase the slide button and a more intuitive use of colors.

Finally, the answers of each research question discussed in the empirical study can
be formalized as:

– RQ1: the solutions provided by the approach are properly influenced by the inter-
actions throughout the evolutionary process, given the higher values obtained
in Similarity Degree. This influence produces solutions that incorporate the sub-
jective evaluations and, consequently, are more suitable to the Decision Maker
preferences.

– RQ2: the loss in score in the solutions is considerably small, especially when
taking into account the high gain in Similarity Factor. This conclusion suggests
that the approach is able to generate solutions as good as those produced without
any human influence, but satisfying most of the Decision Maker preferences. In
addition, this trade-off can be conveniently calibrated according to the software
projects specific needs through a detailed weights configuration.

– RQ3: even considering participants with different and unknown evaluation pro-
files, the proposed architecture was able to improve their subjective satisfaction.
This fact can be justified through the higher SE values obtained in the Participant-
based Experiment. Furthermore, the found results shown architecture consistence
regarding to the conclusions achieved in the Artificial Experiment.

4.6 Threats to validity

A list of threats to the validity of empirical studies in Search Based Software Engi-
neering is presented in de Oliveira Barros and Neto (2011). Such threats are classified
as: (i) conclusion validity threats, (ii) internal validity threats, (iii) construct validity
threats and (iv) external validity threats. The above the threats that may effect the
validity of the experiments performed in this paper will be discussed, including what
was eventually designed to mitigate the effects of each one.

Regarding the conclusion validity threats, due to the stochastic nature of the IGA,
each execution can achieve different results. Therefore, in order to ensure a fair com-
parison for each weight configuration, number of interactions, instances and machine
learning technique, 30 runs were performed. According to Arcuri and Briand (2014),
this is an acceptable number of executions for empirical studies in SBSE, even though a
greater number of runswould have provided greater accuracy. Aiming at precisely pro-
viding conclusions regarding the achieved results, statistical analyses were performed
using the Mann–Whitney U test to measure the difference between the samples with
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a 95% confidence level and, complementing this one, the Vargha and Delaney’s Â12
to highlight the effect size. Despite being extensively explored problem in the litera-
ture, there is no other approach using an IGA to solve the NRP. Given the lack of a
recognized benchmark example, this work is focused in comparing the results reached
by the proposed architecture with the ones generated without human influence, which
can be considered a small scale investigation. Another important challenge to be dis-
cussed concerns to how evaluate and estimate the reduction of fatigue. This work
asked the participants an numerical value which can express his/her tiredness during
the experiment. Another more refined metric may provide more useful insights.

Concerning the internal validity threats, the parametrization procedure adopted to
the empirical study is properly presented in the Sects. 4.2.2 and 4.2.3 , which present
all the configurations regarding both the machine learning technique and IGA. With
an aim to have a more generic analysis, the LMS and MLP were chosen due to the
different learning strategies of each one. Thesemain differenceswere discussed in their
respective topics. Although the results were obtained from a preliminary empirical
study, the tuning parametrization process was not conducted as suggested in Arcuri
and Fraser (2011), which may indicate better configurations and, consequently, to
produce superior results for some specific instance. Throughout the paper, there are
no details regarding the code instrumentation, however, to mitigate this threat and
facilitate the experiments replication, the source code and all evaluated instances can
be found in the supporting web page.2 Regarding the data collection procedure, all
details of the design and generation of artificial instances, as well as the real-world
instances particularities, are described in the Sect. 4.2.1. Furthermore, Participant-
based Experiment are highly dependent of the developed scenario and, consequently,
the users engagement. In order to mitigate this problem, before the experiment, each
participant was separately briefed about the main details related to the experiment.
Nevertheless, providing to the participants a more elaborate scenario thats is as similar
as possible to their workplaces is a considerable challenge.

In relation to the construct validity threats, this paper does not perform a study on
computational cost of execution or performance of the used algorithm. Aiming to be
more meaningful and appropriate to the empirical study, it was necessary to develop
a suite of metrics for the interactive perspective. All these metrics were precisely
defined and can be reused in other works involving interactive optimization in SBSE.
However, a specific metric for the learning perspective would be useful to consider.
The proposed iNRP formulation is a generalization based on the mathematical model
proposed in Baker et al. (2006), which can be considered a simplification of a real next
release planning situation. Another issue to be discussed is the choice of the target
solution that determines the performance of the SD and SFmetrics being compared.As
explained in Sect. 4.3.1, the requirements present in the target solution are randomly
chosen, but of course there is no warranty that this is indeed the optimal selection.
Regarding the type of the SE, a numerical value range was used, but other ways of
evaluation may be show as more intuitive (e.g., “bad” to “excellent” or “one star” to
“five star” rating).

2 http://goes.uece.br/allyssonaraujo/architecture4inrp.
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Finally, concerning external validity threats, artificial instances with 25, 50, 100,
150 and 200 requirements and real-word instances with 25 and 50 requirements
were used in the empirical study. Experiments with bigger instances would have
provided more generalizable results. Moreover, the number of professionals in the
Participant-based Experiment could be bigger to provide a more reliable evaluation
of the approach. To cope with this threat, participants with reasonable software engi-
neering practice were invited to discuss the system usage.

5 Related work

In this section, the work related to this research is discussed. Firstly, the work directly
related to the Next Release Problem, followed by the work that applies interactive
optimization in Search Based Software Engineering. Finally, some strategies designed
to handle human fatigue are also presented.

5.1 Next release problem

Thefirst single objective formulation of theNRPwas presented inBagnall et al. (2001).
This approach considers the existence of more than one customer with different levels
of relevance to the company, which is indicated by his/her respective weight. Each
customer then indicateswhich requirements he/shewants to be implemented in the next
release. The customer is considered satisfied if all his/her requirements are selected for
the next release. Also, each requirement presents a development cost. Thus, the goal is
to select a set of requirements that maximizes the sum of satisfied customers’ weights,
while the implementation cost of the release is subject to the available release budget.
Regarding the empirical evaluation, it uses exact methods, neighborhood heuristics
and a metaheuristic called Simulated Annealing. It was noticed that the exact method
has found better solutions for smaller instances in viable times, but in bigger instances
the metaheuristic had better performance.

Differently from Bagnall et al. (2001), the work Baker et al. (2006) argues that each
requirement should have its importance given by the customers. The global importance
of a requirement is calculated by a weighted sum of the specific importance given by
the customers. Thus, it aims at selecting a set of requirements that maximizes the
global importance of the release. Such work is considered relevant due to the usage
of real-world data from a great telecommunication company. In order to validate
the approach, Greedy Algorithms and Simulated Annealing were applied, with the
results being compared to the ones produced by an expert. It was concluded that both
algorithms had a better performance than the professional.

Naturally, the NRP was tackled by various approaches. In Jiang et al. (2010), the
usage of a hybrid algorithm composed by Ant System and Hill Climbing is proposed.
The work in del Sagrado et al. (2010) is related to the use of the Ant Colony Optimiza-
tion to the NRP, and the achieved results are better in solution quality and convergence
terms than the results found by Genetic Algorithms and Simulated Annealing. Such
work was complemented in do Nascimento Ferreira and de Souza (2012), when it was
elaborated a comparative study between Ant Colony Optimization, Genetic Algo-
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rithm and Simulated Annealing considering requirements interdependencies. This
work concludes that the Ant Colony Optimization reaches better results than other
metaheuristics.

In van den Akker et al. (2005), techniques of integer linear programming were
applied considering some practical aspects of the NRP, such as the list of requirements,
interactions between requirements and their respective costs, and the resources that
the development team requires. The work on Xuan et al. (2012) focuses on solving
big instances of the NRP through an algorithm named “Backbone Algorithm”. The
achieved results are compared with a Simulated Annealing variant known as LMSA.

Generally speaking, the approaches presented above can be considered decision-
making tools, where the DM inserts data, then the tool automates the process and
returns a set of requirements to be implemented in the next release. Due to this autom-
atization, such approaches do not consider implicit preferences during the search
process, and consequently don’t making use of various benefits that human knowl-
edge could offer to improve the results.

5.2 Interactive optimization in search-based software engineering

The work in Pitangueira et al. (2015) presents a systematic review and mapping study
of SBSE approaches to requirements selection and prioritization. The authors point
out that, in terms of innovation for the area, adding user judgement in the model may
lead to better results, and would also take the empirical studies closer to the software
engineering reality. This point of view is also reinforced in Zhang et al. (2008) and
Harman et al. (2012).

In the requirements engineering field there are four pieces of work that can be
highlighted. First of all, the first version of this work presented in Araújo et al.
(2014) primarily assess whether an IGA for the NRP can properly incorporate the
DM knowledge in the final solutions. In addition, it has also drafted a first version
of the architecture that considers a learning model as an option of replacing the DM
when necessary.

A conceptual proposal is presented in Pitangueira (2015), which focuses on improv-
ing the selection of software requirements for a next release. It proposes the usage of
a search-based approach interactively with multiple stakeholders in the optimization
process through the establishment of a judgment consensus aboutwhat is a good Pareto
Front.

In Dantas et al. (2015), an interactive approach to the software release planning
is proposed in which the search is guided according to a Preferences Base that is
interactively supplied by the DM during the search process. In this approach, the
fitness of a certain candidate solution is penalized according to the importance level of
each preference that was not satisfied. Preliminary results indicates that the solutions
are able to satisfy almost all user preferences, prioritizing the most important ones,
with little score loss.

Finally, Tonella et al. (2010) investigates an IGA approach for a real case study
in the requirements prioritization process. The main idea of this paper is to minimize
the amount of “requirements peers” evaluations obtained from the users, making this
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approach more scalable and accurate concerning the final requirements prioritization.
The results are positive denoting that the performanceof the requirements prioritization
process is better when employing the interactive approach. Later, this approach was
extended in Tonella et al. (2013), pointing out comparisons with the IAHP, the state
of the art reference algorithm for interactive requirement prioritization.

Regarding software maintenance, an approach to find appropriate refactoring sug-
gestions using a set of examples is proposed in Ghannem et al. (2013). The fitness
function combines the structural similarity between a candidate design model and
refactoring examples, alongside developer’s ratings for the refactorings proposed dur-
ing execution of the IGA. The fitness function of the solution is computed as an average
of its old fitness function and the overall designer’s rating. Initially, the base of exam-
ples and an initial model to be improved are used as inputs. Results showed that this
approach is stable regarding its accuracy, integrity, type and amount of refactorings
per class.

Under the context of software design optimization, an inclusion of the developer
in tasks of software re-modularization is proposed in Bavota et al. (2012). In such
work, quality and dependencies between modules are automatically evaluated. The
user, in turn, evaluates if two components must be in the same module or not. Given
this feedback, a penalty function is applied to penalize solutions that violate the con-
straints imposed by the developers. Despite the effectiveness regarding cohesion, the
approach does not consider the developer’s knowledge when deciding about grouping
the components.

Still considering the software design field, there is a large amount of work apply-
ing interactive optimization concepts (Parmee et al. 2006; Simons and Parmee 2010;
Simons et al. 2010; Simons 2011; Simons and Parmee 2012; Simons et al. 2014;
Simons and Smith 2013). It is possible to highlight the work in Simons et al. (2014)
because it summarizes many ideas and concepts presented in the previous ones. The
research is focused on interactive ant colony optimization in which the search process
is guided by an adaptative model that bring together objective and subjective factors.
Regarding the interaction, the user is invited to give a numeric evaluation (from 1
to 100) for a feasible candidate solution. The solution’s representation is modelled
as a UML diagram in which each class is divided into three compartments and con-
nected with other classes through arrows. Concerning the results, the participants of
the experiments rated the proposal as persuasive in the sense that it may be considered
as an interesting direction in the interactive search for problems related to software
design.

With respect to software testing, it is possible to cite the project exploited in Mar-
culescu et al. (2012, 2013, 2015, ?). Generally, it is proposed a system for testing
embedded software by applying a technique that largely automates the generation of
test data while still enabling domain specialists to contribute with their knowledge and
experience. The fitness function is calculated from a set of quality objective scores
for a candidate solution, and a set of weights for those objectives is provided by the
user which are combined into a single fitness. Thus, to guide the search, the domain
specialist decides the relative importance of the quality objectives. In the experiments,
the Differential Evolution was employed as search engine. An industrial evaluation
was conducted, and results showed that the tool complements existing testing meth-
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ods, given that the user interaction is essential in developing interesting and useful test
cases.

As presented in Sect. 3.2, this work considers to be of great value three major ques-
tions when defining an Interactive Modeling for a search problem. Thus, Table 8
presents these three aspects under the perspective of the related work discussed
above.

5.3 Treating human fatigue

In Kamalian et al. (2006) the use of artificial intelligence techniques is proposed to
predict human evaluations based on previous interactions, analogously to the learning
model proposed in this work. It is proposed the use of fuzzy inference systems and
machine learning techniques to reduce human fatigue. The empirical evaluation was
conducted under the context ofmicroelectromechanical systems, also known asmicro-
machines design problem.The fuzzy-system-based predictorwas based on four system
rules manually derived from the observation of previous human user tests, reaching a
reduction in human effort of 51% in average. Regarding the machine learning, it was
investigated the results of four different approaches, and it was achieved, in average,
a reduction in human effort of 31%. These approaches achieved good accuracy on
validation tests, but because of the great diversity in user scoring behavior, they were
unable to achieve equivalent results on the user test data.

In Hsu and Huang (2005), it is argued that one of the main causes of human fatigue
is the fact that there are occasions where the result preferred by the user does not
exist in the search space. If it is not possible to ensure that the solution idealized by
the user exists in the search space, the search process becomes more difficult and,
consequently, the fatigue increases. Given this context, an effective method to create
a search space that meets the customer values (or objectives) is proposed. It integrates
the search space into a customer values-based IEC model to reduce user burden when
designing their preferred products. A case study involving the design of water bottles
was analyzed in order to verify the model’s performance. Overall, the results confirm
that a correct search space contributes to reduce the user fatigue.

Another alternative to ameliorate human fatigue that can be mentioned is the work
in Wang et al. (2006). Fundamentally, it is proposed the creation of an absolute scale
to improve the prediction of human evaluations in IEC, accelerating the algorithm
convergence, and reducing the amount of human intervention. Thus, a concrete pre-
dictor method of mapping relative data to the absolute scale is proposed. Regarding
the experiments, three methods were compared: an IGA with the proposed predictor
using an absolute scale, an IGA with a conventional predictor using a relative scale,
and an IGA without a predictor. First, the effectiveness of this method was evaluated
using seven benchmark functions instead of a human user, which was aimed at veri-
fying the convergence speed of an IEC using the proposed absolute rating. Next, the
method was assessed through a subjective test using an IEC based individual emotion
retrieval system in order to prove that the proposed predictor is effective in reducing the
user fatigue. The proposed predictor using absolute evaluation had better prediction
performance than conventional predictors, resulting in faster convergence.

123



666 Autom Softw Eng (2017) 24:623–671

Ta
bl

e
8

In
te
ra
ct
iv
e
m
od

el
in
g
to

th
e
re
la
te
d
w
or
k

Pa
pe
r

Pr
ob

le
m

A
tw

hi
ch

m
om

en
ta
re

th
e

pr
ef
er
en
ce
s
fr
om

th
e

D
M

ca
pt
ur
ed
?

W
ha
tt
yp

e
an
d
w
hi
ch

pr
ef
er
en
ce
s
ar
e

pr
ov
id
ed

to
th
e
se
ar
ch

pr
oc
es
s?

H
ow

th
e
pr
ef
er
en
ce
s
ar
e

in
co
rp
or
at
ed

an
d

in
flu

en
ce

th
e
se
ar
ch

pr
oc
es
s?

A
ra
új
o
et
al
.(
20

14
)

N
ex
tr
el
ea
se

pr
ob
le
m

In
te
ra
ct
iv
e

Im
pl
ic
it.

E
va
lu
at
io
n
ab
ou
t

th
e
so
lu
tio

n
re
qu
ir
em

en
ts
se
le
ct
io
n

A
no

th
er

ob
je
ct
iv
e
to

be
m
ax
im

iz
ed

D
an
ta
s
et
al
.(
20

15
)

R
el
ea
se

pl
an
ni
ng

A
pr
io
ri
an
d
In
te
ra
ct
iv
e

E
xp
lic
it.

Sp
ec
ifi
c

re
qu
ir
em

en
ts
al
lo
ca
tio

n
in re
le
as
es

A
no

th
er

ob
je
ct
iv
e
to

be
m
ax
im

iz
ed

To
ne
lla

et
al
.(
20

13
)

R
eq
ui
re
m
en
ts
pr
io
ri
tiz
at
io
n

In
te
ra
ct
iv
e

E
xp
lic
it.

Pa
ir
w
is
e

co
m
pa
ri
so
n
be
tw
ee
n

re
qu

ir
em

en
ts

M
in
im

iz
e
th
e
nu

m
be
r

of
pa
ir
w
is
e
co
m
pa
ri
so
ns

B
av
ot
a
et
al
.(
20

12
)

So
ft
w
ar
e
re
-m

od
ul
ar
iz
at
io
n

In
te
ra
ct
iv
e

E
xp
lic
it.

A
dd

pe
na
lti
es

fo
r
ar
tif
ac
ts
th
at
ar
e
no

t
w
he
re

th
ey

sh
ou

ld
be

So
ft
co
ns
tr
ai
nt

in
th
e

fit
ne
ss

fu
nc
tio

n

G
ha
nn
em

et
al
.(
20

13
)

R
ef
ac
to
ri
ng

In
te
ra
ct
iv
e

Im
pl
ic
it.

R
at
in
g
th
e

pr
op

os
ed

re
fa
ct
or
in
gs

U
se
r
ra
tin

g
co
m
bi
ne
d

w
ith

st
ru
ct
ur
al

m
ea
su
re
m
en
ts

Si
m
on
s
et
al
.(
20

14
)

So
ft
w
ar
e
de
si
gn

In
te
ra
ct
iv
e

Im
pl
ic
it
R
at
in
g
ca
nd
id
at
e

de
si
gn
s
ba
se
d
on

U
M
L

cl
as
se
s

In
flu

en
ce

in
th
e
he
ur
is
tic

in
fo
rm

at
io
n
of

a
iA
C
O

M
ar
cu
le
sc
u
et
al
.(
20

15
)

Te
st
da
ta
ge
ne
ra
tio

n
In
te
ra
ct
iv
e

E
xp
lic
it.

U
se
r
de
ci
de
s
th
e

re
la
tiv

e
im

po
rt
an
ce

of
th
e
qu
al
ity

ob
je
ct
iv
es

W
ei
gh

tin
g
th
e
di
ff
er
en
t

ob
je
ct
iv
es

to
be

op
tim

iz
ed

123



Autom Softw Eng (2017) 24:623–671 667

6 Conclusions

Selecting requirements for the next release is a complex task in the incremental and
iterative software development model, given the high number of combinations, techni-
cal constraints, multiple objectives and different stakeholders. An interesting approach
to deal with this problem is the interactive optimization, which is a research field that
uses the human tacit knowledge in computational search. The use of such optimiza-
tion strategy is primarily recommended when the human influence can effectively
contribute to the search process enabling the support decision system to absorb the
user’s implicit knowledge without the requirement to formalise this information a
priori.

An initial proposal of the presented architecture has already been introduced in
Araújo et al. (2014), in which preliminary results shown that an IGA can successfully
incorporate the user preferences in the final solution. The present work significantly
extends the previous work, improving both the architecture and empirical study.
Through the combination of the benefits achieved by the Interactive Optimization,
Machine Learning and SBSE, the main objective of this paper is to thoroughly present
and evaluate the architecture to solve an interactive version of the NRP that allows an
inclusion of human knowledge during the IGA evolution. Aiming to not overload the
Decision Maker with a large number of interactions, a learning model was proposed
to learn the human behavior and, eventually, replace the DM in the remainder of the
evolutionary process. Thus, the architecture is composed by three different compo-
nents with distinct responsibilities: (a) interactive genetic algorithm, (b) Interactive
Module and (c) learning model. These components communicate among themselves
and each one was properly modelled under the Interactive Next Release Problem
(iNRP) perspective. Regardless of how many stakeholders are involved in the project,
the approach focuses in interacting with only one crucial DM that needs to be fully
immersed in the high-level project particularities and responsible to make the last call.

This paper considers both explicit (intrinsic characteristics of the problem) and
implicit preferences (tacit and difficult to previously articulate) in the evaluation func-
tion. The first one is captured through the score function that guides the search in
order to achieve solutions that maximize the overall stakeholders satisfaction, in other
words, selecting the requirements they want to be implemented in the next release.
On the other hand, the implicit preference is gathered when the DM provides SE to
each solution during the algorithm evolution. However, it is reasonable to have some
trade-off between these objectives, because the importance assigned by a specific
stakeholder to a certain requirement may not agree with the DM’s broad view of the
project. According to the specific scenario and project needs, it is possible to balance
this trade-off defining the influence of each objective in the search process through
the weights α and β specified in the architectural settings.

Two experiments were performed for the empirical study conducted in this work:
the Artificial Experiment was verified with several and exhaustive scenarios, and the
Participant-based Experiment investigated the feasibility of the architecture when it is
used by software engineering practitioners. Through the analysis and results achieved
in the empirical study, three main findings can be highlighted:
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– The proposed architecture passes the sanity check when it demonstrates that as
the number of interactions increase, more suitable to the DM preferences the final
solution is;

– To incorporate the DM preferences, it is natural to have some score loss given the
trade-off previously established. However, this score loss is considerably small,
making the approach able to generate solutions as good as those produced in a
fully automatic method, but satisfying most of the DM preferences;

– Even considering software engineering practitioners with different evaluation
profiles, the proposed approach can improve their subjective satisfaction in com-
parison with a non-interactive solution;

Therefore, some interesting benefits of interactively including the DM in the next
release planning during the evolutionary process can be underlined: (i) the DM could
receive some feedback from the search through the presentation of the most promising
solutions throughout the algorithm evolution; (ii) the capability to incorporate the
changes from the DM’s criteria during the search process; (iii) the DM may get some
insights about the problem, and even dynamically adapt the decision criteria; and (iv)
mitigate the feeling of intellectual exclusion by the user in the analysis, which may
cause resistance and lack of confidence in the final result.

As future work directions, it is expected to provide other analyses regarding the
learning model performance; develop a strategy to measure the increase or decrease
of fatigue; interact with multiple decision makers where their subjective evaluations
are considered as different objectives to be optimized in a many-objective paradigm;
assess different ways for the DM to evaluate the solutions and suit the architecture
for a interactive multi-objective next release problem (iMONRP) formulation aiming
to maximize both score and SE, while minimizing the cost; and finally, conduct a
extensive empirical study considering other traditional problems exploited in SBSE.
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