Autonomous Robots (2019) 43:665-680
https://doi.org/10.1007/s10514-018-9735-4

@ CrossMark

An integer linear programming model for fair multitarget tracking
in cooperative multirobot systems

Jacopo Banfi' ) - Jérome Guzzi(® - Francesco Amigoni'® - Eduardo Feo Flushing? - Alessandro Giusti2
Luca Gambardella? - Gianni A. Di Caro?

Received: 15 February 2017 / Accepted: 2 April 2018 / Published online: 18 April 2018
© Springer Science+Business Media, LLC, part of Springer Nature 2018

Abstract

Cooperative Multi-Robot Observation of Multiple Moving Targets (CMOMMT) denotes a class of problems in which a set
of autonomous mobile robots equipped with limited-range sensors keep under observation a (possibly larger) set of mobile
targets. In the existing literature, it is common to let the robots cooperatively plan their motion in order to maximize the average
targets’ detection rate, defined as the percentage of mission steps in which a target is observed by at least one robot. We present
a novel optimization model for CMOMMT scenarios which features fairness of observation among different targets as an
additional objective. The proposed integer linear formulation exploits available knowledge about the expected motion patterns
of the targets, represented as a probabilistic occupancy maps estimated in a Bayesian framework. An empirical analysis of
the model is performed in simulation, considering multiple scenarios to study the effects of the amount of robots and of
the prediction accuracy for the mobility of the targets. Both centralized and distributed implementations are presented and
compared to each other evaluating the impact of multi-hop communications and limited information sharing. The proposed
solutions are also compared to two algorithms selected from the literature. The model is finally validated on a real team of
ground robots in a limited set of scenarios.

Keywords Multirobot systems - Cooperative target tracking - Fair resource allocation
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less in number compared to the moving targets, they need
to implement some form of implicit or explicit coordination
in order to effectively perform the observation task. The use
of robot teams for multi-target observation has been formal-
ized first by Parker and Emmons (1997), who defined the
NP-hard class of problems termed Cooperative Multi-Robot
Observation of Multiple Moving Targets (CMOMMT).

In the CMOMMT scenarios studied in the literature, tar-
gets are commonly assumed as being evasive or moving
according to random patterns. The average number of tar-
gets covered by at least one robot during the time span of
the mission has been the reference performance metric used
to direct the behavior of the robots. Since no distinction is
made among the targets being observed, the optimization of
this metric can easily result in lack of fairness of monitoring
among the different targets, with some targets being observed
much more than others.! However, in most of the applications
of practical interest, ensuring a balanced coverage among all
targets is an important requirement. For instance, in a bat-
tle field, all ground troops would equally need to receive
aerial support and defense by a team of flying drones. When
communication between ground and aerial agents is not per-
mitted, the flying drones have to coordinate to ensure an
overall fair monitoring. Similarly, during a search and res-
cue mission, all the deployed human/animal rescuers would
need to be equally covered by a (smaller) team of autonomous
robots (e.g., flying or ground ones) employed to both monitor
rescuers’ safety status and act as communication relays for
them.

In these examples, the provisioning of a fair monitoring
among the whole set of targets is an important objective
to set over the mission’s time span. In order to effectively
achieve such an objective, the motion of the targets needs to
be predictable, to some extent. This is to allow the robots to
make decisions aimed to intercept a target along its trajec-
tory even when the target does not currently fall under the
observation range of any robot. The possibility of obtaining
relatively long-term predictions about targets’ future posi-
tions is realistic in many scenarios, even if the predictions
would be necessarily affected by errors. For instance, in the
two examples above, some planning authority needs to be in
place to assign the paths to follow and/or the areas to cover
for the troops or the rescuers. Even in the case of tracking
intruders, who cannot be explicitly controlled, a good guess
of where they will move next to could be derived, especially
in structured environments. In general, estimates about future
target positions can be exploited to obtain an effective and
uniform/fair coverage of the targets by the robots. When a

I While in the literature the term “tracking” is mostly used in this con-
text, here we will usually employ the term “monitoring” since it refers
to a more general action of intermittently keeping a target under obser-
vation.
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Fig. 1 The scenario considered in this paper. Targets and robots move
in a bounded environment S, discretized into a set C of cells; ¢; (a) and
¢t (w) denote, respectively, the cell in which robot a and target w lie at
step ¢, while R(c;(a)) denotes the cells currently observed by a. The
objective is to compute robots’ paths to ensure a comparable amount of
observations among the targets, by leveraging a (generally uncertain)
knowledge of their future movements

completely random motion is assumed, this objective could
be difficult or impossible to achieve.

The original contribution of this paper precisely consists
in addressing the fairness issue in CMOMMT scenarios
(see Fig. 1), providing a mathematical optimization model
that extends the original CMOMMT formulation explicitly
including the notion of fairness for monitoring the different
targets (Sect. 3). For dealing with this new problem, which we
refer to as Cooperative Multi-Robot Fair Multi-Target Track-
ing (CMFMT), the model exploits some knowledge about
targets’ motion patterns and accounts for sensing errors in
target detection. It employs a Bayesian framework to keep
continually up-to-date spatial maps associating to each por-
tion of the environment the probability of being occupied by
a moving target in future times (Sect. 6). While the model
explicitly exploits the ability to make predictions about tar-
gets’ motion, it could be equally employed when the motion
is a random walk. The mathematical model is in the form
of a multi-objective integer linear program (ILP) (Sect. 4),
which is reduced to a single-objective problem whose solu-
tion is used to iteratively plan robots’ paths according to a
receding horizon approach. The proposed ILP model extends
the formulation of the NP-hard Team Orienteering Problem
(TOP) (Vansteenwegen et al. 2011).

Both a centralized and a distributed architecture are pro-
posed (Sect. 5). In the first case, all robots send out their
status and information about sensed targets to a common
data aggregation point, where the path planning problem
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is solved for the team as a whole. In the distributed case,
the robots exchange data over their multi-hop network, and
locally use the available information to autonomously solve
their own path planning problems, which are computation-
ally much lighter than in the centralized case. Behavior
and performance of both the architectures are studied in
simulation under a variety of different conditions and con-
straints (Sect. 7.1). Simulations also show that the proposed
approach can outperform other methods, selected from the
literature, that explicitly account for fairness in target moni-
toring. Finally, the approach is validated in a realistic setting
using a multirobot system, that confirms the good results
obtained in simulation (Sect. 7.2).

An early version of this work has appeared in Banfi et al.
(2015). This paper significantly extends those preliminary
results with a revised ILP model (now allowing to specify
an arbitrary replanning time), a more in-depth discussion of
the CMFMT performance metrics and of their correlation
with the ILP model, new simulation results and analyses,
comparisons with other methods, scenarios with obstacles,
and experiments with real robots.

2 Related work

The proposed solution to the CMFMT problem extends exist-
ing approaches for CMOMMT, which all derive from the
mentioned work by Parker and Emmons (1997). This work
can be considered as the forefather of a whole family of
highly distributed, highly reactive solutions, where it is pos-
sible to rely at most on very short-term predictions of targets’
paths, since they are assumed to move evasively or randomly.
Parker (2002) extends her initial work with a new approach
called A-CMOMMT, which is based on the use of weighted
local force vectors. In Kolling and Carpin (2006), the authors
propose a behavioral solution with an algorithm, called B-
CMOMMT, that is further improved by Kolling and Carpin
(2007). More recently, Elmogy et al. (2012) replace the use
of local force vectors with the introduction of a tracking algo-
rithm based on unsupervised extended Kohonen maps. In all
these works, the robots keep under observation as many tar-
gets as possible, according to their sensing range and to avoid
situations where two or more robots remain focused on fol-
lowing the same target. Instead, the approach by Ding et al.
(2006) considers uniformity of coverage among the perfor-
mance metrics, stated in terms of the information entropy
of targets’ observations: the algorithm, called P-CMOMMT,
heuristically takes into account how much time can be spent
in monitoring the same target before a robot may decide to
leave it to go in search of another one, but does not exploit
possibly available knowledge of targets’ motion patterns, and
no belief is maintained about the positions of the last observed
targets, which makes it very difficult to perform an effective

tracking. We explicitly compare our principled approach for
fairness based on ILP against the more heuristic one repre-
sented by P-CMOMMT in Sect. 7. In the same section, we
also compare our approach to A-CMOMMT.

From a more general perspective, target tracking prob-
lems are not limited to CMOMMT scenarios and approaches.
For instance, in (Jung and Sukhatme 2006) robots exploit
localization algorithms to build probability density func-
tions representing the spatial positions of targets and of
their teammates, and move towards regions displaying the
lowest ratio between targets and robots. In Luke et al.
(2005), the assumption of the limited field of view is relaxed
(assuming all the targets’ positions known), and a “tun-
able” class of tracking algorithms is presented to test the
effect of various degrees of decentralization. In Capitan et al.
(2013), a scalable multi-agent distributed POMDP (Partially
Observable Markov Decision Process) decision framework
is introduced and tested in a single-target tracking problem
scenario.

Finally, target monitoring problems can also be seen as a
special class of task assignment problems, where the goal is
to allocate a target to each robot in order to maximize some
monitoring performance measure. In this context, Bertuc-
celli and How (2011) present a multi-objective optimization
framework which allows to find the best robot-target allo-
cation according to an uncertain score associated to each
target, while, at the same time, reducing the score uncer-
tainty by exploring the environment. While such formulation
seems appealing for missions where the score associated
to each target is not precisely known but fixed (e.g., the
objectives of an aerial strike), it fails to capture the fact
that in a uniform target tracking problem each target may
have a different score across the time span of the mission,
according to how much coverage has already been provided
to it.

In order to provide the targets with a balanced coverage,
our work requires from the robots the ability of obtaining and
maintaining a belief about the targets’ positions in environ-
ment, and the capacity to propagate this knowledge among all
their teammates involved in the monitoring mission. This, in
fact, can be considered an autonomous area of study, whose
most recent advances are due to works in the field of prob-
abilistic target search (Bertuccelli and How 2006, 2005; Hu
et al. 2013). In general, a common approach is to resort
to Bayesian filtering (Thrun et al. 2005) to maintain up-
to-date a probability map obtained by the discretization of
the environment in cells, while accounting for false-positive
and false-negative detection probabilities. We choose to keep
the problem of the belief update separate from the CMFMT
problem, which is the main focus of our work: our model
requires the current targets’ probability maps as parameters,
but it can be agnostic about how such maps are actually
obtained.

@ Springer
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3 Problem formulation

3.1 The original CMOMMT problem

In order to introduce the CMFMT problem, we start by
describing a discrete version of the CMOMMT problem
based on its continuous version as introduced by Kolling and
Carpin (2007) which will be useful in the design of our track-
ing algorithms. The following set of elements characterize a
CMOMMT problem (refer to Fig. 1):

A bounded region of interest S (for sake of simplicity,
we focus on the 2D case). S is discretized into a set C of
equally sized square cells.
— A mission time duration 7', partitioned into a sequence
of discrete time steps indexed byt =1,...,T.
A set §2 of targets moving in S, that have to be kept under
observation. The cell where target w € 2 lies at time step
t is denoted by ¢;(w) € C.
A set A of robotic agents, that are deployed in S to observe
the targets. c;(a) € C is the cell where robot a € A lies
at time step ¢. C is known to the robots. During each time
step, a robot moves within a cell or between adjacent
cells, and makes observations. The robots are assumed to
be cooperative, meaning that they act as a team, sharing
information and possibly coordinating with each other for
the achievement of a common utility. This assumes that
some communication mechanism is in place. The maxi-
mal speed of the robots is higher than that of the targets,
to balance the limitation that the targets can outnumber
the robots.
— Each robot is equipped with an omnidirectional sensor
for target observation: the sensor serves to detect the
presence/absence of a target. The output of the sensor
is potentially noisy. When a robot is located at cell c,
its sensor range covers an approximately circular subset
R(c) C C of the cells, centered in c. A target w is mon-
itored at time ¢ if it lies inside the sensing range of at
least one robot. Note that a robot a is aware of monitor-
ing target w at time ¢ if ¢; (w) € R(c;(a)) and the sensor
correctly detects the target.

Ateach time step ¢, the indicator function 6, keeps track
of which targets are monitored:

0 () 1 if w is monitored at ¢, )
w) =
! 0 otherwise.

— For each target w, its detection rate ;1(w) quantifies the

fraction of time elapsed under the observation of at least
one robot during the mission:

1 T
) = 1221@ (o). )

@ Springer

— The objective for the robot team consists in maximizing
the average it of the detection rate for all targets in £2:

1
i=o ) ). 3

121 5%

Note that, contrarily to the original (continuous) prob-
lem formulation which assumes $ to be obstacle-free, in our
discrete version the CMOMMT problem we are not making
assumptions about the presence/absence of obstacles. Indeed,
the presence of obstacles can be modeled in a straightfor-
ward way by setting some cells of the set C as obstacles
and limiting the robots’ movements and perceptions accord-
ingly, as itis shown in Sect. 4. This allows to flexibly describe
real-world scenarios, as well as other scenarios, like pursuit-
evasion (Thunberg and Ogren 2011) ones, that are related to
CMOMMT.

The discrete problem version just introduced still does not
capture the fact that a mission planner may be interested in
providing a fair monitoring over the set of the targets. The
issues related to the addition of the notion of fairness to the
CMOMMT model are discussed in the next two sections,
while the formulation of the new CMFMT problem, that
addresses the fairness limitation of the original CMOMMT
problem, is introduced in Sect. 3.4.

3.2 The need for a predictive model

The CMOMMT model does not assume any knowledge
about the number of targets and/or their motion patterns. The
robot team is somehow deployed blindly. This is a reason-
able assumption for the scenarios in which the CMOMMT
problem has been mostly framed so far, in which the targets
are considered to be moving evasively or randomly (Ding
et al. 2006; Elmogy et al. 2012; Kolling and Carpin 2007,
20006; Parker 2002; Parker and Emmons 1997). In these cases,
when a robot detects a target, it tends to keep following it,
except when the robot executes stochastic exploration moves
or when a new target falls within its sensing range (then the
robot can decide which one to keep following). Otherwise,
the robot has little incentives to leave the currently observed
target to go (blindly) searching for a different, possibly less
monitored target to observe. In fact, the robot neither knows
whether such a target exists nor where it could be located.
However, if we want to enforce a fair monitoring of all targets,
arobot needs some reliable information about how many tar-
gets are in the field, about their monitoring status, and about
where they could be intercepted in the near future. There-
fore, in this work we assume that robots have access to such
information. More precisely, since in general targets’ motion
dynamics can hardly be known with precision, for issuing
predictions we assume a probabilistic knowldge. This is in
the form of Bayesian belief functions describing current and
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future positions of the targets. Beliefs are based on some
a priori knowldge regarding the motion patterns of the tar-
gets and are kept continually updated based on online robot
observations, as described in Sect. 6.

3.3 Measuring fairness

In order to quantify how fair is the monitoring performed by
the robot team, a number of different choices are possible.
In the following we discuss a few of them and provide the
rationale behind the specific choice that we adopt in this
paper.

The so-called max-min criterion has been employed as
a metric to measure fairness in a large number of appli-
cations including, for example, communication networks
design (Piéro and Medhi 2004). In the CMOMMT scenario,
this performance metric would be translated in measuring
the minimum detection rate u(w) among all targets at the
end of the mission: maximizing such value would implicitly
results in favoring a solution that balances the detection rate
of each target. However, the minimum u(w) could be a far
too pessimistic indicator for describing the performance of a
system encompassing a large number of targets.

Another way of measuring fairness comes from the obser-
vation that, if |[A| < |£2], the optimal way of distributing the
monitoring effort over the targets would consist in a uniform
allocation of the total coverage effort. That is, each target
gets monitored for a fraction |A|/|$2| of time steps of the
mission length 7. Therefore, the deviation |u(w) — |A|/|$2]]
could be used to measure the fairness of coverage of target
o, upon which deriving classical statistical indicators (aver-
age, standard deviation, etc.). However, there are some cases
in which the minimization of this performance metric would
fail to capture the idea of fairness. This happens, for instance,
if some targets are moving close to each other, so that they
could fall in the sensing range of a single robot for a number
of consecutive time steps. In this case, the optimal way of
distributing the monitoring effort should be corrected to take
into account such a group of targets. Given the uncertainty
about the targets’ motion, this would be a difficult task.

A perhaps more natural fairness performance metric is the
standard deviation o, of the detection rate u (), since a low
value of o, at the end of the mission would imply that all the
targets have received a comparably equal amount of obser-
vations. However, also the minimization of this performance
metric is not completely free from drawbacks since all the
solutions in which u(w) is the same for each target would
be considered optimal. These include also the case where
w(w) =0, Yo € £2. This example also points out the need
for using a multi-objective approach, to maximize both the
fairness measure and the total amount of monitoring.

Similar considerations would hold if, for instance, the
information entropy of targets’ observations is used instead

of the standard deviation as fairness
metrics.

Since no fairness performance metric seems to be free
from issues, in this work, we choose to use the standard
deviation of the detection rate, for its generality and imme-
diateness of interpretation. At the same time, in order to
avoid the issues just described above, in the problem formula-
tion we embed the concept of optimizing multiple objectives
and the concept of eliminating degenerate optimal solu-
tions, where robots are purposely avoiding targets in order to

decrease the standard deviation of targets’ observation rates.

performance

3.4 The CMFMT problem formalized

The Cooperative Multirobot Fair Multitarget Tracking
(CMFMT) problem can now be formalized according to what
discussed above. We take all the elements listed in Sect. 3.1,
and add the following:

— The number of targets |§2| is known, and their motion in
terms of future positions is known to the robots according
to some given uncertainty model.

— Another objective for the robot team consists in minimiz-
ing the fairness o, of the distribution of the monitoring
effort over the targets, which we define as the standard
deviation of pu(w):

1

o= |rar D (@) — ). )

wes2

A low value of o, indicates that the monitoring per-
formance is quite equally distributed among the robots,
meaning that all targets receive a comparably equal
amount of coverage betweent =l andt = T..

The resulting CMFMT optimization problem is a multi-
objective problem where the robot team should optimize both
i (maximize) and o, (minimize). The goal is thus to maxi-
mize the overall monitoring performed while ensuring at the
same time that all targets receive a similar (high) amount of
monitoring.

4 Optimization model

Tackling a CMFMT problem requires that the plans for the
robot team are continually updated or recomputed to account
for the movements of both robots and targets, as well as for
the uncertainty of the robots observations about the targets.
For the moment, let us assume that a centralized entity is in
charge of periodically computing a global plan using the most
recent observations sent by robots on a perfect (error-free)

@ Springer
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communication channel. This planning entity has access to a
probabilistic model of targets’ motion and, therefore, is able
to predict the targets’ future positions in the environment
within some level of uncertainty. The aim of this section is
to describe how to compute a single team plan: we take a
“snapshot” of a generic mission scenario and show how to
obtain a new plan for the next & time steps by means of our
optimization model. We discuss how the process is iterated
over time to make planning happening in stages, as well as
the issues of practical implementations of centralized and
distributed systems in Sect. 5.

We model the CMFMT problem using an ILP formulation
which extends the one of the Team Orienteering Problem
(TOP) (Vansteenwegen et al. 2011), a well known NP-hard
problem. However, while the TOP features a single prob-
lem objective, we employ the linear combination of two
objectives, which are potentially conflicting with each other.
Moreover, while in classical TOPs the agents are supposed to
visit each cell only once to collect the related reward, in our
case we must consider the possibility for robots to come back
to cells already visited. In fact, a target could walk through
a closed-loop path, or could be in a cell previously occupied
by a different target. An additional difference is that we asso-
ciate a time-varying reward to each cell based on probabilistic
predictions for targets’ mobility.

A team plan is computed on a directed graph G = (N, E)
encoding the feasible movements of the robots in the envi-
ronment S according to the cell partition C: each cell is
associated to a node in N, and, in absence of blocked cells
representing obstacles, each node is connected to each one
of its neighbor cells—4 (Banfi et al. 2017) or 8 (Standley and
Korf 2011) according to the chosen multiagent path planning
model— by a directed arc in E representing a feasible move.
The size of a cell mapped to N is chosen such that the robots
are able to traverse an edge in one time step when moving
at their typical speed. A team plan is built for a temporal
horizon of & steps. A plan for a robot corresponds to a walk
on the graph: a sequence of h contiguous cells (including
self-loops), that are assumed to be handled as waypoint com-
mands by a lower level navigation controller also in charge
of performing reactive collision avoidance.

As introduced in Sect. 3, CMFMT’s goal is to maximize
the average cumulative monitoring performance while evenly
distributing it among the targets. We propose a planner that
considers a finite planning horizon and that uses an objective
function consisting of two terms that are defined as linear
expressions and that are related to the reference metrics &
(Eq. (3)) and o, (Eq. (4)), respectively:

1. A monitoring term M(), that rewards the individual
robots for each target they monitor at each time step.

2. A fairness term F (), that rewards the whole team for
the number of different targets they monitor for enough

@ Springer

time steps: the more different targets monitored for a
sufficiently long time, the higher the reward.

The objective function of the proposed ILP will combine
these two objectives into a single-objective scalar function
of the form oM () + (1 — ) F(), with O < o < 1. Being a
linear combination, at the optimum, the two objective values
will be located on the Pareto frontier for each value of the
parameter o (Branke et al. 2008).

The notion of “sufficiently long time” for F () is quantified
based on the information about the number of targets, |£2|,
and the fact that, in general, targets are supposed to be evenly
spatially distributed: as introduced in Sect. 3.3, robots are
expected to monitor each target for a fraction |A|/|§2]| of the
total time when distributing optimally the effort. We consider
that a target is monitored long enough if the actual fraction of
time steps at which it is monitored is greater than €|A|/|$2],
where € > 0 sets a threshold value. The threshold € needs to
be used to adapt the ideal model to account for the following
three issues:

— Traveling times between targets must be taken into
account: since robots cannot move instantaneously
between two locations, some fraction of the time |A|/|S2|
will be “wasted” while traveling.

— Predictions of targets’ future positions are in general
imperfect: when searching for a currently unseen target,
robots may be driven by their beliefs to a region where
the target is not present.

— The typical planning horizon h is shorter than the total
mission length 7': due to the growth of the complexity of
the optimization model, |A|/|$2| must also be adapted to
match the actual number of time steps in which targets
are expected to be seen.

By rewarding the team for having different targets mon-
itored for sufficiently long time, we are able to avoid the
degenerate optimal solutions described in Sect. 3.3 from the
optimal plans. In order to be able to express the fairness objec-
tive in the ILP, the minimization of o, a quadratic function,
will be converted in the minimization of a related linear func-
tion F().

According to what stated above, let us assume that a cen-
tralized entity is computing a global team plan with horizon
h at a generic mission time step 7.% In order to define robots’
legal moves on G in a more rigorous and non-redundant way,
we will exploit a support graph G = (ﬁ , E) built as fol-
lows. The set N is obtained from the original N by removing
all the vertices that cannot be reached by any robot within
the planning horizon A, while the set E is given by the set

2 In the following, we will often use the index  to refer to a generic
time step in {7, ..., 7 + h}.
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of arcs belonging to the subgraph of G induced by N aug-
mented with all the possible self-loops. Upon the support
graph G, we define the following notation: £%(n) are the
edges entering(—)/leaving(+) node n € N ; N¢(a) is the sub-
set of nodes reachable by robot @ within time ¢ starting from
cell ¢; (a); Ny is the subset of nodes reachable by at least one
robot at time ¢; A;., is the subset of robots that can reach
node n at time ¢.

We can now define the first two sets of ILP decision vari-
ables:

- xt"; ij binary variables defined for nodesi € N;(a) whose
value is 1 if and only if (i) robot a goes from node i to
node j, with (i, j) € E, between time steps t and t 4 1,
or (ii) robot a goes from node i to node j = c;(a) at
t = T + h (these last “virtual arcs” will not be actually
traveled by the robots).

— Y- binary variables defined for nodes n € N, equal to
the number of robots placed at node » at time ¢, defined
for + > t. By defining binary variables, we implicitly
impose that robots do not share the same cells. A non-
zero y;., variable allows the team of robots to collect
some reward if a target is visible from # at time ¢.

In the following, we will use x, y to denote the sets con-
taining all the corresponding variables. Clearly, we have that
x| = O(h|A]|C]) and |y| = O(h|C]).

Two sets of model parameters are used to guide the robots
towards the most promising targets’ locations:

— 711, (): this parameter is equal to the probability of see-
ing target @ from node n at time ¢. For t = 7, its value
can be obtained directly from the current belief, while for
T <t < t+hitcanbe obtained by applying a prediction
model on the current belief.

— ry.: this parameter is directly proportional to the proba-
bility of seeing any target from node n at time 7. It can be
obtained by collapsing all the 7., (@) in a single param-
eter.

In Sect. 6 we discuss how we use a Bayesian frame-
work to maintain an up-to-date belief about the targets’
future positions and to make predictions, and, consequently,
how to obtain the above parameters for any generic time
step t.

To define the last ingredient of our ILP, we introduce two
additional sets: .Qf (a) C £2 and £2),~9 C §2. The first set,
[ (a), is composed of those targets that are the last observed
ones by robot a at time 7 (if sensing is not perfect, it is
sufficient to check that the probability of having the target
within robot a’s sensing range is above a high threshold at
7). The second set, §2,,~¢, contains all the targets for which
a non-zero observation probability can be collected (by any

robot) along the planning horizon 4. We can now define the
set £2; C 2 as:

2¢ = 2p>0\ Uaea 2/ (). %)

Intuitively, §2; represents the set of all the targets that will
be able to contribute to the optimization of the fairness term
in the objective function if observed in the new plan. For each
target w in £2;, we define . (w) as its detection rate up to
time t, and introduce a new binary variable u® taking value
1 if and only if w is expected to be monitored for enough
time steps (at least €| A|/|§2;]) during the plan execution.

Based on all the above definitions, the two components of
the objective function are defined as follows:

1—y 1 T+h
M(z, h,y) = T A Doy T Y i
v t=1+1 nenN;
(6)
1 — pr(w)) u®
Fle, hou) — Y wen, (1= pe(@) o

Y wen, (1 = pur (@)

where each term is normalized to have a value in [0, 1].
M(z, h,y) and F(z, h,u) are, respectively, the monitoring
performance and the fairness performance collected between
t=rtandt =t +h.InEq. (6),y € (0, 1) is a discount fac-
tor that confers greater importance to decisions happening
earlier in the plan because of the increasing uncertainty of
future events. In Eq. (7), since plans are issued over a limited
time horizon & < T, the terms are weighted by 1 — u;(w)
to take into account the history and give more reward to the
monitoring of targets that have been monitored less in the
past. Without it, when the path horizon is short,i.e., h < T,
it would not be possible to obtain an even distribution of the
monitoring performance over {1,2, ..., T}.

The complete ILP model for the CMEMT problem at time
7 and for a time horizon of / steps is the following:

maximizex yuy oM (7, h,y)+ (1 —a)F(t,h,u) (8)
subject to
Z Xnij = Z Xiij
(i,)EE™(n) sit. (i,))eE* ()
i€Ni—1(a)
Yae A, neNi(a), t<t<t+h
)
> = ) M= Vaea
(i, /)€€ (cz (@) (i,j)e€ (cc(a))
(10)

VneN, tT<t<t+h

2. 2

acAy, (i,j)eET(n)

a _
Xeij = Yoin

(11)
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S A=y Tl
Z 14 Z YenTorn (@) = \,Q T y)u Vo € §2; Solve TLP new plan planned path
r=t+1 nenN, t v while making
(12) observations

where @ € [0, 1],y € (0,1),€ € (0,00),h € {1,2,...,T}
are parameters.

For each robot a, constraints (9) ensure path feasibility.
The robots travel along one edge at a time, therefore, for
each time step ¢ there can be only a single variable x;‘; ij
set to 1 among all the possible (a,ij) combinations (the
number of these constraints is bounded by O (k| A]|C|)). Con-
straints (10) enforce that a path starts at the current robot’s
position and forms a closed loop (as typically done in express-
ing the TOP, see Vansteenwegen etal. 2011). Constraints (11)
define the relationship between y;., and x . variables: the
number of robots at a node equals the number of robots that
have been traveling to it from the previous time step (the num-
ber of these constraints is bounded by O (k|C|)). Constraints
(12), along with the maximization of the objective function,
activate the u® variables when the corresponding target w
is receiving an adequate monitoring during the current plan.
The amount of expected monitoring of a target is defined as
the sum of the probabilities of seeing target w. Once it goes
over the assigned threshold {e|A|(1 — yMHIAA = )21},
the corresponding variable u® is allowed to be 1 and increases
the objective in Eq. (7). Note, in the fraction on the right-hand
side of Eq. (12), the use of §2; instead of £2 to accommo-
date the model with a planning horizon &7 < T. Parameter
€ regulates which fraction of the expected maximal moni-
toring time is needed to consider that the target got enough
attention. We account for the uncertainty of future events by
discounting future terms with y.

The objective function in Eq. (8) is a weighted sum of
two terms. The first term pushes the robots towards cells that
have higher probability of hosting targets. The second term
adds a reward for each newly monitored target, pushing the
system to evenly distribute the monitoring effort over them.
From this second term, we exclude the additional reward for
the last monitored targets (recall Eq. (5)) for the following
reason. Consider a situation in which a new plan is computed
atatime 7 at which arobot is in the middle of a travel between
two different targets with no “memory” of the last monitored
target: the optimal solution could push the robot to return to
the same target it was trying to leave, thus obtaining undesired
“cyclic” behaviors.

The trade-off between the two objectives should be tuned
according to the mission goal: provide a continuous monitor-
ing of the currently located targets (« — 1), or prefer a more
exploratory strategy that could allow to monitor more targets,
equally distributing the observations among them (o — 0).

Finally, note that a variation of the above ILP model could
in principle be able to take collision avoidance constraints
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Fig. 2 The operational model of the robot system. Image taken
from Banfi et al. (2015)

into account, but at the expenses of an increase in the model
complexity; see Yu and LaValle (2016), Banfi et al. (2017).

5 CMFMT: system implementation

In the previous section, we have presented an optimization
model for the CMFMT problem. In order to ease the pre-
sentation, we assumed the presence of a centralized entity
capable of coordinating the team actions. However, its oper-
ational model was left unspecified. The aim of this section
is to present a centralized and a distributed architecture of a
fair multitarget tracking system making use of the ILP above,
by first discussing how, in general, plans can be operatively
devised, executed, and iteratively adapted according to the
most recent observations.

5.1 General operational model

Regardless of the particular architecture (i.e., centralized or
distributed), the overall operational model of the robot system
can be described in terms of the four high-level macro-steps
depicted in Fig. 2.

The first notion to introduce regards how the robots can
issue predictions about targets’ positions in order to effec-
tively intercept them. As pointed out in the previous sections,
we assume that the robots have at hand some probabilistic
model of targets’ motions. Therefore, based on actual tar-
gets’ observations obtained through on-board sensors and on
messages exchanged with other robots and/or a centralized
entity, each robot a € A has access to a probabilistic belief
about the expected positions of all the targets.

Given that the overall CMFMT mission starts at time
1 and ends at time T, periodically, at time steps T =
I,1+ A, 14+2A, ..., the probabilistic knowledge from the
belief functions is used by the planner to plan the movements
of the robots for the next 4 > A steps. Planning, therefore,
happens in stages, where, at each stage, the assigned time
horizon for planning corresponds to 4 time steps, implement-
ing in this way a receding horizon control. While executing
a plan, a robot makes observations about the targets. These
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observations are used to update the beliefs about targets’ posi-
tions. In turn, the new beliefs are used to make predictions
about future positions of targets, which are needed for plan-
ning. In general, in presence of errors and uncertainty, new
plans should be computed at each time step (A = 1), to
continuously adapt the plan to the most recent observations
made by the robots. However, in practice, such a high replan-
ning frequency could not be affordable, due to, e.g., timing
constraints (like when in the time discretization of the mis-
sion a time step corresponds only to a fraction of a second),
or power-consumption constraints. As we show in Sect. 7, a
high replanning frequency might not actually be needed when
in presence of moderate uncertainty. Also different solutions,
not investigated in this paper, could be devised if needed to
adapt the current plan to the most recent observations. For
instance, new plans could be computed only every A = h
steps, while suitable ad hoc behaviors would be in charge of
taking over when the computed plan shows too many dis-
crepancies w.r.t. the observed events.

5.2 Centralized planner

The operational mechanisms described in the previous sec-
tion have been implemented first according to a centralized
computational architecture, and then a distributed model has
been derived. In the centralized case, a single planner jointly
computes the paths for all the robots of the team. The robots
share with the planner all their observations. The planner
fuses them together to keep up-to-date an aggregated belief.
For sake of simplicity, communications between planner and
robots are assumed to be lossless and instantaneous. Specif-
ically, the information that robots send to the centralized
planner comprises the observations they take at each time
step ¢ and their current locations at ¢.

The computation to obtain the optimal solution, or even a
solution with a few percent of ILP gap from the optimal solu-
tion, can require a large amount of time in large scenarios.
Therefore, the centralized model mainly serves to provide an
optimal performance baseline to evaluate distributed solu-
tions for more realistic real-time implementations.

5.3 Distributed independent planners

Following a top-down approach, the distributed architecture
is derived directly from the centralized one, by devising a
simple yet effective distribution design of the system. In this
case, each robot maintains its own belief about the targets’
positions, and plans its own path independently. We assume
that neighboring robots are able to reliably communicate
within a given communication range r., but that no global
coordination and communication infrastructure is present.
Robots exchange information about their recent history
of observations and their current path plans. More precisely,

robots receive both the information sent by direct neighbors
(i.e., those within the communication range) and that relayed
through the multi-hop network formed by a chain of neigh-
boring robots. Observations are exchanged in the form of
time-stamped sensor readings (discussed Sect. 6), so that
each robot can keep up-to-date its own belief based not only
on its own observations, but also on those of its teammates,
in a transparent manner.

For what concerns planning, each robot, according to a
fixed priority, computes a plan for itself. The main differ-
ence against the centralized approach is that each robot uses
the information about the current plan of other robots a that
have already computed their new plans to fix the related vari-
ables in the ILP (i.e., their x?jt variables become constants).
Robots within communication range, but that have not yet
computed a new plan, are momentarily assumed to remain
still at their current positions. In this way, the robot takes into
account future movements of robots in the surroundings, but
it does not plan for them. This dramatically reduces the com-
plexity of the ILP to solve, since in each ILP model to solve
we have now that |x| = O(h|C]). Note that this planning
scheme requires that the computation of new plans and their
execution is synchronized at each step.

The distributed model requires less communication infras-
tructure and solves the ILP much faster. We compare compu-
tational costs and performance of the central and distributed
architectures in Sect. 7, and we empirically show that the
advantages of the distributed approach come at the expenses
of only a small decrease in performance. This is related to the
fact that, in general, the impact of long-distance interactions
is expected to be relatively small in the considered scenarios
(as it often happens in cooperative multiagent pathfinding
problems; see, e.g., Silver 2005).

6 Update the belief about targets’ positions

In this section, we discuss the robots’ sensing model and the
Bayesian framework used for updating the belief and pre-
dicting future targets’ positions. Without loss of generality,
we focus on the distributed case.

For each robot a € A, the sensor output, z{ (w), is rep-
resented as a binary array: for each cell in the field of view
R(c:(a)) the sensor output contains a Boolean value indicat-
ing whether target w was detected or not at time 7. As said,
in presence of obstacles, the field of view excludes cells that
are occluded and, thus, not visible. This sensing informa-
tion is used by the robots to continuously update their beliefs
about targets’ positions. In particular, for each different target
w € $2, the belief function b(t, c; w) quantifies the proba-
bility that the robot assigns to the event that w is in cell ¢ at
time ¢ after having taken into account @’s observation his-
tory from the beginning of the mission. For simplicity, we
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consider a synchronous setting, where the sensing events of
each member of the team take place at the same discrete time
step £.

To consistently maintain up-to-date the targets’ belief
functions (also taking into account possible false positives
and/or negatives in the sensor outputs z{(w)), we employ
standard Bayesian filtering (e.g., see Thrun et al. 2005). In
particular, the prior about the targets’ motion is modeled as
a Markov chain, where the state transition matrix expresses
the probability that a given target will move from one cell to
another during one time step. The robots integrate such a prior
with their observations and, possibly, with those received
from their teammates currently in communication.

Ateach step, the robots can use the targets’ belief functions
to obtain the model parameters m;., (w) and r;,, (introduced
in Sect. 4) as follows. At any planning step, a robot uses
its current beliefs to predict the future positions of all targets
over the time horizon {t+1, ..., T+Ah} by recursively apply-
ing the targets’ motion model prior. In particular, a robot a
estimates the probability  that, if it would move to node n
at time 7, target  would fall within its field of view:

nt;n(w)z Z b(t, c; w).

ceR(n)

Since the planner aims at selecting paths that let the robots
intercept targets, it is necessary to express how good, in terms
of optimizing system’s monitoring and fairness performance,
it would be for a robot a to be in a specific node n at a
future time ¢. Based on the current beliefs, we quantify this
by defining the total expected reward r;., that a robot would
collect at node n at time ¢ for monitoring the targets:

ZCGR(n) p(c, n)b(t, c; w)
I'tin = Z .
el chR(n) o(c,n)

In the equation, the cells ¢ are those that belong to the field
of view R(n) of the robot once in n. The reward is additively
computed over all these cells based on the strength of the
belief that a target would be located in any of these cells. A
sum over all the elements in §2 is performed to account for the
presence of any of the targets. Since a robot with a realistic
sensor benefits by getting closer to a target, even if the target is
already visible, the weights p(c, n) are introduced to reward
such proximity. In practice the weights p are an assigned
convolution mask that depends on the distance between ¢ and
n and that increases the rewards collected at cells close to the
believed target position. The introduction of such weights
makes it possible to avoid situations where the same target
is followed by two or more robots, since every robot except
that closest to the target is penalized by not following it from
the optimal position.

@ Springer

7 Experimental results
7.1 Experiments in simulation

In order to perform replicable tests under controlled con-
ditions, as well as to study the behavior of the proposed
planning approach independently of any particular robotic
platform, we start by evaluating the performance of our mul-
tirobot system in simulation. Here, robots and targets can
move in a square gridworld of a given number of cells at
each (discrete) time step. Paths are planned on 8-connected
grid graphs.

At the start of each simulation run, we randomly choose
a different piecewise-linear closed path (having width of a
single cell) for each target to follow during the run. Targets
are initially randomly positioned along their trajectories and
move at constant speed. Robots use target motion predictors
that assign non-zero probability to contain the target to the
“nominal” cell along the target path (that is, the cell that the
target would reach when moving at its nominal speed) and
to its neighbors. In practice, this means that a convolution
along the target path with a 3-cell long convolutional kernel
is performed. Clearly, in case of perfect prediction, we put
probability 1 on a single cell.

All the ILP models have been solved using the GUROBI
solver (v.6.0.5) (Gurobi Optimization 2014). In order to cope
with possible “difficult” models resulting from the central-
ized implementation, we consider the models to be solved
optimally with a relative MIP gap tolerance of 3% and, in any
case, after a 20 minutes deadline. Due to the online nature of
the problem, we argue that the performance resulting from
these approximations would be in line with that obtained with
smaller gaps. We use 8 Intel Xeon e312xx processors and 8
GB of RAM.

We start by evaluating the performance of the central-
ized implementation. Then, we compare the centralized
implementation, the distributed implementation, the A-
CMOMMT algorithm (Parker 2002), and the P-CMOMMT
algorithm (Ding et al. 2006). The last two strategies are both
based on local force vectors, but only with P-CMOMMT a
robot may decide to leave a currently observed target if the
latter has been continuously observed for too many steps.
In this sense, P-CMOMMT represents a heuristic way to
introduce fairness in cooperative target tracking. Finally, we
test the distributed implementation in realistic scenarios with
limited communication range, uncertain predictions, and the
possibility of sensing affected by false negatives, also against
A-CMOMMT.

The following parameters are kept fixed in all experi-
ments: environment dimension (C is composed of 80 cells
x 80 cells); target speed (1 cell/time step), number of targets
(15), robot speed (2 cells/time step), robot sensing range (6
cells x 6 cells), robot sensing rate (1 observation/time step),
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Fig. 3 Monitoring 1 (red) and fairness o, (blue) performance of the
centralized approach as a function of the main ILP parameters. a Varying
€, = 0.5, b varying «, € = 0.3 (Color figure online)

planning horizon 2 = 10 time steps, duration of arun 7' (300
time steps), number of runs for each scenario (5), y (0.99).
The size of the environment is about half of the one used
by Kolling and Carpin (2007), in order to be able to achieve
a significant planning horizon even in the centralized case;
the robot/target ratios are comparable to the majority of the
experiments reported in the literature.

Performance of the ILP planning model We study the
effectiveness of the ILP planning model in terms of monitor-
ing and fairness by considering a centralized implementation
and a team of 5 robots. We assume global perfect sensing,
full communication, and perfect predictions of the targets
future positions. Therefore, we can safely set A = h. Con-
sidering a balanced setting in which « = 0.5, we examine
in Fig. 3a the impact of choosing different values for € (the
parameter that controls the fraction of the time needed to
consider that the target got enough attention). We discover
that good values lie in the range between 0.1 and 1.0, since
with € = 0.0 robots receive the fairness reward for a tar-
get even without observing it, while larger values impose an
excessive effort for collecting such a reward. Fixing € to 0.3,
Fig. 3b shows how our ILP model can be effectively used
to plan tracking missions capable of trading off between the
monitoring and the fairness performance. For « = 0.0 the
highest fairness is achieved, but at the expenses of poor track-
ing performance. This is due to the fact that each optimal set
of paths could prescribe to visit as many targets as possible,
but possibly for a single time step, since we are completely
neglecting the optimization of the monitoring performance.
With 0.1 < o < 1, instead, we see how no solution fully
dominates the other, and that the region of values 0.5-1.0
seems more sensitive to parameter changes as far as the fair-
ness performance is concerned. In the following experiments,
we keep fixed « = 0.5 and € = 0.3, which represent a bal-
anced trade-off that guarantees a fair coverage with a nearly
optimal monitoring performance, and that showed to perform
well in preliminary experiments also considering uncertainty
in predictions and sensing errors.

Centralized versus distributed implementation We com-
pare the centralized and the distributed implementations to
quantify the performance loss when distributing the planning.
These two strategies are compared against A-CMOMMT
and P-CMOMMT. Again, we assume perfect sensing, full
communication, and perfect prediction of targets’ future
positions. Fig. 4a—b show, respectively, the monitoring and
fairness performance of the four tracking strategies for a vary-
ing number of robots. While the monitoring performance is
always close to the optimal one except for P-CMOMMT, the
fairness performance is better optimized by the latter and by
our approach. This suggests that our principled approach is
more effective in trading-off between monitoring and fair-
ness than heuristic approaches. In particular, the centralized
planner outperforms the distributed one (according to both
metrics) only for a large number of robots. This is easily
explained by observing that, with a low number of robots, the
impact of locally sub-optimal decisions is mitigated by the
fact that, in a single planning horizon, robots are expected to
display only a few conflicts on the responsibility of optimally
tracking a given target. Also, note that even the distributed
planner outperforms P-CMOMMT in both the performance
metrics (except for 13 robots). Fig. 4c compares the time
required by the solver to obtain a plan when using the cen-
tralized and the distributed version of the ILP model. It is
clear that the computational cost of the distributed planner
is much lower (and manageable on real robots) than the cost
required by the centralized planner, which also shows a very
high variability. Overall, the distributed approach performs
close to the centralized one, but with a lower computational
effort.

Real-world limitations In the final set of experiments, we
move to more realistic practical settings in which the robots
have to deal with limited communication ranges, uncertainty
in the prediction of targets’ motion, sensing errors, and the
presence of obstacles. Recall that we specify uncertainty in
terms of a 3-cells long convolutional kernel that spreads the
current probability of seeing the target along its predefined
trajectory. In this set of experiments, we define the kernel to
be a vector of the type (v, 1 —2v, v), where 1 —2v represents
the probability that the target will move in the “nominal”
cell of the corresponding motion model, and v represents the
probability of moving in the cell before or after the nominal
one. The number of robots is kept fixed to 5.

First, we study the effect of choosing different replanning
times and the impact of larger communication ranges on the
performance of our distributed approach. Fig. 5a shows the
results obtained while varying the replanning time A while
keeping fixed a medium communication range (20 cells), a
medium degree of uncertainty (v = 0.2), and perfect sensing.
We observe that the impact of choosing a high replanning
time is modest in the considered scenario: the monitoring
performance decreases slightly, due to the fact that robots
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Fig.5 Performance of the distributed approach for varying replanning
time and communication range. a Varying A, v = 0.2, range 20 cells;
b varying range, A = 3, v = 0.2; ¢ varying range, A = 5,v = 0.2;d
varying range, A-CMOMMT and P-CMOMMT. Note that the graphs
in b—d have the same scale on y-axis to ease comparison between our
distributed approach, A-CMOMMT, and P-CMOMMT

are not updating their plans according to their most recent
observations. However, even with A = 10, we can obtain
good performance. This is explained by the moderate source
of uncertainty of the current setting, combined with perfect
sensing. In Fig. 5b, c we investigate now the impact of adopt-
ing different communication ranges for A = 3 and A = 5,
respectively (again, with v = 0.2). In both cases, we observe
that a communication range able to span the whole planning
horizon (recall that 2 = 10 with robot speed of 2 cells/time
step) is enough to ensure the best performance. Indeed,
shorter communication ranges can easily lead to suboptimal
solutions where two different robots decide to go after the
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Fig. 6 Performance of the distributed approach under uncertainty and
sensing errors. a Varying uncertainty v, perfect sensing; b varying false
negative probability, v = 0.2; ¢ varying uncertainty v with high false
negative probability (0.9); d varying number of obstacles, v = 0.2,
perfect sensing (but limited by obstacles)

same target at the last time steps of the plan. The impact of a
larger communication range, instead, is effectively reduced
by constant multi-hop information sharing. It is clear that,
compared against A-CMOMMT and P-CMOMMT (Fig. 5d),
our approach offers dramatically better fairness performance
against the former, and moderately, but still significant, better
performance than the latter.

Then, we consider scenarios with varying uncertainty and
false negative probability in the sensing events. In particular,
we assume perfect sensing while varying the former, and fix
v = 0.2 while varying the latter. We fix the communication
range to 20 cells and A = 3. The results are shown in Fig. 6a—
c. In Fig. 6a, we notice that the increase in uncertainty does



Autonomous Robots (2019) 43:665-680

677

not have a strong impact on any of the performance metrics
for our distributed approach. While the monitoring perfor-
mance remains substantially similar, we can start to observe a
significant variation in the fairness performance only for high
values of v (0.3,0.4). Such a good behavior of our approach
is easily explained by the combination of multiple factors: a
sufficient communication range, frequent replanning, perfect
sensing, and a low value for € (a value too high would exces-
sively constrain robots’ paths to remain focused on searching
a target in the wrong place). Similarly, a moderate source of
uncertainty gives rise to a similar performance trend while
varying the probability of false negatives (see Fig. 6b). In
Fig. 6¢ we show the results obtained while keeping fixed a
high false negative probability (0.9) and varying the uncer-
tainty. This time, we observe that the tracking performance
significantly decreases for high values of v. Indeed, when
uncertainty is high, only a sufficient sensing detection rate
would allow a robot that has located a target to keep it under
its sensing range.

Finally, we consider more complex environments in which
the presence of obstacles constrains robots’ movements and
sensing. In particular, we run experiments with a varying
number of rectangular obstacles with size 4 x 20 cells (ran-
domly distributed in the environment), assuming that sensing
has no errors, but is limited by obstacles, and setting v = 0.2
for the uncertainty. The results for different numbers of obsta-
cles are shown in Fig. 6d. We can notice that, while the
monitoring performance remains substantially the same, an
increasing number of obstacles negatively impacts on the
variability of the fairness performance. Since paths are more
constrained, the robots may not find anymore convenient to
leave the currently monitored target, because the planning
horizon may not be large enough to allow to collect the fair-
ness bonus in the ILP model.

7.2 Experiments with real robots

We have set up a small-scale indoor scenario to study the
behavior of the developed distributed model under the effect
of real multi-hop communications and real robot mobility.
As robotic platform we have used the foot-bot, a small dif-
ferential drive robot (about 15 cm wide and 20 cm high). A
total of 9 foot-bots have been placed in a test arena of 7 x 7
m?, with some of the foot-bots playing the role of targets and
others playing the role of trackers.

Since the foot-bots have minimal on-board processing
power, plan computation is performed at a central desktop
computer according to the distributed model described before
and based on local robot data. To this aim, each foot-bot is
equipped with two radio interfaces. An 802.11 based net-
work operating on the 5 GHz band allows the communication
between the desktop computer and the foot-bots. Each robot
uses this network to request the solution to its ILP model

Fig. 7 The foot-bot robotic platform. Note the wireless interface card
with the signal attenuator used for experiments with multi-hop data
transmission

and to obtain back the new plan. A second wireless inter-
face is used as data network, to exchange data among the
robots in a multi-hop way as described in Sect. 5.3. The data
network operates in the 2.4 GHz band and its transmission
power is artificially constrained in order to enforce the use
of multi-hop routes in the used indoor arena. To this end, we
use TL-WN722N Wi-Fi adapters with attenuators attached
between the adapter and their external antennas. Setting a
transmission power of 1 mW, a bit rate of 54 Mbps, and a
signal attenuator of 20 dBm, the resulting wireless transmis-
sion range is approximately 1.5 m. This implies a maximum
of about 5 hops in the robot mobile ad hoc network. A picture
of one of the foot-bot robots used in the experiments is shown
in Fig. 7. The robots can move at a maximum speed of 0.3
m/s. For each robot, an on-board controller enables it to nav-
igate autonomously towards any point in the area (according
to the plan) while avoiding collisions (Guzzi et al. 2013).
An OptiTrack motion capture system provides the low level
controllers with positional information (the 5 GHz network
is used to broadcast robot positions).

We ran a limited set of experiments, following the gen-
eral settings of the more extensive experimental campaign
performed in simulation. In this case, we discretized the envi-
ronment in cells of 15 cm x 15 cm, and chose 5 seconds as
basic time step unit. (Robot and targets’ speeds are again
set to 2 and 1 cell/step, respectively.) For what concerns the
motion model, compared with the simulations, we had to take
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Fig.8 Performance obtained in real robots experiments by varying the
o parameter. a 2 robots, 5 targets, b 3 robots, 6 targets

into account also the source of uncertainty given by the fact
that the targets cannot be anymore expected to move along
the nominal cells of their predefined trajectory. Therefore,
motion prediction happens now in two stages. First, we use
the same three-cells long convolutional kernel to obtain a
“nominal” prediction (with v = 0.2); then, we “smooth” the
obtained probability density function so that a small frac-
tion of the probability is assigned to the neighboring cells
of the nominal trajectory. For what concerns the remaining
parameters, we set # = 7 and A = 4.

We considered two scenarios: in one case there are 2 track-
ers and 5 targets, while the other case features 6 targets and
3 trackers. Fig. 8 shows the results obtained for both the
tested configurations while varying the o parameter of the
model objective function. The results confirm what has been
observed in simulation, that our ILP-based approach is effec-
tively able to offer a good trade-off between monitoring and
fairness by a suitable choice of the o parameter.

Compared to the simulation results, we observe a higher
variability in the two performance metrics, especially in the
fairness one. This is explained by the fact that, in our small-
scale environment, the robots have to deviate very frequently
from the “nominal” high-level plans computed by the ILP
model, which does not take into account low-level collision
avoidance constraints. For the same reason, the monitoring
performance in a run with ¢ = 1.0 can be slightly less than
the ideal one (|A|/|$2]). In particular, we noticed that, quite
frequently, two robots might start to follow the same target
after having remained “stuck” in a particularly congested
situation with the two targets that the robots were initially
trying to follow. In this case, the first target able to leave the
congestion and go back to its original path is often able to
“escape” from both the robots’ field of view.

8 Conclusions and future work
We presented an extension of the Cooperative Multi-Robot

Observation of Multiple Moving Targets problem which
includes the notion of fairness for monitoring the different

@ Springer

model to iteratively plan the robots’ paths, and has been
implemented following both a centralized and a distributed
approach according to a receding horizon model.

Simulations have shown that our model is able to guaran-
tee a tunable monitoring strategy (i.e., in which robots stay
focused on their current targets or exhibit a more exploratory
behavior) and to obtain a uniform monitoring of the targets
by exploiting different degrees of knowledge of the targets’
motion patterns. With respect to the centralized system, the
distributed one shows very limited reduction in performance,
while it brings significant advantages, dramatically reducing
the needs for computational and communication resources.
Moreover, our approach reaches a better balance between
monitoring and fairness than heuristic approaches from the
literature. The experimental validation on real robots con-
firmed the good results obtained in simulation.

Since the proposed strategy is based on an ILP model,
in general we cannot expect that the (centralized) approach
is able to scale to very large environments and/or arbitrary
long planning horizons. However, the distributed version is
expected to really suffer from these issues only in “extreme”
scenarios. In the perspective of supporting scalability also
in such challenging situations, as a future research we
envision the study of behavioral strategies, possibly cou-
pled with a smart partitioning of the environment between
robots. The goal will be to guarantee good performance with
short/bounded planning times. It would be also interesting
to investigate alternative formulations for fair multitarget
tracking based on Partially Observable Markov Decision Pro-
cesses and to study more complex models for the behavior
of the targets and for dealing with them, for instance using
anticipatory planning (Mercier and Van Hentenryck 2007).
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