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Abstract Inspired by the excellent navigational behavior of
animals, this paper presents a bionic autonomous navigation
(bio-navi) system by using a stereo camera and a polarization
navigation sensor (POLNS). A topological graph consisting
of nodes and edges forms the core of the system, which is sim-
ilar to the simultaneous localization and mapping (SLAM).
Like most of the SLAM approaches, in the bio-navi sys-
tem, a node contains pose (position and attitude) and visual
template information while an edge represents a constraint
between two nodes. The difference is that the POLNS is intro-
duced into the system. The yaw angle obtained from POLNS
is attached to a node as a new property and also forms a new
edge which restricts the direction of the related node. Besides,
an absolute place constraint edge is added to the current node
when recognizing a prior known place. To improve the accu-
racy and robustness of the place recognition, a POLNS-assist
loop closure detection method is presented and to correct the
pose error of constructed nodes, an improved graph optimiza-
tion algorithm is derived in detail which is able to make full
use of all the constraints. To demonstrate the performance of
the system, an outdoor vehicle test has been done, and the
results show its effectiveness and feasibility.
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1 Introduction

Navigation plays a vital role in our daily life. Global posi-
tioning system (GPS) and other global navigation satellites
system (GNSS) technologies have been applied more and
more widely; it seems that the unavailability of GNSS will
make us unsettled or even grumpy when we step into a new
and unknown environment. In fact, the GNSS does not and
cannot work in every circumstance, since GNSS signal is
deficient when facing obstruction and interference. There-
fore, use of non-GNSS sources for autonomous navigation
has increased significantly.

Spatial navigation is a core cognitive ability in animals.
Many animals (including humans) can navigate over thou-
sands of miles. Birds such as songbirds migrate between
continents twice each year and return to the same breed-
ing sites year after year with a voyage of up to 25,000 km
(Cochran et al. 2004). Migratory songbirds can orient by
compass information from polarized skylight pattern, the
earths magnetic field, and the memorization of spatial cues en
route. Insects such as bees and wasps are capable of learn-
ing landmarks in their environment, and of using these in
navigation (Collett and Graham 2004). Etienne at al. (Eti-
enne and Jeffery 2004) suggested that many animals have
the ability of self-motion (also known as path integration).
Besides, there are others navigational cues used by animals,
such as olfaction (Gagliardo 2013) and echolocation (Geva-
Sagiv et al. 2015). However, in this paper, we focus on the
use of polarized skylight and vision.

The polarized skylight is the natural resource of the earth,
which is caused by the scattering of sunlight in the earth’s
atmosphere and is partially linearly polarized (Lambrinos
etal. 1997). It is suggested that skylight polarization pattern
is used as a preferred compass that has no bias error and is
used for calibrating all of their other compasses (Muheim
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et al. 2006). The main advantages of POLNS are that it
has no drift when comparing with gyro compass and that
it will not be interfered by magnetic sources when compar-
ing with a magnetic compass. As for the vision, it can be used
for landmarks identification, path integration, and ‘cognitive
maps’ construction. By path integration, an animal keeps a
continuously updated record of its current direction and dis-
tance from some reference point as it moves away from that
place (Collett and Graham 2004). During path integration,
an array of visually defined places have been attached to the
path, what is often called a ‘cognitive map’. When displaced
to some recognizable location, the animal can retrieve the
place’s path integration coordinates and correct the animals
currently estimated path integration position (O’keefe and
Nadel 1978). Currently, how the ‘cognitive map’ is formed
and corrected in a brain is largely unknown (Geva-Sagiv et al.
2015). Nevertheless, from a robot navigation point of view,
this information is very helpful to design a bionic navigation
system.

According to the mechanism of processing of polarized-
light in certain animals (like desert ant), Lambrinos (Lambri-
nos et al. 2000) presented an original polarization compass
model and method for extracting compass information. Chu
(Chuetal.2008) constructed a POLarization Navigation Sen-
sor (POLNS). A novel angle computation and calibration
algorithm of the POLNS is presented by Xian (Xian et al.
2014) and a camera based polarization measurement device
is designed by Wang (Wang et al. 2014). However, most of the
studies on the POLNS concentrate on the sensor itself, for
example, the mechanical construction, angle computation,
and sensor calibration. As for real navigation applications,
they are rarely reported. In this paper, the POLNS will be
used and fused with visual information for an actual naviga-
tion task.

In order to mimic the navigational strategy of animals
using visual information, researchers have done lots of works
(Srinivasan et al. 1999; Garratt and Chahl 2008; Baird et al.
2013). A bio-inspired snapshot based navigation scheme
was applied to the guidance of unmanned aerial system
(Denuelle and Srinivasan 2015). An area of particular rel-
evance to visual navigation is the Visual Odometry (VO)
(Kitt et al. 2010; Geiger et al. 2011) and visual simultane-
ous localization and mapping (SLAM) (Davison et al. 2007,
Lategahn et al. 2011). VO is the process of estimating the
egomotion of an agent using only the input of a single or
multiple cameras attached to it (Scaramuzza and Fraundor-
fer 2011), which can be used for visual path integration.
SLAM is currently regarded as a viable solution for large,
unknown and unstructured environments (Boal et al. 2014).
VO, loop closure detection and graph correction are the key
technologies of SLAM and have developed a lot. However,
the information used by most of the loop closure detection
approach (Cummins and Newman 2008; Milford and Wyeth
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2008) only depends on visual cues, and the graph correction
method (Olson et al. 2006; Grisetti et al. 2010) is designed
to correct the relative pose error. What’s more, the sensor
used by SLAM mainly are cameras and (or) other relative
detection sensors like sonar, laser, and encoder. To the best
of our knowledge, the use of POLNS has not been stud-
ied.

Inspired by the excellent navigational behavior of ani-
mals and the drawing upon current SLAM approaches, the
paper presents a bionic navigation (bio-navi) system by using
a POLNS and a stereo camera. As most of the SLAM
approaches, the bio-navi system creates a topological graph
when exploring an unknown environment. The graph is the
core of the system, which contains an array of nodes and
edges among the nodes. A node contains pose (position
and attitude) and visual template information while an edge
denotes a constraint between two linked nodes. Contrast to
the SLAM, the POLNS which is able to provide yaw angle is
introduced into the system. On the one hand, the yaw angle
is added as a new property of each node and then used to
assist visual template for loop closure detection. The use of
both visual template and yaw angle in loop closure detection
approach not only provides more information for matching
but also reduces the searching space of visual template dur-
ing visual matching, resulting a more efficient and reliable
result comparing with the visual-only solution. On the other
hand, the yaw angle of each node is used to form a new type
of edge which constraints the direction of the related node.
Besides, to mimic animals ability to use known landmarks
to correct their position, an absolute place constraint edge
is added the current node when recognizing a prior known
place. In order to amend the pose error of each node accu-
mulated by path integration, an improved graph optimization
algorithm is presented in detail, which is able to make full
use of the edges coming from path integration, loop clo-
sure detection, POLNS yaw angle constraints and absolute
place constraints. To evaluate the performance of the pro-
posed approach, a real outdoor vehicle test has been carried
out, and the results validate its feasibility and accuracy.

The remainder of the paper is organized as follows: the
system overview and related preliminaries are given in Sect.
2. Graph construction and optimization are detailed in Sect.
3 and 4. In Sect. 5, an outdoor vehicle test is carried out, and
results are shown. Finally, main conclusions and future work
are presented in Sect. 6.

2 System overview and preliminaries

2.1 system overview

In this section, we present an overview of the system
architecture. As shown in Fig. 1, the bio-navi system is
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Fig. 1 The system overview of the bionic navigation system. In the
graph, there are two kinds of nodes, thereal node (suchas A, B, C, D, E
) and virtual node (such as C’, D’ ). The goal of the system is to deter-
mine the pose of the real node with respect a global world frame W.
The virtual nodes contain information about yaw angle (such as C”)
or positions information (such as D’ ) with respect to the world frame
W, and they are created only for the purpose of constraining the pose
of their linked real node. The edges in the graph are also divided into
two categories basing on the information contained in the edge, namely,
relative constraint edge (such as AB and AE) and absolute constraint
edge(such as CC’ and DD’). And they show different contributions in
the graph optimization process

divided by functionality into three modules, namely, sen-
sors module, data preprocess module and topological graph
module. The sensors used in this system are a stereo
camera and a POLNS. Image sequences from the stereo
camera are used for VO and visual template. The out-
put of VO is relative rotation and translation between two
consecutive time instants and is employed to do path inte-
gration. The visual template is the identity of a local view,
which is used as the main reference of place identification
and recognition. As for the POLNS, it is able to obtain
the yaw angle of a carrier with respect to the earth true
north. After data preprocessing, all the information is fed
into the main module of the system, called topological
graph.

The graph is the core of the bio-navi system, which acts
as the cognitive map in animals hippocampus. It organizes
the flow information from path integration, visual template
and yaw angle into a set of related spatial nodes. An indi-
vidual node (likes node B as shown in Fig. 1) contains the
pose (rotation and translation), local visual template and
yaw angle from the POLNS. When one or more of the
three properties of current node change, a new node is cre-
ated and is linked to the previous node. The link between
two nodes is called edge, which encodes not only relative
pose but also its covariance. An edge is a pose constraint
in the graph, and most of the edges come from the path
integration. Besides, there are three other types of edges,
namely, loop closure (LC) constraint edge, POLNS con-
straint edge and absolute place (AP) constraint edge. When
loop closure occurs, a LC constraint edge (E as shown

in Fig. 1) is added into the graph. A POLNS edge (CC’)
is used to restrict the direction of a node by adding a vir-
tual node linked to the node. As for AP edge (ﬁ), it
is created only when the agent recognizes a prior known
place. Basing on the Once the graph is constructed, a
graph optimization algorithm will be done to revise the
accumulated pose error of each node caused by the path inte-
gration.

Raw data coming from the stereo camera and POLNS are
preprocessed before feeding into the graph. The POLNS is
a bio-inspired sensor that is able to provide yaw angle, for
details can refer to (Xian et al. 2014). The stereo camera
is used for two purposes: path integration and local visual
view extraction. To do stereo image sequences based path
integration, an accurate and fast stereo VO method presented
by (Kitt et al. 2010) is employed.

As for the local view extraction, only the left image
of the camera is used at each step. The local visual tem-
plate is represented by a scanline intensity profile formed
from the image (the same as the profile used by Milford
(Milford and Wyeth 2008)). The scanline intensity of a one-
dimensional vector formed by summing the intensity values
in each pixel column, and then normalizing the vector. The
profile used by Milford has multiple purposes; here we
only use it to compare the current image with previously
stored images to perform place identification and recogni-
tion.

2.2 Preliminaries

In order to represent the pose and edge in the graph, a basic
entity encoding attitude and position in the 3D space is
defined as follows

v=[v]

where q;; = [q0, 91, 92, qg]T is a unit quaternion (Diebel
2006) which denotes a rotation from frame j to frame i,
and t;; is the translation from frame i to frame j. The x;;
actually represents the transformation from frame j to frame
i, which is equal to a homogeneous transformation, and they
are interchangeable. With the definition of x;; the related
homogeneous transformation can be represented as follows

H;; = [R(gij) tf} (2)

where R (q) is the rotational matrix corresponding to the unit
quaternion (.

According to the definition of x;;, the inverse operator can
be obtained as
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—1
q,‘j

Xji =% = [—qi}l (t5:) } v

where the q~! is the inverse of the quaternion, and q (t) =

R (q) tisrotation of the vector t according the the quaternion
q. Motion composition operator @ is commonly used in this
paper, which is defined as

qQui D qij ] @)

Xoj = Xui ©Xij = [tiw + qui (t):)
where ® is quaternion multiplication operator.
The pose of a node is the transformation with respect to
an initially known frame. Assuming that the initial world
frame is W, and then the pose of node i can be denoted as
Xy; . For simplicity, we only use X; to represent the pose of
node i. As for the edge, it represents the relative pose infor-
mation between two nodes. An edge is fully characterized
by its mean measurement z;; and an information matrix (the
inverse of the covariance matrix) £2;; that accounts for its
uncertainty.

3 Graph construction

The graph is a topological map composed of a set of
individual nodes, nd, connected by edges. Each node nd;
corresponds to three properties, they are pose x;, local visual
template vector V; and yaw angle Y;. A node can then be
defined as a 3-tuple

nd; = {x;, V;, Yi} )

The first node is created at a known pose, and subsequent
nodes build out from the first node over time.

3.1 Node creation

When one or more of the three properties is sufficiently dif-
ferent from a stored node, a new node is created. The current
pose, local view and yaw angle are compared to that of the
latest node through a score metric S.

S =X = X[+ Vi = VI+puy |Y; = Y] (6)

where [y, iy, iy are the weights of the three properties.
When the score exceeds a threshold S;;, , anew node is created
and is linked to the previous node. The edge information
which associates the relative transformation coming from
the path integration cues.

Assuming that the latest node is i, the newly created
node is j, and the measurement from VO between the two
nodes is z;; with its information matrix being €2;;. Then the
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pair(z;;, €;;) is defined as an edge, and the initial pose guess
of node j is estimated by

X; =X; ®zj @)

If the POLNS is available when a node is creating, then a
POLNS constraint edge <z i 2 j) is also linked to the newly
created node. The POLNS edge has the same form as that of
path integration edge, but different mean value and informa-
tion matrix, they are computed as follows

R(0,0,Y;

i z[?ofo,(o]T ]))] ©
(Jydiag (inf. inf 82)JT)_1

ﬁjj=[04 gm0y ) g } )

where R (7, p, y) is the rotation matrix of three Euler angles,
namely roll, pitch and yaw and J, is the Jacobin matrix of
a quaternion with respect to three Euler angles. For details
about the computation of Euler angles to a rotation matrix
and related derivatives can refer to (Diebel 2006). It is worth
mentioning that even though the mean value z;; contains all
the pose information, only the yaw angle will constraint the
current node pose since all the elements unrelated to yaw
angle in the information matrix are zero.

3.2 POLNS assist loop closure detection and absolute
place recognition

In order to detect the loop closure and absolute place recog-
nition, both the local view and yaw angle are used. The loop
closure or absolute place recognition occurs when current
local view and orientation angle after a change in graph
sufficiently matches a stored local view and related orien-
tation. When this occurs, a new edge will be added to the
existing graph. The matching method is similar to (6) but
only use visual template vector and yaw angle. From imple-
mentation program point of view, a vector matching is more
time-consuming than a scalar value comparison, so yaw angle
is compared first and then do the visual template matching.
By using the two-step matching implementation method, the
matching speed will be faster and more accurate than that of
visual-only approach.

Note that there are differences between loop closure and
absolute place recognition. When an agent revisits a stored
place, we call it loop closure when the pose of the stored
place is local which obtained by path integration, and we
call it absolute place recognition when the absolute position
with respect to the global frame is prior known. Another
difference is that they form different edges. Loop closure
edge is connected to existing real node. By contrast, when
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the absolute place recognition takes place, a virtual node with
the prior information is created and linked to the current node.

4 Graph optimization
4.1 Problem

The primary goal of the bio-navi system is to estimate poses
of the whole trajectory. All the nodes and edges organized
in the graph is for better pose solution. The poses of nodes
are the parameters which need to be optimized while all the
edges are seen as constraints on the parameters. The edges
in our graph can be classified into two categories, one is
the relative constraint (path integration constraint and LC
constraint), and the other is the absolute constraint (POLNS
constraints and AP constraint). Once the graph is constructed,
the graph optimization problem is to find a configuration
of the nodes that is maximally consistent with relative and
absolute pose measurements. That involves solving a large
error minimization problem.

Let x = (xlT xg XZ)T be the vector of parameters,
where x; is the pose of node i. Let (z,~j, SZU) and (zjj, Sljj)
be respectively the relative constraint edge and absolute con-
straint edge respectively. Then the optimization problem can
be solved by finding the minimum of the function in this form

T
F (x) = z e(X,', X;, Zl'j) Qe (X,’, Xj, Zl'j)
<i,j>€C1_,' Fij
+ D etk 7)) Rure (xi, Zxx) (10)
keCrr Fyi
x* = argmin F (X) (11)
X

where C;; and Cyy are the index collections of relative and
absolute constraint edges respectively; e (X,’, Xj, Z j) is arel-
ative measurement error function that measures how well
the pose x; and x; satisfy the constraint z;;, and similarly
e (X, Zrx) is an absolute measurement error function.

For simplicity of notation, in the rest of this paper, we will
encode the measurement in the indices of the error function,
and the two error function are defined as follows

e (x) =e (sz X;, z,-j) = (zi;l ® (xi_l @Xj))[zﬁ] (12)

ek (X) = e (Xk, Zkk) = (Zk_kl ® Xk)[2_7] (13)

where the operator (e)[2.7] selects the last 6 elements of its
vector argument.

4.2 Solution

An initial guess X of the pose can be computed from the path
integration, the numerical solution of (11) can be obtained
by using Least Squares optimization. Here we use an alterna-
tive approach to solving the problem, which is called Least
Square on a Manifold in (Grisetti et al. 2010). The idea is
to optimize the increments Ax and then compensate the ini-
tial guess instead of optimizing x directly. Contrast to the
approach in (Grisetti et al. 2010), the optimization has been
improved in order to deal with both relative and absolute
constraints.

Let Ax; be the perturbation around the current variable
X;, which is defined as

ax; =207 il ] (14)

Note that Ax; is a 6D vector, in which A# is the vector
part of the unit quaternion representing the 3D rotation and
At denotes the translation. For the quaternion increment, we
have

T
Aq = [,/1 — 140, AOT} (15)

A new value of a variable x after the optimization can be
obtained by

X?=§i®Axi=[9"]®[AA?f] (16)
1

1

Now the previous error (12) and (13), are the function of
Ax. Let’s rewrite the error equations and expand them by
their first order Taylor series approximation.

€ (i-l—AX) =ej (i, +Axi,ij +AXJ')
~ e+ JijAx 17

€rk (i + AX) = eix (ik + AXk)
~ ek + Jr AX (18)

Here, J;; and Jyx are the Jacobian matrix of e;; (x) and
exx (x) with respect to Ax computed in Ax = 0

Jij = aeij(:TQ;AX) (19)
Ax=0
S = oexk (i ® AX) 0)

Ax=0
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Substituting (17) and (18) in (10), we obtain

T
Fij (i + AX) =ejj (§ + AX) Sl,-je,-j (i + AX)
T
~ (eij ~|—JijAX) Q;; (eij +J,’ij)
= el?} Qe +2 el?;- Q;;Jij Ax
—— ———
Cij b,

+ AxT JiTjQijJij Ax
——

H;j
= cij + 2b/; Ax + Ax" H;; Ax (21)
Similarly,
Fut (i + Ax) ~ cik + 2T, Ax + AxT Hy Ax (22)

Then the cost function can be rewritten as
F (i + Ax) A

Z (Cij + 2bij AX + AXTHZ']' AX)

<i,j>eCl~_,~

+> (Ckk 4 2by AX + AxTHkkAx)
keCy

=c+2b" Ax + Ax"HAx (23)

where ¢ = > ¢ij + 2 ¢, b =2 bij + > b, and H =
> H;j+ > Hjy. It can be minimized in Ax by solving the
linear system

HAX* = —b 24)

where H is the information matrix of the total system.

To solve (24), the information matrix H and the vector b
should be constructed first. Every constraint will contribute
to the system with an added term. The structure of this addend
depends on the Jacobian of the error function. Since the error
function of one constraint only depends on the values of one
or two nodes, the Jacobian in (19) and (20) have the following
form:

. [\ij . lgij .
Jij = —— —_— (25)
nodei node j
.. C
Ji = ( == ) (26)
nodek

where A;; and B;; are respectively the derivatives of the error

€ (i + Ax) with respect to Ax; and Ax;, and Cy is the

derivatives of the error ey (i + Ax) with respect to Ax.
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The form of A;; is a little complex while the form of B;; and
Cyy are very simple, that are

(A 0
Aij = (A21 Azz) @7)

where
A =An=-R (q;l) R (qi)
A = 2R (qjl) [t;x | R(q) — 2R (qj—l) R
(@) g @) x|
B;;=C;;=1I (28)
where I, is the identity matrix with the dimension of n.

From (21) and (22), the structure for the block of the matrix
H and vector b can be obtained as follow

H;; = : : (29)
QiAo Ry
AiTj SZ,'je,'j
b;j = : (30)
Slijeij
Hy = Rk (31)
by = | Lrkerr (32)

For simplicity of notation, the zeros blocks are omitted.
4.3 Pseudo code

For a detailed description of the graph optimization algorithm
flow, the pseudo-code is given as in Algorithm 1.
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Algorithm 1 Graph optimization algorithm

INPUT: initial pose guess X; edges Ci; = {(z; (o), 2;)} and Crie =
{(zxk (o), Rir)}

OUTPUT: optimized x*

while not converged do
H=0,b=0
for All <Zij (o), Slij) € Cij do

ej=¢e (Xi,Xj,Zij)

> init H, b
> relative edges

> compute error

de;; (X@2x)

A= 37 > compute Jacobian

Ax; =0
> construct H, b
Hji+ = Al-Tjﬁiinj, Hjij+ = AiTjSlij
Hyji+ = @A, Hjj+ = S
bii+ = Al Qijeij. b+ = ije;
end for
for All (zy; (o), Qi) € Crr do

€k = € (st Zik

> absolute edges

Hpi+ = @i
b+ = Rikexk
end for
AX = Iscov (H, —b) > solve the linear system
X =X AX > compensate the error
end while
x* =X
return x*

5 Experiment and results
5.1 Experiment setup

To evaluate the performance of the proposed bio-navi sys-
tem, a real test has been done. The sensors used in the test
contain a PointGrey Bumblebee2 stereo camera, a POLNS,
a GPS receiver and a navigational grade Inertial Navigation
System (INS). As shown in Fig. 2, the stereo, POLNS, and
GPS were mounted on the top of a land vehicle while the INS
was in the vehicle. The stereo and POLNS were used for our
bio-navi system while the INS and GPS system were used as
ground truth, as they can provide open sky position/attitude
precision as high as 2 m/0.01 deg. The camera’s field of view
is 70 deg with a focal length of 3.8 mm, and the resolution of
the image is 512 x 384 pixels. Stereo images are sampled at a
rate of 12 Hz while the POLNS provides measurements at 10

Fig. 2 The bio-navi system setup

x 10°

rathdndh

0 100 200 300 400

o = N W b~ O

o = N W~ O
} rh

0 100 200 300 400

Fig. 3 Sample images (left column) and related visual templates (right
column), the visual template comes from the sub-image region (red
rectangle) of the image (Color figure online)

200 ]
< 100 INS/GPS | -
S POL
()
> 0 ]
5]
= 1350
S 100 140 Mrwrmppm ]
220 230
-200 n n n n
0 100 200 300 400

time (s)

Fig. 4 POLNS yaw angle compared with that of INS/GPS

Hz. The experiment was carried out in a typical urban envi-
ronment in Changsha, China. The test vehicle moved around
an area for two loops, with the total length being of about
2.5 km.

5.2 Results

5.2.1 Visual template, POLNS yaw angle and loop closure
detection

Stereo image pairs were used as input of VO method for
path integration while the sub-image of the left image was
used to generate the local visual template. Two samples
image and related visual templates are shown in Fig. 3.
Clearly to see that the upper image regions are white sky
and the lower ground region contains more moving objects
(vehicles, pedestrians, and so on). These regions are not dis-
tinctive and so not chosen for the visual template. By contrast,
the red rectangle region is more likely to contains distinct
visual information, so this image area is used for scene
recognition.
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loop closure without POLNS
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loop closure with POLNS
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Fig. 5 Loop closure detection results without (a) and with (b) POLNS
assistant. The circles in both a and b show the starting points. Positions
(from visual odometry) at which a node was created are marked with a
blue dot. The blue lines between two consecutive nodes are the relative
constraint edge from visual odometry while the red (and black) lines
between two nodes are the relative constraint edges from loop closure
detections. Obviously, there are several false loop closure detections in
(a) which are marked with black lines (Color figure online)

The direct outputs of the POLNS are polarization direction
angle and degree. The accuracy of the polarization direction
angle is able to reach about 0.2 deg. However, that is not the
yaw angle’s accuracy. In order to obtain the yaw angle of
a carrier with respect to the earth truth north, we also need
an atmosphere polarization model, an approximate location
information and an accurate local time which is used to com-
pute the celestial position of the sun. In practice, the major
error comes from the difference between the theoretical and
real models of the polarized skylight pattern. Currently, the
best and most used model is Rayleigh sky model. However,
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Fig. 6 Trajectories (a: 3d, b: 2d overlaid on the Google map) compari-
son of different solutions. Noting that the red circle denotes the starting
points and that the jumps in the fop left parts of the GPS trajectory in
both 2d and 3d images were caused by GPS signal outage (Color figure
online)

it fits well with the real polarized sky model when the sky is
clear and blue. So a cloudy sky will bring large yaw angle
error, and it did happen in our test. As shown in Fig. 4, yaw
angle estimated by POLNS is compared with the result of
INS/GPS system. The POLNS yaw angle is noisy, and its
error reaches about 5 deg sometimes. Even though the accu-
racy of POLNS yaw angle is poor, its advantage is obvious.
As shown in Fig. 4, the error does not accumulate over time
since the current value only depends on the currently input
polarized skylight. That may also be the reason why so many
animals use the polarized skylight as navigational cues.
Reliable loop closure is achieved by POLNS assist local
view matching method. The results of loop closure detec-
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Fig. 7 The convergence process of graph optimization by using
LC&POLNS&AP constraints. a—d show the 3d graph structure dur-
ing the iterative process while e~h show the 2d trajectories overlaid on
the Google map. The green and blue lines in all the figures denote the
ground truth and estimated trajectory respectively. Again, the jumps of

tion with and without using POLNS are compared in Fig.
5. Apparently to see that there are several obvious out-
lier loop closure constraints (black lines in Fig. 5a) in the
vision-only approach as shown in Fig. 5a. By contrast, the
POLNS-assist approach has a better result. The comparison
shows that the more information used in the loop closure
detection, the better result will be achieved. Besides, the
POLNS-assist approach reduced the search space of visual
template at each time and then mostly improved the running
speed.

5.2.2 Graph optimization with loop closure constraints and
POLNS constraints

The graph constructed in this test contains 567 individual
nodes and 1216 constraints in which there are 566 constraints
created by path integration, 83 LC constraints, 566 POLNS
constraints and one artificially added AP constraints to the
first node for the purpose of keeping the first node fixed. The
raw graph before optimization is shown in Fig. 5b.

To test the graph optimization performance, the initial atti-
tude of the first node is not aligned with the ground truth but
is added a yaw angle error of 30 deg. Two graph optimiza-
tion approaches are done: one is to do the graph optimization
with LC constraints (denoted as LC) and the other one using
both LC and POLNS constraints (denoted as LC&POLNS).
The trajectories estimated before optimization and after opti-
mization are compared in Fig. 6. As can be seen in both the
3d (Fig. 6a) and 2d (Fig. 6b), the two solutions successfully

lat(deg)

Y (m).

500 500 0

X (m)

(@)

lat(deg)

113.038 113.04 113.042 113.038 113.04 113.042
lon(deg) lon(deg)
(g (h)

GPS solution in the figures were caused by GPS signal outage. Four
black circles in (a)—(d) are priorly known places, and the magenta lines
linked to the circles are the AP constraints. Red lines show in (a)—(d)
denotes LC constraints (Color figure online)

recover the true shape of the track. The difference is that the
LC&POLNS obtained not only the shape of the track but
also a better orientation estimation that is close to the real
direction of the ground truth as shown in Fig. 6b. The results
indicate the feasibility of the graph optimization method and
also show that the LC constraints are useful for the recovery
of the track shape while the POLNS constraints contribute to
the direction recover.

5.2.3 Graph optimization with absolute place constraints

In order to test the consequence of using absolute place
constraints during graph optimization, four absolute place
constraints (including the one connected to the first node)
were artificially added. The iterative process is depicted in
Fig. 7. As shown in both Fig. 7a, e, the initial graph has a
large error in both position and direction. After one iteration,
the estimated trajectory began to approach to the real value,
as shown in Fig. 7b, f, especially the position and direction of
the first loop. The reason why the first loop has faster conver-
gence speed is that the AP constraints are connected to the
node in the first loop, and they have higher weights during
the optimization. The estimated trajectory is very close to the
real value after three iterations, leaving only small position
error, as shown in Fig. 7c, f. Finally, the estimated track con-
verged at the 5th iteration, and fits well with the ground truth,
as shown in Fig. 7d, h.

To compare the position and yaw angle estimated by using
different constraints combination. The 3d position errors and

@ Springer
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Fig. 8 3d position error (a) and yaw angle error (b) comparison of
different approaches. Note that the large errors occurred in the nodes
(about 400-430) is the results of incorrect GPS position in these areas

yaw angle errors are compared in Fig. 8. The track before
optimization has large position error (as shown in Fig. 8a)
and yaw angle error (as shown in Fig. 8b). By using the LC
constraint, the position accuracy does not improve a lot, since
the LC optimization cannot able to improve the direction of
the trajectory. However, the yaw angle accuracy has largely
improved by adding the POLNS constraints into the graph,
and, therefore the position error is significantly reduced. The
position accuracy gets a further improvement when adding
the AP constraints into the graph, with the 3d position RMS
error being less than 12 m. It is worthwhile to note that either
the position error or yaw angle error do not grow over time.

6 Conclusions and future work

In this paper, we presented an alternative navigation strategy
approach, called bio- navi system which mimics the naviga-

@ Springer

tion mechanism of animals. The core of the bio-navi system
is a topological graph which consists of sequences of nodes
and edges. The node contains the information of the posi-
tion, attitude, POLNS yaw angle and local visual template.
The edge which denotes the constraints in the graph comes
from four sources, namely, path integration, LC, POLNS, and
AP constraints. Stereo images are used for path integration
and local visual template while the POLNS are used as an
attribute of a node and also used for constraining the direc-
tion of the node and assisting loop closure detection. The
details of how the bio-navi system works are depicted in this
paper.

The proposed algorithm has been validated by using real
outdoor data. The proposed POLNS-assist vision closure
detection method was compared with the visual-only method,
and the result shows the POLNS-assist method is more
reliable that visual-only approach. The results of graph opti-
mization with different constraints are also compared. The
comparison shows that all of the different types of constraints
are beneficial to recover the real trajectory, in which the LC
constraints are useful for recover the topological structure,
the POLNS constraints are helpful to regain the orientation
of the graph and the AP constraints contribute to restoring
the real global position of the each node in the graph. For the
typical vehicle path of about 2.5 km, the 3d position RMS
error is less than 12 m and does not accumulate over time.
It is concluded that the proposed bio-navi strategy is effec-
tiveness and feasibility and is able to be used in an unknown
environment.

As for future work, several aspects of the bio-navi sys-
tem should be further improved. First, more sensors will be
introduced into the system, like inertial and magnetic sensors.
Second, more sophisticated place recognition algorithm will
be investigated to improve robust and reliable of loop closure
detection. Third, how to deal with a large-scale environment
also will be studied.
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