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Abstract This paper introduces a method for achieving sta-
ble periodic walking for legged robots. This method is based
on producing a type of odd-even symmetry in the system. A
hybrid system with such symmetries is called a symmetric
hybrid system (SHS). We discuss the properties of an SHS
and, in particular, will show that an SHS can have an infinite
number of synchronized periodic orbits. We describe how
controllers can be obtained to make a legged robot an SHS.
Then the stability of the synchronized periodic orbits of this
SHS is studied, where the notion of self-synchronization is
introduced. We show that such self-synchronized periodic
orbits are neutrally stable in kinetic energy. As the final step
in the process of achieving asymptotically stable periodic
walking, we show how by introducing asymmetries (such as
energy loss at impact) in the system, the synchronized peri-
odic orbits of this SHS can be turned into asymptotically
stable periodic orbits. Many numerical examples, including
an 8-DOF 3D biped with 2 degrees of underactuation, are
studied to demonstrate the effectiveness of the method.
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1 Introduction

Stability in legged locomotion is normally characterized as
being either static or dynamic. In static stability, the legs and
bodymove to keep the center of mass (COM) over its support
polygon (Westervelt et al. 2007; Raibert 1986a, Chap. 1), in
which case, the forward velocity is sufficiently small so that
the stability can be predicted based on the spatial configu-
ration of the body and feet, without having to worry about
stored energy. In contrast, in dynamic stability, the kinetic
energy of the system is of sufficient magnitude that stabil-
ity cannot be guaranteed based solely on the COM position
(Raibert 1986a, Chap. 1).

Stable dynamicwalking gaits are normallymodeled as sta-
ble periodic orbits of the dynamical system that represents the
legged system. (Holmes et al. 2006; Westervelt et al. 2007,
Chap. 1). Even though a periodicmodel of legged locomotion
may not capture all the dynamic behavior of the locomo-
tion, it is at least a promising model for a range of motions;
for instance, hopping, along with walking or running on flat
ground can be modeled as periodic tasks (Raibert 1986a;
Grizzle et al. 2001; Chevallereau et al. 2008; Seyfarth et al.
2002). Moreover, modeling walking as a periodic motion is
the primary approach in studying passive walking and nat-
ural dynamics of legged locomotion (McGeer 1990; Collins
et al. 2001; Garcia et al. 1998; Kuo 1999; Collins et al. 2005;
Goswami et al. 1996).

Periodic locomotion is primarily studied by a Poincaré
map analysis. Obtaining a periodic motion is accomplished
by a numerical search for fixed points of the Poincaré map
(a.k.a. stride function) such that the eigenvalues of the lin-
earization of the Poincaré map are within the unit circle
(McGeer 1990; Grizzle et al. 2001; Wisse et al. 2005; Geng
et al. 2006; Gregg and Righetti 2013; Dingwell and Kang
2007).
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A downside of numerical search methods is their high
computational cost because in each trial the equations of
motion have to be integrated to check if the solution returns
back to the starting point.

In contrast to numerical search methods, this paper pro-
poses a new method for obtaining periodic walking without
having to rely on any kind of offline or online search for fixed
points in the Poincaré map’s domain. Our method is based
on producing a type of symmetry in the system dynamics, so
that the resulting system, which is called a symmetric hybrid
system (SHS), possesses an infinite number of periodic orbits
which are neutrally stable. It is then explained how by intro-
ducing asymmetries such periodic orbits can be modified to
become asymptotically stable limit cycles. In addition, by
adjusting the amount of asymmetry, different stable periodic
orbits (e.g. with different average walking speeds) can be
achieved.

The notion of symmetry presented in this paper, has been
noted in Raibert (1986b) and Altendorfer et al. (2004) for
planar walking. The contribution of the current paper is the
extension of the work to 3D legged locomotion while build-
ing a mathematical basis by introducing the notion of SHS, a
general analysis of the stability with symmetry method in 3D
legged locomotion, and finally, proposing a method for sta-
bilization of the neutrally stable (i.e., neither asymptotically
stable nor unstable) periodic orbits of an SHS.

While we believe that our method can be applied to fully
actuated legged robots as well as underactuated robots, in
this paper, for the numerical examples, only underactuated
bipedal robots (where the number of actuators is fewer than
the degrees of freedom of the system) have been studied.

The study of underactuated legged systems allows us to
understand how the notions of symmetry and asymmetry can
lead to self-stabilization of periodic orbits of legged systems
and, at the same time, provides a way to understand the nat-
ural dynamics of legged locomotion. In particular, the notion
of self-synchronization, whichwas first introduced in (Razavi
et al. 2015), will be defined and discussed for a general SHS.

We note that throughout this paper we assume that mod-
els of legged locomotion are hybrid. In hybrid systems the
continuous time vector field which describes the evolution of
the system change at discrete times or events (Holmes et al.
2006).

The rest of the paper is organized as follows. Section 2
introduces the 3D linear inverted pendulum (LIP) as a gate-
way to introducing the notion of SHSs. Section 3 presents the
most important results of this paper. It begins with the defin-
ition of an SHS and then presents some important properties
of such a system. In particular, the concept of a synchronized
solution of an SHS is introduced, and it is shown that an SHS
has infinitely many synchronized solutions that can become
periodic orbits. The structure of the restricted Poincarémap is
then derived, and the notion of self-synchronization is intro-

duced. Many examples of SHSs are discussed in this section.
In particular, an 8-DOF 3D biped is studied, whereby it is
shown how a set of virtual constraints can render this system
an SHS and hence lead to periodic walking. In Sect. 4 we dis-
cuss how adding asymmetries, such as energy loss at impact,
can lead to asymptotic stability of periodic orbits of an SHS.
Based on the results from the preceding sections, Sect. 5 sum-
marizes a design method for obtaining stable periodic gaits
for legged robots. Section 6 presents the concluding remarks.

2 3D linear inverted pendulum

In order to better understand the concept of an SHS (which
will be introduced in the next section), this section discusses
the 3D LIP, which is an example of an SHS. A 3DLIP is a 3D
inverted pendulum (IP), where its point mass is constrained
to move in a plane of constant height. Figure 1 shows the
schematic of a 3D LIP. A telescopic leg with an actuator
constrains the motion of the point mass M to a plane z = z0.

Notation The world coordinate frame is denoted by W .
We assume that the coordinate frame I is parallel to W , but
its origin is located at the support point (see Fig. 1).

Even though the 3D LIP equations have been already dis-
cussed in other papers [e.g., Kajita et al. (2001)], to discuss
the 3D LIP biped, its transition surface and transition map,
and the notion of alternating coordinates, we develop the
equations here; this will be found helpful when we discuss
the notion of SHS in the next section as an extension of the
3D LIP biped.

Let H denote the total angular momentum of the point
mass M about the support point. Since the support point is
stationary, the time derivative of H is equal to the moment of
external forces about the support point. Therefore, because
in the LIP (as in the IP) the only external force applied to
mass M is the gravitational force, we have

dH
dt

= M r × g,

where g is the vector of gravity and r is the position vector
of M in I . At the same time,

H = M r × ṙ.

Combining the last two equations results in

d

dt
(r × ṙ) = r × g.

Assuming a Cartesian coordinate system in I with z pointing
in the opposite direction of the gravitational field, we have
g = (0, 0,−g), where g is the gravitational acceleration.
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Fig. 1 3D LIP models

Therefore, denoting the coordinates of the position vector r
by (x, y, z), from the equation above

zẍ − x z̈ = gx, yz̈ − z ÿ = −gy, x ÿ − yẍ = 0. (1)

From this system, after applying the kinematic constraints,
the equations of motion of the IP and LIP can be derived. In
the IP x2+ y2+ z2 is constant, while in the LIP, z is assumed
to be constant. Here, we derive the equations of motion of
the 3D LIP. If we set z = z0 > 0 in the equations above, we
obtain

ẍ = ω2x, ÿ = ω2y, (2)

where ω2 = g/z0. Equation (2) describes the equations of
motion of the 3D LIP. Note that the third equation in (1)
follows from (2).

Although for the purpose of the current paper the actuator
force, f , required for reinforcing the constraint z = z0, need
not be calculated, it is worth deriving a formula to describe
this force. The actuator force (see Fig. 1) is always in the
direction of r; therefore, f = kr for some k. In our Cartesian
coordinate system, f = k(x, y, z). However, since z = z0,
we have z̈ = 0. Therefore, if fz denotes the z component of
f , from Newton’s equations of motion, fz − Mg = 0. Thus,
because fz = kz and z = z0, k = Mg

z0
. As a result,

f =
(
Mg

x

z0
, Mg

y

z0
, Mg

)
.

Note that here we assumed that the actuator can always pro-
vide the exact force above. Hence, assuming that initially
z = z0 and ż = 0, the equation z = z0 holds throughout the
motion. However, if the 3D LIP is used as a pattern gener-
ator for walking, then a controller is required to enforce the
constraint z = z0 (Kajita et al. 2001).

The 3D LIP discussed above is a monoped, which, with-
out assuming a flight phase, is incapable of providing legged
locomotion. Therefore, to produce walking, the 3D LIP
requires a swing leg to be able to switch the legs while walk-
ing. As shown in Fig. 1b, this 3D LIP biped is, in fact, the
exact same as that of the 3DLIP except for themassless swing
leg that allows to switch legs one after another, enabling it to
walk. It should be noted that, since the swing leg is massless,
similar to the 3D LIP, the 3D LIP biped has two degrees of
freedom. Below we discuss the equations of motion of the
3D LIP biped.

No matter which leg is the stance leg, the equations of
motion in the coordinate system attached to the support point
remain the same:

ẍ = ω2x, ÿ = ω2y. (3)

Since the roles of the legs will be swapped at the end of each
step, we need to define a transition map.

Transition map To derive an expression for the transition
map (also called the impact map), wemake two assumptions:

1. The legs are swapped instantaneously, with the result that
only one leg is the stance leg at a time.

2. During the switching of the legs, mass M remains in the
plane z = z0 and ż = 0.

By assumption (1) above, the force generated at the swing
leg end at the time of impact is an impulsive force. Since this
force is the only impulsive force present, the total angular
momentumof the system about the swing leg end right before
the impact and right after it is the same. Therefore,

H−
o = H+

o , (4)
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where Ho denotes the total angular momentum of mass M
at the time of impact about the swing leg end, denoted by o.
By definition of angular momentum,

H−
o = M r−

FM × ṙ−, H+
o = M(r+ × ṙ+),

where rFM = r − rF , and rF is the position vector of the
swing leg end in the coordinate frame I whose origin is at
the stance leg’s point of contact (see Fig. 1b, c). Therefore,
by Eq. (4)

r+ × ṙ+ = r−
FM × ṙ−.

Clearly, r+ = r−
FM , where r+ is represented in the coor-

dinate frame attached to the support point after the transition.
So, from the equation above

r−
FM × (ṙ+ − ṙ−) = 0.

Therefore, from this equation, denoting r = (x, y, z) and
rF = (xF , yF , zF ),

y−
FM

(
ż+ − ż−

) − z−FM

(
ẏ+ − ẏ−) = 0,

z−FM

(
ẋ+ − ẋ−) − x−

FM

(
ż+ − ż−

) = 0,

x−
FM

(
ẏ+ − ẏ−) − y−

FM

(
ẋ+ − ẋ−) = 0.

By assumption (2), z+ = z− = z0 and ż+ = ż− = 0.
In addition, because we assume walking takes place on flat
ground, z−F = 0. Substituting these equalities into the equa-
tions above gives us

z0(ẏ
+ − ẏ−) = 0,

−z0(ẋ
+ − ẋ−) = 0.

From these equations, since z0 �= 0, ẋ+ = ẋ−, and ẏ+ = ẏ−.
In sum, we obtain the following transition map:

x+ = x−
FM , y+ = y−

FM , ẋ+ = ẋ−, ẏ+ = ẏ−.

Next, we need to define when the transition should occur.
Transition surfaceWedefine a transition surface assuming

the following:

1. At the time of impact, zF = 0.
2. At the time of impact, the swing leg length is equal to the

stance leg length.

By assumptions (1) and (2) above,

(x−
FM )2 + (y−

FM )2 + (z0)
2 = (x−)2 + (y−)2 + (z0)

2.

Canceling z20,

(x−
FM )2 + (y−

FM )2 = (x−)2 + (y−)2.

Therefore, under assumptions (1) and (2) above, switching
occurs when (x, y, ẋ, ẏ) belongs to the following surface:

S =
{
(x, y, ẋ, ẏ)|x2 + y2 = (x−

FM )2 + (y−
FM )2

}
.

Based on the discussion above, the equations ofmotion of the
3D LIP consist of a continuous phase and a discrete phase.
In the continuous phase, the equations of motion are

ẍ = ω2x, ÿ = ω2y,

and the discrete phase starts when (x, y, ẋ, ẏ) ∈ S, and
finally the transition map is

x+ = x−
FM , y+ = y−

FM , ẋ+ = ẋ−, ẏ+ = ẏ−.

The coordinate frame used in the equations above is I , which
is attached to the support point. For later reference, we intro-
duce an alternating coordinate system where we assume that
the Cartesian coordinate system associated with I is right-
handed when the right leg is the stance leg and left-handed
when the left leg is the stance leg. In this left-handed coor-
dinate system, we assume that the y-axis is in the opposite
direction of the y-axis of the coordinate system associated
with the world frame. In this alternating coordinate system,
the equations of the continuous phase remain unchanged but
the transition map becomes:

x+ = x−
FM , y+ = −y−

FM , ẋ+ = ẋ−, ẏ+ = −ẏ−. (5)

Remark 1 As we shall see later, the importance of this coor-
dinate system is that it enables us to study a certain class of
2-periodic motions as being 1-periodic. From now on, we
assume the alternating coordinate system.

The following definition is helpful when we study the
SHSs in the next section.

Definition 2 Let x0 > 0 and y0 > 0. The 3D LIP is said to
be (x0, y0)-invariant if

x−
FM = −x0 and y−

FM = −y0

at the end of each step.

From the above definition, in the (x0, y0)-invariant 3D
LIP,

x+ = −x0, y
+ = y0, ẋ+ = ẋ−, ẏ+ = −ẏ−,
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the switching surface is

S =
{
(x, y, ẋ, ẏ)|x2 + y2 = x20 + y20

}
,

and the impact occurs when (x, y, ẋ, ẏ) ∈ S.
Although here we assumed that the swing leg is mass-

less and hence did not assume any dynamics for the swing
leg, for an actual robot, as we will discuss later, to reach an
(x0, y0)-invariant gait, the swing leg controllers must drive
(xFM , yFM ) to (−x0,−y0) before the impact occurs.

3 Symmetric hybrid systems

The 3D LIP introduced in the previous section is an example
of a larger class of systems we call SHSs. This section intro-
duces the notion of an SHS and will present some of their
properties. In particular, it will be shown that an SHS can
have infinitely many periodic orbits. A form of the linearized
Poincaré map for these periodic orbits is derived. In addition,
the concept of self-synchronization for a periodic orbit of an
SHS is introduced. As a numerical example, we show that a
given biped can become an SHS when proper controllers are
used.

We beginwith some preliminary definitions and notations.
Suppose thatQ is a k-dimensional smooth manifold.Wewill
refer toQ as the configuration space. Assume that S is a co-
dimension one submanifold of T Q, the tangent bundle ofQ.
A smooth k-dimensional second order hybrid systemdenoted
by Σ = (X,�,Q,S) can be written as

⎧⎨
⎩
q̈ = Xq̇(q, q̇) (q−, q̇−) /∈ S,

q+ = �q(q−, q̇−) (q−, q̇−) ∈ S,

q̇+ = �q̇(q−, q̇−) (q−, q̇−) ∈ S,

(6)

where X = (Xq , Xq̇) is a smooth vector field on T Q, and
� = (�q ,�q̇) is a smooth reset map such that �q : S → Q
and �q̇ : S → Tq+Q, where Tq+Q is the tangent space of
Q at q+.

Figure 2 shows how a solution of a hybrid system is re-
initialized after crossing the surface S.

The 3D LIP studied in the previous section is an example
of a 2-dimensional second order hybrid system.

Definition 3 LetQ be a smooth manifold. Suppose that q =
(φ,ψ) is a local coordinate system defined on an open set
N ⊂ Q such that φ ∈ R

m and ψ ∈ R
n . The neighborhood

N is said to be a symmetric neighborhood for the coordinate
system q = (φ,ψ) if for every point with coordinates (φ,ψ)

in N , a point with coordinates (−φ,ψ) is in N as well.

Definition 4 Let Σ = (X,�,Q,S) be a smooth k-
dimensional second order hybrid system on the configuration

Fig. 2 A solution q(t) of a hybrid system, starting from the point
(q0, q̇0)

spaceQ. Suppose that q = (φ,ψ), where φ is m × 1 and ψ

is n × 1 for m ≥ 1 and n ≥ 1, is a local coordinate system
defined on a symmetric neighborhood N ⊂ Q which con-
tains a point with coordinates (0, Ψ ) such that (0, Ψ ) /∈ S.
Suppose that in this coordinate system, Xq̇ = ( f, g), where
f (φ,ψ, φ̇, ψ̇) ∈ R

m and g(φ,ψ, φ̇, ψ̇) ∈ R
n . Let q0 =

(φ0, ψ0) ∈ N such that φ0 �= 0. The hybrid systemΣ is said
to be an (m, n)-dimensional (φ0, ψ0)-invariant SHS in the
coordinate system q = (φ,ψ) if the following conditions
hold:

1. Invariance in the impact map If (q−, q̇−) ∈ S,

�q(q
−, q̇−) = (−φ0, ψ0) . (7)

2. Symmetry in the vector field f is an odd function with
respect to (φ, ψ̇), that is,

f (−φ,ψ, φ̇,−ψ̇) = − f (φ,ψ, φ̇, ψ̇), (8)

and function g is even with respect to (φ, ψ̇), that is,

g(−φ,ψ, φ̇,−ψ̇) = g(φ,ψ, φ̇, ψ̇). (9)

3. Symmetry in the impact map For every (φ̇, ψ̇) ∈
T(φ0,ψ0)Q, (φ0, ψ0, φ̇, ψ̇) ∈ S, and if (q−, q̇−) =
(φ0, ψ0, φ̇

−, ψ̇−) ∈ S, then

�q̇(q
−, q̇−) = (φ̇−,−ψ̇−). (10)

In the above definition, the local coordinate system
(φ,ψ) is said to be a symmetric coordinate system for
( f, g,�,Q,S). If f and g satisfy the odd-even symme-
tries above, then the continuous system ( f, g,Q) is said
to be an (m, n)-dimensional symmetric system.

In an SHS, the equations of motion in the coordinate sys-
tem q = (φ,ψ) in the continuous phase can be written in
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Fig. 3 3D linear inverted pendulum in an (x0, y0)-invariant gait

the form

φ̈ = f (φ,ψ, φ̇, ψ̇),

ψ̈ = g(φ,ψ, φ̇, ψ̇).
(11)

Example 5 (3D LIP) From the results of Section I, the
(x0, y0)-invariant 3D LIP is an (x0, y0)-invariant SHS in the
coordinate system q = (x, y) , m = 1, n = 1,

f (x, y, ẋ, ẏ) = ω2x, g(x, y, ẋ, ẏ) = ω2y,

and

�q(x, y, ẋ, ẏ) = (−x0, y0), �q̇(x, y, ẋ, ẏ) = (ẋ,−ẏ).

From Definition 4, in a (φ0, ψ0)-invariant SHS at the begin-
ning of each step, (φ,ψ) = (−φ0, ψ0). For the 3D LIP, this
means that the biped takes constant swing leg end to hip steps
(see Fig. 3). By the definition above, in a (φ0, ψ0)-invariant
SHS, if (φ−, ψ−, φ̇−, ψ̇−) = (φ0, ψ0, φ̇

−, ψ̇−), then

φ+ = −φ0, ψ
+ = −ψ−, φ̇+ = φ̇−, ψ̇+ = −ψ̇−.

Proposition 6 Let Σ = ( f, g,�,Q,S) be a (φ0, ψ0)-
invariant SHS in a local coordinate system (φ,ψ) defined
on a symmetric neighborhood N ⊂ Q. Suppose that (φ̄, ψ̄)

is another coordinate system defined on N such that

φ̄(−φ,ψ) = −φ̄(φ, ψ), ψ̄(−φ,ψ) = ψ̄(φ, ψ).

Then (φ̄, ψ̄) is a symmetric coordinate system for Σ ,
which is also a (φ̄0, ψ̄0)-invariant SHS, where

φ̄0 = φ̄(φ0, ψ0), ψ̄0 = ψ̄(φ0, ψ0).

The proof is straightforward. It immediately follows from the
above proposition that if ( f, g,Q) is symmetric in (φ,ψ),
it is also symmetric in (φ̄, ψ̄). The coordinates (φ,ψ) and
(φ̄, ψ̄) are said to be equivalent coordinates for the SHS Σ .

-0.4 -0.2 0 0.2 0.4
0.2

0.3

0.4

0.5

A Synchronized Solution vs. An Asynchronized Solution

Synchronized
 Asynchronized

Fig. 4 A synchronized solution vs. an asynchronized solution of a 3D
LIP biped model

Fig. 5 A 1-periodic solution, q(t), of a hybrid system

Definition 7 Suppose that Σ is an SHS in the local coordi-
nate system (φ,ψ). A solution (φ(t), ψ(t)) of Σ defined on
an open neighborhood I ⊂ R is said to be synchronized if

1. ∃tm ∈ I such that φ(tm) = 0.
2. For any t̄ ∈ I such that φ(t̄) = 0, ψ̇(t̄) = 0.

Figure 4 shows a synchronized solution of a 3D LIP model.
Time tm corresponds to the mid-step, where x = 0.

The importance of the synchronized solutions is that they
can be periodic orbits.

Definition 8 Asolution q(t) of a hybrid system ( f, g,�,Q,

S) is said to be 1-periodic with period T > 0 if there exists
t0 ∈ R such that (q−(t0), q̇−(t0)) ∈ S, (q−(t0+T ), q̇−(t0+
T )) ∈ S, q(t) /∈ S for t ∈ (t0, t0 + T ) and q(t + T ) = q(t)
for every t ∈ R.

Figure 5 shows a 1-periodic solution of a hybrid system.
The next proposition presents the main property of an SHS,
which will frequently be used in this paper.

Proposition 9 An SHS with symmetric coordinate system
q = (φ,ψ) has infinitely many synchronized solutions
(φ(t), ψ(t)) for which φ(t) is odd and ψ(t) is even, where
t = 0 corresponds to the mid-step.

Proof Let Σ = ( f, g,�,Q,S) be an SHS. By Definition 4,
there exists an open set O ⊂ Q that includes a point (0, Ψ ),
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Fig. 6 3D inverted pendulum biped with massless legs

andO∩S = ∅. Therefore, for anyΨ0 for which (0, Ψ0) ∈ O
and for any Φ̇0, there exists a solution (φ(t), ψ(t)) such that

φ(0) = 0, φ̇(0) = Φ̇0, ψ(0) = Ψ0, ψ̇(0) = 0.

This solution is synchronized because φ and ψ̇ are simulta-
neously zero. Define φ̂(t) = −φ(−t) and ψ̂(t) = ψ(−t).
From the odd-even symmetry properties of ( f, g), it can be
easily checked that φ̂(t) and ψ̂(t) satisfy the same initial
value problem as (φ(t), ψ(t)). Since the solution to such an
initial value problem is unique, we conclude that φ̂(t) = φ(t)
and ψ̂(t) = ψ(t). Thus, by definition of φ̂(t) and ψ̂(t),

− φ(−t) = φ(t), ψ(−t) = ψ(t), (12)

which proves that φ(t) is an odd function andψ(t) is an even
function. 
�

In the above proposition, it was assumed that φ(0) = 0;
however, in general, if (φ(t), ψ(t)) is a synchronized solution
such that φ(tm) = 0, then φ(t + tm) is an odd function and
ψ(t + tm) is an even function.

Following are some examples that fall into the category
of SHSs.

Example 10 (3D inverted pendulum biped) In this example,
we develop the equations of motion of the 3D IP biped with
massless legs similar to the 3DLIP biped discussed in Sect. 2.
Let W and I be coordinate frames defined in Sect. 2. In
the Cartesian coordinate system associated with I , the mass
position is denoted by (x, y, z). The equations of motion of
this mass are given in Eq. (1), that is,

zẍ − x z̈ = gx, yz̈ − z ÿ = −gy, x ÿ − yẍ = 0. (13)

Let L denote the length of the 3D IP leg (see Fig. 6). We
have x2 + y2 + z2 = L2, which after being differentiated
results in

x ẍ + y ÿ + zz̈ + 2K = 0,

where K = (1/2)(ẋ2+ ẏ2+ ż2). Finding z̈ from the equation
above and substituting it back into the system of equations
(13), we obtain

z2 ẍ = − x(x ẍ + y ÿ + 2K ) + gxz,

z2 ÿ = − y(y ÿ + x ẍ + 2K ) + gyz.
(14)

From the last equation in system (13), x ÿ = yẍ . Using
this equality, Eq. (14) reduces to

ẍ = gx
z

L2 − 2K

L2 x, ÿ = gy
z

L2 − 2K

L2 y.

In the notation of Definition 4,

f (x, y, ẋ, ẏ) = gx
z

L2 − 2K

L2 x,

g(x, y, ẋ, ẏ) = gy
z

L2 − 2K

L2 y.

This system is clearly a (1, 1)-dimensional symmetric system
in the coordinate system (x, y) on an open subset Q of R2.
Similar to the 3D LIP biped introduced in Sect. 2, we can
study the 3D IP biped. To this end, we can find the impact
map from the conservation of angular momentum about the
impact point. Although, the real impact mapwill not give rise
to an SHS, as we shall see later in this paper, by defining a
hypothetical impactmap, we canmake the 3D IP an SHS. For
example, if � = (�q ,�q̇) with �q(x−, y−) = (−x0, y0)
and �q̇ defined as

�q̇(x
−, y−, ẋ−, ẏ−) = (ẋ−,−ẏ−), (15)

with the switching surface

S =
{
(x, y, ẋ, ẏ)|x2 + y2 = x20 + y20

}
,

then ( f, g,�,Q,S) becomes an (x0, y0)-invariant SHS,
which we will refer to as an SHS ally of the 3D IP biped.

Example 11 In this example, we present an abstract example
of an SHS that does not necessarily have a physical counter-
part.

ẍ =10x + (tan(x) − sin(x))K + xey + xeẋ + y ẏ,

ÿ =10y2 + ex
2 + x ẏ,

(16)

with K = ẋ2 + ẏ2. It immediately follows that this system
is symmetric (i.e., odd-even conditions of Definition 4 are
satisfied). If we define the impact map as in Definition 4, it
becomes an SHS. Figure 7 shows some of the synchronized
solutions of this system, where the impact map is assumed
to be trivial (i.e., the impact map of the 3D LIP).
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Multiple Synchronized Solutions of the 3D LIP

Fig. 7 Three synchronized solutions of system (16). In this simulation
x0 = 0.3, y0 = 0.35. The dotted line is part of the circle x2 + y2 =
x20 + y20

Corollary 12 Let (φ(t), ψ(t)) be a synchronized solution
of a (φ0, ψ0)-invariant SHS ( f, g,�,Q,S) defined on an
interval [0, 2tm] for some tm > 0 such that (φ(0), ψ(0)) =
(−φ0, ψ0) and φ(tm) = 0. If (φ(t), ψ(t)) /∈ S for t ∈
(0, 2tm), then the solution (φ(t), ψ(t)) is 1-periodic with
period T = 2tm.

Proof Let (φ̇(0), ψ̇(0)) = (φ̇0, ψ̇0). By Proposition 9, φ(t+
tm) is an odd function and ψ(t + tm) is an even function.
Therefore,

φ(2tm) = −φ(0) = φ0, φ̇(2tm) = φ̇(0) = φ̇0,

ψ(2tm) = ψ(0) = ψ0, ψ̇(2tm) = −ψ̇(0) = −ψ̇0.

Thus, since φ(2tm) = φ0 and ψ(2tm) = ψ0, by the third
condition in Definition 4, the solution crosses the switch-
ing surface S at t = 2tm . Hence, since φ̇(2tm) = φ̇0 and
ψ̇(2tm) = −ψ̇0, by Eq. (10), at the beginning of the next
step φ̇ = φ̇0 and ψ̇ = ψ̇0. That is, the velocities at the begin-
ning of the next step are the same as those of the current step.
Therefore, (φ(t), ψ(t)) is 1-periodic. 
�

Raibert (1986b) has noted similar symmetry conditions
for planar legged robots. Assuming certain odd-even condi-
tions for the motor torques in a planar monoped, he shows
that the motion of the biped will be in steady state (i.e., peri-
odic). The present work extends this previous work in the
following ways: 1) Extension to 3D legged locomotion; 2)
Building a rigorousmathematical theory based on this notion
of symmetry; 3) Discussion of the problem of stability, where
the notion of self-synchronization is introduced; and 4) Pre-
senting a design method based on symmetry and asymmetry
to obtain asymptotically stable limit cycles for legged robots.

Figure 8 shows how synchronized solutions of the 3D LIP
lead to periodic motions.

Thus far we have shown that an SHS has an infinite num-
ber of synchronized solutions. However, for a general SHS,
we do not know whether these synchronized solutions will
cross the impact surface. In general, wewould like to know, if
the system starts from a fixed configuration (−φ0, ψ0), what
the initial velocities (φ̇0, ψ̇0) should be so that the solution

0 0.5 1 1.5 2

0.2

0.4

0.6

COM Locus on a Synchronized Solution

 Left
 Right

Fig. 8 Foot-print of the point mass, M , of the (x0, y0)-invariant 3D
LIP in the x − y plane for a synchronized solution. In this graph, for
demonstration, the left leg and right leg stance phases are distinguished
by a solid line and a dotted line, respectively

is synchronized. These synchronized solutions are of inter-
est because they lead to periodic orbits. Below we determine
such synchronized solutions for the 3D LIP and then gener-
alize the discussion for an SHS.

Example 13 (3D LIP) The equations of motion of the 3D
LIP are

ẍ = ω2x, ÿ = ω2y. (17)

With the initial conditions

x(0) = −x0, y(0) = y0, ẋ(0) = ẋ0, ẏ(0) = ẏ0, (18)

the solution of system (17) is

x(t) = −x0 cosh(ωt) + ẋ0
ω

sinh(ωt), (19)

y(t) = y0 cosh(ωt) + ẏ0
ω

sinh(ωt). (20)

We want to find (ẋ0, ẏ0) such that the solution that starts
from (−x0, y0) is synchronized. Therefore, if we set the
derivative of the second equation above to zero, we find the
time, ty , that it takes for ẏ to become zero:

tanh(ωty) = − ẏ0
y0ω

. (21)

Similarly, from Eq. (19), the time tx at which x = 0 is found
from the following equation:

tanh(ωtx ) = x0ω

ẋ0
. (22)

According to the definition of synchronization, synchroniza-
tion occurs if tx = ty . Therefore, from Eqs. (21) and (22),
the motion of the 3D LIP in this step is synchronized if and
only if

ẋ0 ẏ0 + ω2x0y0 = 0.
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Thus, if we define L : T(−x0,y0)Q → R by

L(ẋ0, ẏ0) = ẋ0 ẏ0 + ω2x0y0, (23)

the solution starting from (−x0, y0) with initial velocity
(ẋ0, ẏ0) is synchronized if L(ẋ0, ẏ0) = 0.

Function L defined in Eq. (23) is called the synchro-
nization measure of the (x0, y0)-invariant 3D LIP. In fact,
L(ẋ0, ẏ0) = 0 defines a one-dimensional submanifold,K, of
T(−x0,y0)Q. Any solution starting from this submanifold is
synchronized and leads to periodic motion.

By Proposition 32 in Appendix 1, for a general (φ0, ψ0)-
invariant SHS, under some conditions, there exists a function
L : T(−φ0,ψ0)Q → R

m+n−1 with rank m + n − 1 such that
if L(φ̇0, ψ̇0) = 0, then the solution starting from (−φ0, ψ0)

with initial velocity (φ̇0, ψ̇0) is synchronized. Function L is
called the synchronization measure of the (φ0, ψ0)-invariant
SHS. If

K = {
(q, q̇) ∈ T(−φ0,ψ0)Q|L(q̇) = 0

}
,

then K is a one-dimensional submanifold of T(−φ0,ψ0)Q and
is called the synchronization submanifold of the SHS at
(−φ0, ψ0). Any solution starting from the synchronization
manifold is synchronized. Since K is an embedded subman-
ifold of T(−φ0,ψ0)Q, we can define a local coordinate system
(L , K ) such that (0, K ) is a local coordinate system on K.
In the rest of this paper, we assume that such a coordinate
system exists.

Corresponding to an (m, n)-dimensional (φ0, ψ0)-inva-
riant SHS, there exists an (m + n)-dimensional restricted
Poincaré map P : T(−φ0,ψ0)Q → T(−φ0,ψ0)Q that maps
(φ̇, ψ̇) at the beginning of a step to its value at the begin-
ning of the next step. In the coordinate system (L , K ), P is
denoted by (PL , PK ).

If L = 0, the solution is synchronized; therefore, in the
coordinate system (L , K ), P has fixed points of the form
(0, K ∗) for some K ∗ ∈ R. In the following proposition, a
general form for the Jacobian of P at (0, K ∗) is derived.

Proposition 14 Let P : T(−φ0,ψ0)Q → T(−φ0,ψ0)Q denote
the restricted Poincaré map corresponding to a (φ0, ψ0)−
invariant SHS. Let (0, K ∗) be a fixed point of P. In the coor-
dinate system (L , K ) of T(−φ0,ψ0)Q, we have

DP(0, K ∗) =
(

∂PL
∂L

(0, K ∗) 0

 1

)
. (24)

Proof If k = m + n,

DP1:k−1,k(0, K
∗)= ∂PL

∂K
(0, K ∗)

= limδK0→0
PL(0, K ∗+δK0)−PL (0, K ∗)

δK0
.

However, for small enough δK0, when L = 0 the solution
is periodic; therefore,

PL(0, K ∗ + δK0) = 0, PL(0, K ∗) = 0.

From the above equation for DP1:k−1,k(0, K ∗), we have

DP1:k−1,k(0, K
∗) = 0,

as desired. Similarly,

PK (0, K ∗ + δK0) = K ∗ + δK0, PK (0, K ∗) = K ∗.

Therefore,

DPk,k(0, K
∗) = ∂PK

∂K
(0, K ∗)

= limδK0→0
PK (0, K ∗+δK0)−PK (0, K ∗)

δK0

= limδK0→0
K ∗ + δK0 − K ∗

δK0

= 1.

Thus, the last column of the matrix DP(0, K ∗) is [0, 1]T as
desired. 
�

Equation (24) shows that the Jacobian of the restricted
Poincaré map P at (0, K ∗) necessarily has an eigenvalue of
1. This result was, in fact, expected, as by Proposition 9, an
SHS has an infinite number of synchronized orbits.

Corollary 15 In the case where m = n = 1,

DP(0, K ∗) =
(

λ 0

 1

)
, (25)

where λ = ∂PL/∂L(0, K ∗). Therefore, the eigenvalues of
DP(0, K ∗) are {λ, 1}.

In general, even for 2-dimensional SHSs, we cannot find
a closed form formula for λ. However, in the 3D LIP, as
the following proposition states, we can find a closed form
formula for λ (see Razavi et al. 2015).
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3D LIP Self-Synchronization

Fig. 9 Self-synchronization of the 3DLIP for x0 = 0.2 and y0 = 0.22.
The numbers on the graph refer to the step number

Proposition 16 Suppose that a symmetric periodic orbit of
the (x0, y0)-invariant 3D LIP biped model has velocities ẋ =
ẋ0 > 0 and ẏ = ẏ0 < 0 when x = −x0. Suppose that K0

is the kinetic energy of the 3D LIP on the periodic orbit at
x = −x0 and K0 − ω2x0y0 > 0. We have

λ = −1 + 2ω2(y20 − x20 )

ω2(y20 − x20 ) + 2
√
K 2
0 − ω4x20 y

2
0

. (26)

According to Eq. (26) for the 3D LIP, |λ| < 1 if y0 > x0.
Proposition 33 in Appendix 1 generalizes this proposition

to a class of switching surfaces. In particular, it is shown that
by modifying the switching surface, |λ| can become smaller
than 1 for values of x0 and y0, where y0 is not necessarily
greater than x0.

Definition 17 The SHS is said to be self-synchronized at
K ∗ if the eigenvalues of the (m+n−1)-dimensional matrix
∂PL/∂L(0, K ∗) are within the unit circle.

Figure 9 shows a simulation of the 3D LIP, demonstrating
its self-synchronization property under an (x0, y0)-invariant
gait, where x0 = 0.2 and y0 = 0.22. In this simulation, the
initial velocities (ẋ0, ẏ0) are such that L(ẋ0, ẏ0) �= 0, but
eventually L converges to zero, and the solution approaches
a (synchronized) periodic orbit.

Remark 18 (Synchronization andKineticEnergy)For the 3D
LIP it was shown that the eigenvalues of the Poincaré map
at the fixed points (K∗, 0) are {λ, 1}, and if |λ| < 1, then the
symmetric periodic orbits are self-synchronized. This means
that the period of oscillations in the x direction eventually
matches that in the y direction, and the 3D LIP biped follows
a periodic orbit. The other eigenvalue, which is 1, corre-
sponds to neutral stability in kinetic energy. That is, if a small
perturbation is applied to the 3D LIP, it will still become syn-
chronized but will eventually follow a periodic orbit with a

-0.3 -0.2 -0.1 0 0.1 0.2
0.32

0.33

0.34

0.35

Two Synchronized Solutions of the 3D LIP

 Kinetic Energy = 2.2
 Kinetic Energy = 3.5

Fig. 10 Two synchronized solutions of the 3D LIP with two different
kinetic energies for x0 = 0.3 and y0 = 0.35. The top curve corresponds
to a higher kinetic energy

different level of kinetic energy. For instance, Fig. 10 shows
two periodic orbits of a 3D LIP with two different levels
of kinetic energy. In Sect. 4, we illustrate how judiciously
chosen asymmetries, such as loss of energy at impact in
combination with energy gain over a step, may move the
eigenvalues within the unit circle. With this approach, the
stability problem in 3D legged locomotion is viewed as syn-
chronization plus the convergence of the kinetic energy. Of
course, in 2D legged locomotion, synchronization is not an
issue.

In the next example, as an application of the notion of the
SHS in legged locomotion, we study an 8-DOF 3D biped. In
particular, controllers are found such that the zero dynamics
of the system together with a trivial impact map becomes an
SHS, thus guaranteeing the existence of an infinite number
of periodic orbits.

Example 19 (8-DOF 3D biped zero dynamics) Consider
the 3D biped described in Figs. 11 and 12. This simplified
model has 8 degrees of freedom and 6 actuators, 3 in each
leg. Consequently, this biped has 2 degrees of underactua-
tion. The COM height and mass distribution of this model
match those of ATRIAS (Ramezani et al. 2014), however,
this model has less degrees of freedom, which helps us bet-
ter explain the theory.

We denote the generalized coordinates by (q, q̇), with q =
(θr , θp, q1, q2, q3, q4, q5, q6), where (θr , θp) is the roll and
pitch angle of the torso in the inertial frame. These two angles
describe the orientation of the torso, which consists of a point
mass, in the inertial frame. The other angles are defined in
Fig. 12.

Our goal is to find periodic orbits for this biped. To this
end, controllers are found such that the zero dynamics, in the
sense of Byrnes and Isidori (1985), together with a trivial
impact map becomes a (1, 1)-dimensional (x0, y0)-invariant
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Fig. 11 8-DOF 3D biped

q6

q4q1

q3

q2q5

Fig. 12 Angle definitions. Left Sagittal Plane, Right Frontal Plane.
Knee angles q3 and q6 are assumed to be non-negative, the rest of
angles are positive in the counter clock wise direction

SHS. Once the hybrid system becomes an SHS, the existence
of an infinite number of synchronized solutions is guaran-
teed.Asdiscussed in the previous section, these synchronized
solutions can become periodic orbits if they cross the switch-
ing surface.

To make the zero dynamics a symmetric system, the out-
puts must be properly defined so that the desired symmetry
exists in the system. Compared with the 3D LIP, an odd sym-
metry in the sagittal plane and an even symmetry in the frontal
plane could make the resulting zero dynamics a symmetric
system. To this end, the torso is kept upright, the stance leg

knee angle is kept at zero, and the swing leg moves in sym-
metry with the stance leg. Therefore, the outputs that define
the zero dynamics are assumed to be

y1 =
⎛
⎝ θr

θp
q3

⎞
⎠ , y2 =

⎛
⎝q4 + q1
q5 + q2

q6

⎞
⎠ . (27)

Let us be the controllers that keep these outputs zero (Isidori
1995). Straightforward calculations show that
(q1, q2) and their first derivatives are valid coordinates for the
zero dynamics manifold. The following proposition shows
that the associated zero dynamics is a symmetric system.

Proposition 20 LetQ denote the configuration space of the
8-DOF 3D biped, and let y1 and y2 be defined as in Eq. (27).
Define

Z = {(q, q̇) ∈ T Q|y = 0, ẏ = 0},

where y = [y1; y2]. Then (q1, q2, q̇1, q̇2) can be viewed
as a coordinate system for Z under the diffeomorphism on
Z that maps (0, 0, q1, q2, 0,−q1,−q2, 0) to (q1, q2) and
(0, 0, q̇1, q̇2, 0,−q̇1,−q̇2, 0) to (q̇1, q̇2). Moreover, the zero
dynamics can be written in the form

q̈1 = f (q1, q2, q̇1, q̇2), q̈2 = g(q1, q2, q̇2, q̇2),

where f and g satisfy the odd-even properties of Definition 4
in the coordinates (q1, q2); that is, ( f, g,Q) is a symmetric
system in the coordinate system (q1, q2).

Proof See Appendix 2. 
�
Our goal is to achieve a stable periodic orbit for this 8-

DOF 3D biped by first analyzing an SHS ally of the system
and then breaking the existing symmetry by judiciously cho-
sen “asymmetries” as shall be discussed in the next section.
However, to obtain an SHS ally of the 8-DOF 3D biped, we
need to define an impact map of the form of Definition 4,
for example, similar to the one in Example 10. In particular,
we assume that, at impact, the system remains on the zero
dynamics, and

(x+, y+) = (−x0, y0), (ẋ+, ẏ+) = (ẋ−,−ẏ−) (28)

for some x0 and y0, where (x(q1, q2), y(q1, q2)) is the posi-
tion of the hip in the x − y plane, and the switching surface
is

S =
{
(q, q̇)|x2(q) + y2(q) = x20 + y20

}
. (29)

On the zero dynamics, the switching surface defined in Eq.
(29) is equivalent to S = {(q, q̇)|zF (q) = 0}, where zF is
the height of the swing leg end (Razavi et al. 2015).
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Fig. 13 8-DOF 3D biped on the zero dynamics
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8-DOF 3D Biped Self-Synchronization

Fig. 14 8-DOF periodic orbit under the (x0, y0)-invariant gait with
x0 = 0.2 and y0 = 0.21. As it is seen in this graph, this periodic orbit
is self-synchronized

One can check that the change of coordinates x =
x(q1, q2), y = y(q1, q2) satisfies the conditions of Proposi-
tion 6. Therefore, the zero dynamics of the 8-DOF 3D biped
defined in Proposition 20 with the impact map defined in Eq.
(28) is an (x0, y0)-invariant SHS.

Figure 13 shows a schematic of the biped when it is on
the zero dynamics. By Proposition 9, this zero dynamics has
infinitely many synchronized solutions, and by Corollary 12,
under the (x0, y0)-invariant gait, it has infinitely many peri-
odic orbits if these synchronized solutions cross the switching
surface. Figure 14 shows a periodic orbit of the zero dynam-
ics of the 8-DOF 3D biped. This solution corresponds to
the periodic walking of the 8-DOF 3D biped with the trivial
impact map and is self-synchronized and neutrally stable in
kinetic energy.

Remark 21 While the outputs defined above result in an
SHS, they must be modified to ensure that an (x0, y0)-
invariant gait occurs. To this end, the swing leg needs to
be positioned such that at the beginning of the next step,
x = −x0 and y = y0. This swing leg placement will be dis-
cussed in the next section,where the notion of “asymmetries”
is introduced.

4 Obtaining asymptotically stable periodic orbits
by adding asymmetry to a symmetric hybrid
system

In Sect. 3 we saw that the restricted Poincaré map in an
SHS necessarily has an eigenvalue of 1, which in the case of
legged systems corresponds to the neutral stability of kinetic
energy. This neutral stability is in part due to the structure
of the impact map in an SHS. For instance, in the 3D IP
or the 8-DOF 3D biped, we assumed a hypothetical trivial
impact map by which the system becomes an SHS. In fact,
on a synchronized periodic orbit of an SHS, kinetic energy
is conserved upon impact. In practice, however, a legged
machine typically loses kinetic energy upon impact or due
to friction. Thus, to compensate for these losses, which we
call energy dissipating asymmetry, some positive energy, or
energy injecting asymmetry, needs to be added to the system.
In the following definition, these asymmetries are modeled
as perturbations to an SHS.

Definition 22 LetΣε = (Xε, Q,�ε,S) be a class of second
order hybrid systems systems indexed by ε ∈ O ⊂ R

k such
that Σs := Σ0 is a q0-invariant SHS for q0 ∈ Q, and O is
an open set containing ε = 0. Then Σε is said to be a q0-
invariant Perturbed Symmetric Hybrid System (PSHS) with
perturbation ε.

We assume that Σε is smooth, that is, Xε(x) = X (ε, x)
and �ε(x) = �(ε, x) for some smooth functions X and �.

Below we present three examples to show how adding
asymmetries, which according to the above definition are
quantified by ε, can turn infinitely many periodic orbits
of an SHS into an isolated limit cycle. If the asymmetries
are appropriately introduced, for each set of asymmetries
there is a stable limit cycle. Therefore, we end up having a
family of stable limit cycles, which can be classified based
on the amount of asymmetry. Moreover, by changing the
asymmetries (for instance, the average pitch angle) during
walking, the legged system canmove from one periodic orbit
to another. The effect of introducing asymmetries to symmet-
ric walking gaits for a spring-leg biped is studied in Merker
et al. (2011) and Merker et al. (2015), and it is shown that an
appropriate choice of asymmetries can result in stability.
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4.1 Planar examples

Definition 4 can bemodified to include the casewhere n = 0,
that is, the case in which the manifold Q is m-dimensional
and q = φ is a coordinate system on Q, where φ is m × 1.
Such an SHS is said to be (m, 0)-dimensional in which case,
clearly, the synchronization is not relevant; however, one can
easily check that with obvious modifications, Proposition 9,
Corollary 12 and Proposition 14 hold true.

Example 23 (2D LIP with External Force) For the first
example, we discuss a 2D LIP biped. The 2D LIP biped is
a (1, 0)-dimensional SHS. In a 2D LIP, the synchronization
measure L is always 0 simply because the problem is planar
(thus, synchronization is not an issue). However, we can still
apply the results discussed in Sect. 3 because all the argu-
ments hold true for a (1, 0)-dimensional system as well. The
equations of motion of an x0-invariant 2D LIP are

ẍ = ω2x,

where ω2 = g/M with M as the point mass, and

x+ = −x0, ẋ+ = ẋ−,

with the switching surface

S = {(x, ẋ)|x = x0},

for some x0 > 0. According to Definition 4, this is clearly
an SHS with m = 1 and n = 0. From Proposition 9, this
system possesses infinitely many synchronized 1-periodic
orbits. Thus, for these periodic orbits, according to Proposi-
tion 14, the derivative of the restricted Poincaré map is 1. We
now add energy injecting and energy dissipating asymme-
tries and investigate the stability of the periodic orbits. The
energy injecting asymmetry we add is a positive external
force applied to mass M , and the energy dissipating asym-
metry added is the kinetic energy loss at impact. We model
such asymmetries as follows. In the continuous phase,

ẍ = ω2x + c1
M

F0(x), (30)

for a constant c1 > 0 and a smooth function F0(x) > 0, and
in the discrete phase,

x+ = −x0, ẋ+ = c2 ẋ ,̄ (31)

for a constant 0 < c2 < 1 with the switching surface

S = {(x, ẋ)|x = x0}.

Then the above hybrid system is an x0-invariant PSHS with
ε = (c1, 1 − c2). Since the problem is planar, to study sta-

bility, all we need to check is whether the kinetic energy
is stable, that is, if after adding the above asymmetries, the
eigenvalue 1moves within the unit circle. If wemultiply both
sides of Eq. (30) by ẋ and integrate with respect to time from
t = 0, where x = −x0, to t = T , where x = x0, we obtain

∫ T

0
ẍ ẋdt = ω2

∫ T

0
x ẋdt +

∫ T

0

c1
M

F0(x)ẋdt.

From this equation,

∫ T

0
ẍ ẋdt = ω2

∫ x0

−x0
xdx +

∫ x0

−x0

c1
M

F0(x)dx .

Simplifying this equation results in

1

2
((ẋ−)2 − (ẋ+)2) = 0 + c1

M
W0, (32)

where

W0 =
∫ x0

−x0
F0(x)dx, (33)

and c1W0 is the work done by the external force c1F0(x) in
one step. Since by assumption F0(x) > 0, we have W0 > 0.
Moreover, from Eq. (32), we have

K−
0 − K+

0 = c1W0, (34)

where K+
0 is the kinetic energy at the beginning of the step

and K−
0 is the kinetic energy at the end of the step. From Eq.

(31), if K+
1 is the kinetic energy at the beginning of the next

step, we have

K+
1 = c22K

−
0 . (35)

Combining this equation with Eq. (34),

K+
1 = c22K

+
0 + c22c1W0. (36)

This equation is, in fact, the equation for the Poincaré map in
terms of kinetic energy. If we set K+

1 = K+
0 , for c = (c1, c2)

we find the unique fixed point K ∗
c of the Poincaré map of the

PSHS:

K ∗
c = c22c1W0

1 − c22
. (37)

From Eq. (36), the eigenvalue of the linearized Poincaré map
isλ = c22,which is clearly in the unit circle, since 0 < c2 < 1.

In the above example, before adding asymmetries, the
Poincaré map has infinitely many fixed points that are neu-
trally stable; whereas after adding appropriate asymmetries,
the system has one single asymptotically stable limit cycle.
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In fact, based on Eq. (37), each value of c1 and c2 results in
a different limit cycle. That is, we obtain a family of stable
limit cycles that can be indexed by (c1, c2).

We note that a general criterion for stability of hybrid
systems with one degree of underactuation is given in
(Chevallereau et al. 2003), which for this example will yield
the same results as above.

It is immediate to generalize the above example to the
following proposition.

Proposition 24 Consider the PSHS

ẍ = fs(x) + c1F(x),

where F(x) is a smooth function, fs(x) is a smooth odd
function, and c1 > 0, with the impact map

x+ = −x0, ẋ+ = c2 ẋ
−,

and the switching surface

S = {(x, ẋ)|x = x0},

where 0 < c2 < 1. Let W0 = ∫ x0
−x0

F(x)dx and define K =
(1/2)ẋ2. If W0 > 0, then the system has an asymptotically
stable periodic orbit such that

K ∗ = c22c1W0

1 − c22

is a fixed point of the Poincaré map and

λ = c22 (38)

is its derivative at K ∗.

Example 25 (2D inverted pendulum on slope) Another
example in 2D that illustrates the introduction of asymme-
tries to an SHS is the IP biped on a slope, as described in
Fig. 15. If we assume that the slope is zero and the impact
map is trivial, that is, θ̇+ = θ̇−, the system is an SHS and has
infinitely many periodic orbits with neutrally stable kinetic
energy. With slope α > 0, which is acting as a perturbation
to this SHS, the equation of motion in the continuous phase
is

θ̈ = ω2 cos(α) sin(θ) + ω2 sin(α) cos(θ),

where ω2 = g/ l. Using the conservation of angular momen-
tum at impact, the impact map is found to be

θ̇+ = cos(2θ0)θ̇
−, (39)

O

θ

Fig. 15 Simple Planar Biped on Slope. The time that center of mass
spends before the support point (i.e., the deceleration period) is less
than the time it spends after the support point (i.e., acceleration period)

where −θ0 is the initial value of θ in each step. The step
length will then be d = 2l sin(θ0). Using the terminology of
Proposition 24, fs(θ) = ω2 cos(α) sin(θ), F(θ) = cos(θ),
c1 = ω2 sin(α) and c2 = cos(2θ0). Therefore, the PSHS is
described by the following equations:

θ̈ = fs(θ) + c1F(θ), (40)

where fs is an odd function of θ , and

θ+ = −θ0, θ̇+ = c2θ̇
−. (41)

Define

W0 =
∫ θ0

−θ0

fa(θ)dθ

= ω2 sin(α)

∫ θ0

−θ0

cos(θ)dθ

= 2ω2 sin(α) sin(θ0). (42)

From Proposition 24, the fixed point of the Poincaré map in
terms of K = (1/2)θ̇2 is

K ∗ = 2ω2 cos2(2θ0) sin(θ0) sin(α)

1 − cos2(2θ0)
, (43)

and the derivative of the Poincaré map at this point is λ =
cos2(2θ0), which has an absolute value of less than one for
0 < θ0 < π/4; hence, the periodic orbit is stable.

We note that in contrast to the passive compass gait mod-
els such as Garcia et al. (1998) and Goswami et al. (1997),
we assume that the initial configuration of the biped at the
beginning of each step is fixed. This condition in an actual
biped can be achieved by swing leg control.

4.2 3D examples

In this subsection we present three examples of 3D legged
locomotion and will show how adding asymmetries could
affect the solutions of the corresponding SHSs. In the first
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two examples, to simplify the analysis, we have considered
simple impact maps, whereas in the final example, which
studies the 8-DOF 3D biped, the actual impact map is used.

Example 26 (3D LIP with External Force) Consider the
(x0, y0)-invariant 3D LIP biped with a constant positive
external force F0 > 0 in the x-direction. The equations of
motion are

ẍ = ω2x + F0, ÿ = ω2y, (44)

with the impact map

x+ = −x0, y
+ = y0, ẋ+ = c1 ẋ

−, ẏ+ = −c2 ẏ
−, (45)

for 0 < c1 < 1 and 0 < c2 < 1. Also, the switching surface
is assumed to be

S =
{
(x, y, ẋ, ẏ)|x2 + y2 = x20 + y20

}
. (46)

for x0 > 0 and y0 > 0. Clearly, this is a PSHS with
ε = (F0, 1−c1, 1−c2); that is, if ε = 0, the system becomes
an SHS. To study the existence and stability of the periodic
orbits of this PSHS, we find the fixed points of the restricted
Poincaré map P : T(−x0,y0)Q → T(−x0,y0)Q and the eigen-
values of its Jacobian. One can check that the above system
has the following integrals:

ẋ2 − ω2x2 − 2F0x = C1,

ẏ2 − ω2y2 = C2,

ẋ ẏ − ω2xy − F0y = C3.

Let (−x0, y0, ẋ0, ẏ0) be the state at the beginning of the cur-
rent step and (x1, y1, ẋ

−
1 , ẏ−

1 ) be the state at the end of the
step. By the equations above,

ẋ20 − ω2x20 + 2F0x0 = (ẋ−
1 )2 − ω2x21 − 2F0x1,

ẏ20 − ω2y20 = (ẏ−
1 )2 − ω2y21 ,

ẋ0 ẏ0 + ω2x0y0 − F0y0 = ẋ−
1 ẏ−

1 − ω2x1y1 − F0y1.

Based on the definition of the impact map, we have ẋ+
1 =

c1 ẋ
−
1 and ẏ+

1 = −c2 ẏ
−
1 . If we substitute these into the equa-

tions above, then

ẋ20 − ω2x20 + 2F0x0 = d1(ẋ
+
1 )2 − ω2x21 − 2F0x1,

ẏ20 − ω2y20 = d2(ẏ
+
1 )2 − ω2y21 ,

ẋ0 ẏ0 + ω2x0y0 − F0y0 = d3 ẋ
+
1 ẏ+

1 − ω2x1y1 − F0y1,

where d1 = 1
c21

, d2 = 1
c22

and d3 = −1
c1c2

. Also, according to

the definition of the switching surface,

x21 + y21 = x20 + y20 . (47)

The last four equations implicitly define the restricted
Poincaré map (ẋ0, ẏ0) → (ẋ+

1 , ẏ+
1 ). Setting ẋ∗ = ẋ0 = ẋ+

1
and ẏ∗ = ẏ0 = ẏ+

1 in these equations, we can find the fixed
point, (ẋ∗, ẏ∗), of the Poincaré map. Let x∗

1 and y
∗
1 be the val-

ues of the x1 and y1 on this periodic orbit. If we linearize the
equations above around (ẋ∗, ẏ∗), we can find the Jacobian of
the restricted Poincarémap. Let (−x0, y0, ẋ∗+δ ẋ0, ẏ∗+δ ẏ0)
be the perturbed initial state and let x1 = x∗

1 + δx1, y1 =
y∗
1 + δy1 and (ẋ+

1 , ẏ+
1 ) = (ẋ∗ + δ ẋ1, ẏ∗ + δ ẏ1). From the

equations above,

2ẋ∗δ ẋ0 = 2d1 ẋ∗δ ẋ1 − (2ω2x∗
1 + 2F0)δx1,

2 ẏ∗δ ẏ0 = 2d2 ẏ∗δ ẏ1 − 2ω2y∗
1δy1,

ẏ∗δ ẋ0 + ẋ∗δ ẏ0 = d3(ẏ∗δ ẋ1 + ẋ∗δ ẏ1),
−ω2y∗

1δx1 − (ω2x∗
1 + F0)δy1,

0 = x∗
1δx1 + y∗

1δy1.

These equations implicitly define the Jacobianof thePoincaré
map. For simplicity, we write them in matrix form. Define

A =

⎛
⎜⎜⎝
2ẋ∗ 0
0 2 ẏ∗
ẏ∗ ẋ∗
0 0

⎞
⎟⎟⎠ ,

and

B =

⎛
⎜⎜⎝
2d1 ẋ∗ 0 − (

2ω2x∗
1 + 2F0

)
0

0 2d2 ẏ∗ 0 −2ω2y∗
1

d3 ẏ∗ d3 ẋ∗ −ω2y∗
1 − (

ω2x∗
1 + F0

)
0 0 x∗

1 y∗
1

⎞
⎟⎟⎠ .

Then

A

[
δ ẋ0
δ ẏ0

]
= B

⎡
⎢⎢⎣

δ ẋ1
δ ẏ1
δx1
δy1

⎤
⎥⎥⎦ .

From this equation,

⎡
⎢⎢⎣

δ ẋ1
δ ẏ1
δx1
δy1

⎤
⎥⎥⎦ = B−1A

[
δ ẋ0
δ ẏ0

]
.

The first two rows of the equation above define the linearized
Poincaré map at (ẋ∗, ẏ∗); thus, if C = B−1A, then

DP(ẋ∗, ẏ∗) =
(
C1,1 C1,2

C2,1 C2,2

)
.
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Table 1 Different Numerical
Cases of the PSHS with
ε = (F0, 1 − c1, 1 − c2)

Case F0 c1 c2

1 0.5 0.95 0.92

2 1 0.90 0.90

3 2 0.90 0.85

Table 2 The cases are defined in Table 1. λs denotes the eigenvalue of
the corresponding SHS evaluated at K ∗ = 0.5((ẋ∗)2 + (ẏ∗)2). As seen
in the table, the eigenvalue 1 of the SHS becomes smaller than 1 once
the asymmetries are added

Case L∗ K ∗ λ1 λ1s λ2 λ2s

1 0.078 2.680 0.905 1 −0.705 −0.772

2 0.117 2.522 0.810 1 −0.680 −0.757

3 0.145 5.037 0.811 1 −0.750 −0.880

These results are used below to numerically study the
(x0, y0)-invariant PSHS described in Eqs. (44) and (45) with

x0 = 0.3, y0 = 0.4, ω2 = 9.

The fixed points are found in the (L , K ) coordinates, where
L is the synchronization measure of the 3D LIP, that is, L =
ẋ ẏ+ω2x0y0 and K = (1/2)(ẋ2+ ẏ2). The fixed points of the
restricted Poincaré map are denoted by (L∗, K ∗). We know
that for the associated SHS, that is, when the perturbation is
zero, L∗ = 0; however, for the PSHS, as it can be seen in
Table 2, L∗ is nonzero, but as long as asymmetries (i.e., F0,
1 − c1 and 1 − c2) are small, L∗ remains small.

Figure 16 illustrates how the eigenvalues change with the
addition of asymmetries. From the bottom graph, one can
see how the asymmetries turn the neutrally stable periodic
orbits into asymptotically stable limit cycles. Again, we end
up with a family of limit cycles, which can be indexed by
(F0, c1, c2).

For our next example, we revisit Example 19, this time
adding asymmetries to the system.

Example 27 (8-DOF 3D Biped Zero Dynamics with
Asymmetries) In Example 19, we studied the 8-DOF 3D
biped zero dynamics under the outputs defined in Eq. (27).
We saw that if these outputs are zero, the zero dynamics
becomes anSHS, and the systemhas infinitelymany synchro-
nized solutions. Now we introduce asymmetries, including
the loss at impact, to this idealized example. To this end,
rather than zero, we drive output y1 defined in Eq. (27) to

yd1 =
⎛
⎝ 0

θdp
0

⎞
⎠ , (48)

for θdp > 0. In other words, with this output, the biped’s torso
is leaned forward by an angle θdp to produce an energy inject-
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Fig. 16 Eigenvalues of the PSHS vs. SHS when F0 = 1 and c1 =
c2 = c is changing from 0.99 to 0.85. In these graphs, for each value
of c there exists a fixed point (ẋ∗, ẏ∗) for the PSHS. At this fixed point,
the eigenvalues of the corresponding SHS is found from Eq. (26) with
K0 = (1/2)(ẋ2∗ + ẏ2∗). From the bottom graph it is clear that after
adding asymmetries the neutral stability of kinetic energy is turned into
asymptotic stability

ing asymmetry so that the COM of the biped spends more
time in front of the support point. This approach is similar to
that of the 2D biped walking downhill (see Fig. 15), where
the positive slope produces an energy injecting asymmetry.
For the swing leg motion, as in Example 19, we use scis-
sor symmetry. Thus, in sum, the following outputs must be
driven to zero:

y1 =
⎛
⎝ θr

θp
q3

⎞
⎠ , y2 =

⎛
⎝q4 + q1
q5 + q2

q6

⎞
⎠ , (49)

with yd1 defined in Eq. (48) and yd2 = [−2θdp , 0, 0]T . The
reason that yd2 is not zero as in Example 19 is that, in order
for the scissor symmetry to occur when we have nonzero
pitch angle, we should have (q4 + θp) + (q1 + θp) = 0.
For later use, we define new coordinates (q̂, ˙̂q), which are
identical to (q, q̇) except for q̂1 and q̂4, which are defined as
follows:

q̂1 = q1 + θp, q̂4 = q4 + θp.

In this coordinate system, we update y1 and y2 as follows:

y1 =
⎛
⎝ θ̂r

θ̂p
q̂3

⎞
⎠ , y2 =

⎛
⎝ q̂4 + q̂1
q̂5 + q̂2

q̂6

⎞
⎠ . (50)

Then the desired outputs are yd1 = [0, θdp , 0]T and yd2 =
[0, 0, 0]. We can write the output y := [y1; y2] in the form

y = A q̂,
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where A is a 6 × 8 matrix such that A(1, 1) = A(2, 2) =
A(3, 5) = A(4, 3) = A(4, 6) = A(5, 4) = A(5, 7) =
A(8, 8) = 1, and all other elements of A are zero. Since
the equations of motion in the continuous phase are in the
form

M(q̂) ¨̂q + H(q̂, ˙̂q) = Bu, (51)

using the zero dynamics method,

u = (AM−1B)−1(AM−1H − Kd ẏ − Kp(y − yd)). (52)

Define

us = (AM−1B)−1(AM−1H − Kd ẏ − Kpy), (53)

and

ua = (AM−1B)−1(Kpyd). (54)

Clearly, u = us + ua . Then Zs = {(q, q̇)|y = 0, ẏ = 0} is
the zero dynamics manifold of the system

M(q̂) ¨̂q + H(q̂, ˙̂q) = Bus, (55)

and Za = {(q, q̇)|y = yd , ẏ = 0} is the zero dynamics
manifold of

M(q̂) ¨̂q + H(q̂, ˙̂q) = B(us + ua), (56)

In Sect. 3 we saw that the zero dynamics of the 8-DOF 3D
biped on Zs with the impact map defined in Eq. (28) is an
SHS. From the definition of ua , the zero dynamics on Za

is an SHS if θdp = 0. Now we study how having a θdp > 0
and adding impact loss could affect the periodic orbits of
the corresponding SHS. To initially illustrate mathematically
how asymmetries may result in stability, a simplified (non-
physical) impact map is used that results both in energy loss
and in hybrid invariance of the zero dynamics manifold, that
is, points on the switching surface are mapped back to the
zero dynamics manifold by the impact map. A physically
correct impact map is considered in Example 28.

Therefore, in the current example we need an impact map
of the form

( ˙̂q+
1˙̂q+
2

)
= A(q̂1, q̂2)

( ˙̂q−
1˙̂q−
2

)
,

such that

‖A(q̂1, q̂2)‖ < k < 1, (57)
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Fig. 17 The top figure shows hip position in the x direction vs y direc-
tion. The SHS has infinitely many periodic orbits, five of which are
graphed here. However, as seen in this figure, the PSHS, with θdp = 0.2
and c1 = c2 = 0.95, has one single limit cycle. The bottom figures
shows the kinetic energies associated with these periodic orbits. All
five kinetic energies converge to a unique kinetic energy, which is the
kinetic energy of the limit cycle of the PSHS

for some k > 0. The map that we use here is

A(q̂1, q̂2) =
(
c1 0
0 −c2

)
,

for 0 < c1 < 1 and 0 < c2 < 1, which clearly satisfies
(57). The switching surface is that of Eq. (29). With these
assumptions, the zero dynamics togetherwith the impactmap
defined above is a PSHS with ε = (θdp , 1 − c1, 1 − c2).

Figure 17 shows the simulation results of the 8-DOF 3D
bipedwith the above asymmetries. In the top graph of Fig. 17,
five periodic orbits of the SHS (out of its infinitelymany peri-
odic orbits) are shown. These five graphs have five different
levels of kinetic energy, which are sketched in the bottom
figure. As the top graph shows under the specific (x0, y0)-
invariant gait used, the PSHS has only one periodic orbit,
which is in fact a stable limit cycle. Unlike the SHS, in the
PSHS, the kinetic energy is asymptotically stable, and the
zero dynamics possesses an asymptotically stable limit cycle.

It should be noted that in this example, it was assumed
that the system remains on the zero dynamics all the time. In
practice, however, this assumption may not hold. Moreover,
here it was assumed that at the beginning of the step x =
−x0 and y = y0. However, this assumption depends on how
accurate the swing leg placement is. In the next example,
we study the 8-DOF 3D biped, relaxing all these simplifying
assumptions.

Example 28 (8-DOF 3D Full Model) The equations of
motion in the continuous phase are derived as discussed
earlier. For the impact map in this example, rather than
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using simple models, we use the actual impact map using
the methodology of (Hurmuzlu and Marghitu 1994), which
for legged robots is illustrated in (Westervelt et al. 2007,
Chap. 3). Under this impact map,

q̇+ = A(q)q̇−,

for some matrix A(q) with the switching surface

S = {(q, q̇)|zF (q) = 0},

where zF is the height of the swing leg end. For the posture
control we choose the same output as that in Example 27:

y1 =
⎛
⎝ θr

θp
q3

⎞
⎠ , yd1 =

⎛
⎝ 0

θdp
0

⎞
⎠ .

In Example 27, we used scissor symmetry for the swing leg
motion. However, since the conditions x = −x0 and y = y0
must hold at the beginning of each step, we cannot use scissor
symmetry during the entire step. Therefore, as it follows, the
swing leg is controlled differently. Let (xF , yF , zF ) denote
the position of the swing leg end and (x, y, z) denote the
position of the hip. Define xFH = x−xF and yFH = y−yF .
If tI is the time of impact, we should have

xFH (tI ) = −x0, yFH (tI ) = −y0.

We note that these two conditions are similar to those in the
definition of the (x0, y0)-invariant 3D LIP model in Section
I. To satisfy the above two conditions, one can choose from
many different outputs; however, here we use perhaps the
simplest output as defined below:

y2 =
⎛
⎝ xFH + x0

yFH + y0
q6 − qd6

⎞
⎠ , (58)

where qd6 is the desired swing knee angle. The desired output,
yd2 , is [0, 0, 0]T and ẏd2 = k(y2 − yd2 ) for some k > 0;
that is, the controllers are found to drive y2 to yd2 at a rate
ẏd2 = k(y2 − yd2 ). With this choice of outputs, the farther
y2 is from its desired value, the faster it moves to reach the
desired value.

To prevent the swing leg from scuffing the ground, qd6 is
set to be greater than zero in the first half of the step and set
to zero in the second half.

Figure 18 shows the simulation results for the full model
of the 8-DOF 3D biped for which the existence of an asymp-
totically stable periodic orbit is verified numerically.
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Fig. 18 The top figure shows the hip position (x, y) for the SHS and
PSHS. The SHS has infinitely many periodic orbits, five of which are
graphed here. However, as seen in this figure, the PSHS has one single
limit cycle. The bottom figure shows the kinetic energies associated
with these periodic orbits at the beginning of each step. In the PSHS, all
five solutions with different initial kinetic energies eventually converge
to a limit cycle with a unique kinetic energy
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Fig. 19 This graph shows the COM position, (rGx , rGy ), for the 8-
DOF full model versus the SHS. The SHS COM is symmetric while
that of the 8-DOF fullmodel (i.e, the PSHS) is asymmetricwith r̄Gx > 0

Remark 29 To improve stability in kinetic energy, we can
add the following event-based controller:

x0 = xshs0 + k(K − K0), (59)

where xshs0 is the x0 used in the corresponding SHS, K is
the kinetic energy at the beginning of the step, and K0 is
a constant value. A numerical analysis shows that that this
controller improves the stability of the kinetic energy and
enlarges the basin of attraction of the limit cycle.

Remark 30 In Fig. 19, the COM curves of the SHS and the
PSHS (i.e, biped’s full model) are graphed. From this figure,
the COM footprint in the SHS is symmetric while that of the
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8-DOF 3D biped after adding asymmetries is skewed to the
right. In other words, the COM of the PSHS spends more
time in front of the support point. This asymmetry produces
an overall positive acceleration in the continuous phase of
the motion. In particular, in this numerical example, for the
8-DOF 3D SHS r̄Gx = 0, and for the full model r̄Gx = 0.01.

5 A design process for obtaining stable gaits for
legged robots

In the previous sections, we discussed how by selecting
appropriate outputs, the zero dynamics of a bipedal robot
can become an SHS, and how by adding asymmetries, stable
periodic walking can be achieved. In this section, we summa-
rize this process for achieving stable periodic walking, given
a legged system. The process includes three steps.

(i) Find a set of outputs that can make the zero dynamics
of the system symmetric.

(ii) Study the zero dynamics of the system (i.e., the obtained
symmetric system) assuming an impact map of the form
of Definition 4, that is, an impact map that makes the
symmetric zero dynamics an SHS.

(iii) Add asymmetries (could be done step by step). The
asymmetries include a set of positive asymmetries and
a set of negative asymmetries. Positive asymmetries are
those that result in feeding energy to the system, for
example, by leaning the torso forward or by ankle push-
off for robots with actuated feet. In contrast, negative
asymmetries can include losses due to impact or fric-
tion. In a point-foot legged robot, the design parameters
for achieving stability of the periodic orbit of the PSHS
(i.e., the biped with asymmetries) include θdp and step
lengths (x0, y0), by which the amount of energy gain
and loss can be adjusted.

One advantage of this process is that while the given robot
might be very complex, the SHS corresponding to the robot,
where the existence of synchronized solutions that could lead
to periodic walking is guaranteed, is typically much easier to
study.

Remark 31 We note that in our design process, unlike Griz-
zle et al. (2008), Chevallereau et al. (2009) and Hamed et al.
(2014), we do not perform any offline or online search for
periodic orbits. Instead, by defining proper outputs, we first
study an SHS ally of the given legged system. This SHS
necessarily has infinitely many synchronized periodic orbits.
Then, once the asymmetries are introduced, all these periodic
orbits can turn into one stable limit cycle. In other words, the
resulting limit cycle is the “natural selection” of the system.
Moreover, adjusting the asymmetries (for instance, choosing

a different desired pitch angle, θdp , or x0 and y0) will pro-
duce many limit cycles of the legged system, which could
correspond to different walking speeds or levels of energy
efficiency. This feature of having multiple stable limit cycles
can be exploited as a way to adjust the walking speed.

Finally, we remark that this approach is not limited to a
specific legged robot. For instance, this design method has
been successfully tested on different scales of a 9-DOF 3D
biped, a simplifiedmodel of ATRIAS (Ramezani et al. 2014).

6 Conclusion and future work

In this paper we present a method for obtaining stable peri-
odic orbits for legged robotsmodeled as hybrid systems. This
method is based on the notion of a SHS, also introduced in
this paper. An SHS possesses certain odd-even symmetries, a
notion that is a generalization of the work of Raibert (1986a)
to 3D legged locomotion.

It is shown that an SHS has an infinite number of syn-
chronized solutions that become periodic orbits if they cross
the switching surface. For these periodic orbits, the notion
of self-synchronization is defined, and a form for the Jaco-
bian of the restricted Poincaré map is derived. At any of the
synchronized periodic orbits, this Jacobian necessarily has
an eigenvalue of 1.

Given a legged robot, to generate stable periodic walking,
we define outputs such that the zero dynamics together with
a trivial impact map turn into an SHS with infinitely many
periodic orbits. It is shown that these periodic orbits can be
self-synchronized; however, in terms of kinetic energy they
are neutrally stable.

The idealized model of the legged robot (i.e., the sym-
metric zero dynamics) enables us to define, for 3D legged
locomotion, the notion of self-synchronization, whichmeans
that the periods of oscillation in the sagittal and frontal plane
eventually tend to a common period. This notion, first intro-
duced for the 3D LIP in an earlier paper (Razavi et al. 2015),
is generalized to an SHS.

While the idealizedmodels of legged robots give us insight
into how symmetry could lead to neutrally stable steady state
walking, they must be modified to obtain asymptotically
stable periodic orbits. To this end, the notion of introduc-
ing asymmetries to an SHS is discussed. The asymmetries
include the energy gains and losses in the continuous and dis-
crete phases of motion. Through several examples, we show
that the proper choice of asymmetries could turn the syn-
chronized solutions of the SHS into a stable limit cycle. This
process suggests that the stability problem in 3D legged loco-
motionmight be viewed as a problem of self-synchronization
plus stability of the kinetic energy.

An advantage of the controllers that are found based on
this process is that their structure is fixed, and only a few
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parameters (such as the desired pitch angle and step length),
which correspond to asymmetries, need to be set.

In this paper, apart from the last example, the gaits with
a fixed step length, that is, the (x0, y0)-invariant gaits, were
studied. Although this gait could lead to self-synchronization
and stability of the kinetic energy, in practice, the step length
does not have to remain fixed and could vary step by step.
For instance, in the 8-DOF 3D biped, an event-based con-
troller was used to adjust the step length, leading to better
stabilization of kinetic energy. For future work, we intend to
study how actively adjusting the step length could help both
the synchronization and the stability of the kinetic energy.
We believe that using the (x0, y0)-invariant gait as a nominal
gait and equipping it with active foot positioning algorithms
(Raibert 1984; Seipel and Holmes 2005; Peuker et al. 2012;
Rezazadeh et al. 2015) can greatly increase the robustness
and basin of attraction of the resulting limit cycle, particu-
larly important for walking or running on rough terrain.
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Appendix 1

Proposition 32 Suppose that the SHS has a synchronized
solution (Φ(t), Ψ (t))with initial conditions (Φ(0), Ψ (0)) =
(−φ0, ψ0) and (Φ̇(0), Ψ̇ (0)) = (Φ̇0, Ψ̇0). Suppose that t =
tm is the time for which Φ(tm) = 0 and Ψ̇ (tm) = 0 such that
Φ̇(tm) �= 0 . Let χ(φ̇0, ψ̇0, t) be the flowmap of the (φ0, ψ0)-
invariant SHS. Therefore,χ(φ̇0, ψ̇0, 0) = (−φ0, ψ0, φ̇0, ψ̇0)

for every (φ̇0, ψ̇0) ∈ T(−φ0,ψ0)Q. Let χ = (φ,ψ, φ̇, ψ̇).
Since, (Φ(t), Ψ (t)) is synchronized,

φ(Φ̇0, Ψ̇0, tm) = 0, ψ̇(Φ̇0, Ψ̇0, tm) = 0.

If the Jacobian of (φ, ψ̇) with respect to (φ̇0, ψ̇0) is invert-
ible at (Φ̇0, Ψ̇0, tm), then there exists a smooth function
L : T(−φ0,ψ0)Q → R

m+n−1 such that if L(φ̇0, ψ̇0) = 0,
the solution starting from (−φ0, ψ0) with initial velocity
(φ̇0, ψ̇0) is synchronized.

Proof Based on the definition of a synchronized solution, we
are interested in the values of (φ̇0, ψ̇0, t) for which

φ(φ̇0, ψ̇0, t) = 0, ψ̇(φ̇0, ψ̇0, t) = 0.

Since (Φ̇0, Ψ̇0, tm) is a solution to this system, we have

φ(Φ̇0, Ψ̇0, tm) = 0, ψ̇(Φ̇0, Ψ̇0, tm) = 0.

Because the Jacobian of (φ, ψ̇) with respect to (φ̇0, ψ̇0) is
invertible at (Φ̇0, Ψ̇0, tm), by implicit function theorem there

exists a smooth function F defined in a neighborhood of tm
such that in this neighborhood

φ(F(t), t) = 0, ψ̇(F(t), t) = 0. (60)

The function t → F(t) defines a smooth curve in the man-
ifold T(−φ0,ψ0)Q, where F(tm) = (Φ̇0, Ψ̇0). Differentiating
the two equations in (60) with respect to t at t = tm , since
Φ̇(tm) �= 0, we can show that Ḟ(tm) �= 0. Therefore,
the parametrization t → F(t) is a regular parametriza-
tion in a neighborhood of tm , and, hence, the image of
t → F(t) defines an embedded 1-dimensional submanifold
K of T(−φ0,ψ0)Q (Lee 2003). Thus, there exists a smooth
function L : T(−φ0,ψ0)Q → R

m+n−1 with rank m + n − 1
such that

K = {(φ̇0, ψ̇0) ∈ T(−φ0,ψ0)Q|L(φ̇0, ψ̇0) = 0}.

Consequently, if L(φ̇0, ψ̇0) = 0, the solution starting
from (−φ0, ψ0) with initial velocity (φ̇0, ψ̇0) is synchro-
nized. Function L is called the synchronization measure at
(−φ0, ψ0) for the SHS. 
�
Proposition 33 LetQ denote the configuration space of the
(x0, y0)-invariant 3D LIP biped. Assume that the switching
surface is

S = {(x, y, ẋ, ẏ)|h(x, y) = h(x0, y0)},

where h : Q → R is a smooth function and ∂h/∂y(x0, y0) �=
0. Let (ẋ∗, ẏ∗) be a fixed point of the restricted Poincaré
map P : T(−x0,y0)Q → T(−x0,y0)Q. The eigenvalues of P at
(ẋ∗, ẏ∗) are {λ, 1} with

λ = −1 + 2ω2(y20 − Cx20 )

CE∗
x − E∗

y
, (61)

where

C = y0
x0

(
∂h

∂y
(x0, y0)

)−1
∂h

∂x
(x0, y0),

and

E∗
x = ẋ2∗ − ω2x20 , E∗

y = ẏ2∗ − ω2y20

are the orbital energies in the x and y directions.

Proof Let L : T(−x0,y0)Q → R be the synchroniza-
tion measure of the 3D LIP. By Proposition 15, λ =
∂L1/∂L0(0, K ∗), where K ∗ = (1/2)((ẋ∗)2 + (ẏ∗)2).
Assume that (−x0, y0, ẋ∗ + δ ẋ0, ẏ∗ + δ ẏ0) is the initial state
of a solution of the system at the beginning of the step, and
let (−x0, y0, ẋ∗ + δ ẋ1, ẏ∗ + δ ẏ1) be its state at the beginning
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of the next step. Define L0 = L(ẋ∗ + δ ẋ0, ẏ∗ + δ ẏ0) and
L1 = L(ẋ∗ + δ ẋ1, ẏ∗ + δ ẏ1). We have

λ = lim
L0→0

L1

L0
.

Denote the state of the system right before the transition by
(x0 + δx1, y0 + δy1, ẋ∗ + δ ẋ1,−(ẏ∗ + δ ẏ1)). Since L =
ẋ ẏ − ω2xy is a conserved quantity for the 3D LIP in the
continuous phase of motion, we have

L0 = −(ẋ∗ + δ ẋ1)(ẏ∗ + δ ẏ1) − ω2(x0 + δx1)(y0 + δy1).

Moreover, since the system is (x0, y0)-invariant,

L1 = (ẋ∗ + δ ẋ1)(ẏ∗ + δ ẏ1) + ω2x0y0.

Adding this equation to the previous one,

L1 + L0 = −ω2(x0δy1 + y0δx1). (62)

By definition of the switching surface, h(x0 + δx1, y0 +
δy1) = h(x0, y0), from which,

∂h

∂x
(x0, y0)δx1 = −∂h

∂y
(x0, y0)δy1. (63)

By definition of C , δy1 = −C x0
y0

δx1. Substituting this into
Eq. (62) results in

L1 + L0 = −ω2

(
−C

x20
y0

+ y0

)
δx1.

Therefore, from the equation above,

lim
L0→0

L1

L0
= −1 − ω2

(
−C

x20
y0

+ y0

)
lim
L0→0

δx1
L0

. (64)

Thus, to find the limit on the left-hand side we need only find
the limit on the right-hand side. Since in the continuous phase
of motion the orbital energies, ẋ2 −ω2x2 and y2 −ω2y2, are
conserved quantities, we have

(ẋ∗ + δ ẋ0)
2 − ω2x0 = (ẋ∗ + δ ẋ1)

2 − ω2 (x0 + δx1) ,

(ẏ∗ + δ ẏ0)
2 − ω2y0 = (ẏ∗ + δ ẏ1)

2 − ω2 (y0 + δy1) .

From these two equations and definition of C ,

ẋ∗ (δ ẋ1 − δ ẋ0) = ω2δx1, ẏ∗ (δ ẏ1 − δ ẏ0) = −Cω2 x0
y0

δx1.

(65)

Since L = ẋ ẏ−ω2xy is a conserved quantity in the continu-
ous phase of themotion,we canwrite L0 in terms of the states

at the beginning of step, that is, (−x0, y0, ẋ∗ + δ ẋ0, ẏ∗ + ẏ0)
or at end of the step, that is, (x0+δx1, y0+δy1, ẋ∗+δ ẋ1, ẏ∗+
ẏ1). Hence,

L0 = (ẋ∗ + δ ẋ0) (ẏ∗ + δ ẏ0) + ω2x0y0,

L0 = − (ẋ∗ + δ ẋ1) (ẏ∗ + δ ẏ1) − ω2 (x0 + δx1) (y0 + δy1) .

From (65) and the two equations above,

2L0

δx1
= −ω2 x0y0

(−Cẋ2∗ + ẏ2∗
) + (ẋ∗ ẏ∗)

(−Cx20 + y20
)

y0 ẋ∗ ẏ∗
.

Substituting this into Eq. (64), we have

lim
L0→0

L1

L0
= −1 + 1

ω2

· 2
(−Cx20 + y20

)
(ẋ∗ ẏ∗)

x0y0
(−Cẋ2∗ + ẏ2∗

) + (ẋ∗ ẏ∗)
(−Cx20 + y20

) .

The limit on the left-hand side is λ. Since L(ẋ∗, ẏ∗) = 0, we
have ẋ∗ ẏ∗ = −ω2x0y0. Therefore, if we replace ẋ∗ ẏ∗ with
−ω2x0y0 in the equation above, we obtain

λ = −1 + 1

ω2

· 2
(−Cx20 + y20

) (−ω2x0y0
)

x0y0
(−Cẋ2∗ + ẏ2∗

) + (−ω2x0y0
) (−Cx20 + y20

) .

After simplification

λ = −1 + 2ω2
(
y20 − Cx20

)
Cẋ2∗ − ẏ2∗ + ω2

(
y20 − Cx20

) .

By definition of E∗
x and E∗

y this equation is equivalent to Eq.
(61). 
�
Corollary 34 In Proposition 33, if h(x, y) = x2+a2y2 then

λ = −1 + 2ω2
(
a2y20 − x20

)
E∗
x − a2E∗

y
.

In particular, if a = 1,

λ = −1 + 2ω2
(
y20 − x20

)
E∗
x − E∗

y
.

Appendix 2 Proof of Proposition 20

Lemma 35 Let Σ = (X,Q) be a second order hybrid
system and (φ,ψ) be a local coordinate system defined
on a symmetric neighborhood N ⊂ Q. Suppose that
(φ,ψ, vφ, vψ) is a coordinate system defined on T N , the
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tangent bundle of N , and assume that G : T N → T N ,
which maps (φ,ψ, vφ, vψ) to (−φ,ψ, vφ,−vψ), is a well-
defined function. If

φ̇(−φ,ψ, vφ,−vψ) = φ̇(φ, ψ, vφ, vψ),

ψ̇(−φ,ψ, vφ,−vψ) = −ψ̇(φ, ψ, vφ, vψ), (66)

and the vector field X satisfies the equality

X ◦ G = −dG · X, (67)

where dG is the Jacobian of G, thenΣ is a symmetric system
in the coordinates (φ,ψ).

Proof From (66), in the coordinates (φ,ψ, φ̇, ψ̇), functionG
maps (φ,ψ, φ̇, ψ̇) to (−φ,ψ, φ̇,−ψ̇). Let X = (Xq , Xq̇),
and suppose that in the coordinates (φ,ψ, φ̇, ψ̇), Xq̇ =
( f, g) for smooth functions f and g. We need to show
that f and g satisfy Eqs. (8) and (9). However, these equa-
tions immediately follow by writing (67) in the coordinates
(φ,ψ, φ̇, ψ̇). 
�

The above lemma is a particular example of what is called
time reversal symmetry in (Altendorfer et al. 2004).

Proof (Proof of Proposition 20) Let rG denote the position
vector of the COM of the 8-DOF 3DBiped, and let H denote
the total angular momentum of the system about the point of
contact. We have

dH
dt

= M rG × g, (68)

where M is the total mass of the biped, and g is the vector
of gravity. Let (xG , yG , zG) denote the coordinates of rG in
a cartesian coordinate system attached to the inertial frame
I , centered at the point of contact. Assume that Hx is the
second component of H and Hy is its first component (Nor-
mally, one might assign Hx to the first component and Hy

to the second component; however, this choice may cause
confusion with the notation of Lemma 35. To avoid this con-
fusion, we assign Hx to the second component of H and Hy

to its first component).
One can check that (xG , yG , Hx , Hy) is a coordinate sys-

tem for the zero dynamics manifold and the coordinate
systems (xG , yG , Hx , Hy) and (xG , yG , ẋG , ẏG) satisfy (66).
As a result, there exist smooth one-to-one functions fx and
fy such that on the zero dynamics manifold,

ẋG = fx (xG, yG , Hx , Hy),

ẏG = fy(xG, yG , Hx , Hy), (69)

and

fx (−xG , yG , Hx ,−Hy) = fx (xG , yG , Hx , Hy),

fy(−xG , yG , Hx ,−Hy) = − fy(xG , yG , Hx , Hy). (70)

Moreover, from Eq. (68),

Ḣx = MgxG,

Ḣy = −MgyG . (71)

Equation (69) together with Eq. (71) define the equa-
tions of motion on the zero dynamics. Therefore, if X =
( fx , fy, MgxG ,−MgyG) and z = (xG , yG , Hx , Hy), then
the system ż = X (z) defines the equations of motion on the
zero dynamics manifold. Hence, to show that this system is
symmetric, according to Lemma 35, if G is the function that
maps (xG , yG , Hx , Hy) to (−xG , yG , Hx ,−Hy), it suffices
to show that X ◦ G = −dG · X . It immediately follows that

X ◦ G(x) =

⎡
⎢⎢⎣

fx (−xG , yG , Hx ,−Hy)

fy(−xG , yG , Hx ,−Hy)

−MgxG
−MgyG

⎤
⎥⎥⎦ ,

and

dG · X (x) =

⎡
⎢⎢⎣

− fx (xG , yG , Hx , Hy)

fy(−xG , yG , Hx , Hy)

MgxG
MgyG

⎤
⎥⎥⎦ .

However, the above two equations together with Eq. (70)
prove that X ◦G = −dG · X . Hence, the zero dynamics is a
symmetric system in the coordinates (xG , yG).

Finally, from kinematics equations on the zero dynamics
manifold, the coordinate systems (q1, q2) and (xG , yG) are
equivalent in the sense of Proposition 6. As a result, the zero
dynamics is a symmetric system in the coordinates (q1, q2)
as well. 
�

References

Altendorfer, R., Koditschek,D. E.,&Holmes, P. (2004). Stability analy-
sis of legged locomotion models by symmetry-factored return
maps. The International Journal of Robotics Research, 23(10–11),
979–999.

Byrnes, C. I., & Isidori, A. (1985). Global feedback stabilization of non-
linear systems. In 24th IEEE conference on decision and control
1985 (pp. 1031–1037).

Chevallereau, C., Djoudi, D., & Grizzle, J. W. (2008). Stable bipedal
walking with foot rotation through direct regulation of the zero
moment point. IEEE Transactions on Robotics, 24(2), 390–401.

Chevallereau, C., Gabriel, A., Aoustin, Y., Plestan, F., Westervelt, E.,
de Wit, C. C., et al. (2003). Rabbit: A testbed for advanced control
theory. IEEE Control Systems Magazine, 23(5), 57–79.

Chevallereau, C., Grizzle, J. W., & Shih, C.-L. (2009). Asymptotically
stablewalking of a five-link underactuated 3-d bipedal robot. IEEE
Transactions on Robotics, 25(1), 37–50.

Collins, S.,Ruina,A., Tedrake,R.,&Wisse,M. (2005). Efficient bipedal
robots based on passive-dynamic walkers. Science, 307(5712),
1082–1085.

123



Auton Robot (2017) 41:1119–1142 1141

Collins, S. H., Wisse, M., & Ruina, A. (2001). A three-dimensional
passive-dynamicwalking robot with two legs and knees. The Inter-
national Journal of Robotics Research, 20(7), 607–615.

Dingwell, J. B., & Kang, H. G. (2007). Differences between local and
orbital dynamic stability during human walking. Journal of Bio-
mechanical Engineering, 129(4), 586–593.

Garcia, M., Chatterjee, A., Ruina, A., & Coleman, M. (1998). The
simplest walking model: Stability, complexity, scaling. Journal
of Biomechanical Engineering, 120(2), 281–288.

Geng, T., Porr, B., & Worgotter, F. (2006). Fast biped walking with
a sensor-driven neuronal controller and real-time online learning.
The International Journal of Robotics Research, 25(3), 243–259.

Goswami, A., Espiau, B., & Keramane, A. (1996). Limit cycles and
their stability in a passive bipedal gait. In Proceedings of the 1996
IEEE international conference on robotics and automation (Vol.
1, pp. 246–251).

Goswami, A., Espiau, B., & Keramane, A. (1997). Limit cycles in a
passive compass gait biped and passivity-mimicking control laws.
Autonomous Robots, 4(3), 273–286.

Gregg, R. D., & Righetti, L. (2013). Controlled reduction with unac-
tuated cyclic variables: Application to 3d bipedal walking with
passive yaw rotation. IEEE Transactions on Automatic Control,
58(10), 2679–2685.

Grizzle, J. W., Abba, G., & Plestan, F. (2001). Asymptotically sta-
ble walking for biped robots: Analysis via systems with impulse
effects. IEEE Transactions on Automatic Control, 46(1), 51–64.

Grizzle, J. W., Chevallereau, C., & Shih, C.-L. (2008). Hzd-based con-
trol of a five-link underactuated 3d bipedal robot. In 47th IEEE
conference on decision and control, 2008. CDC 2008, (pp. 5206–
5213).

Hamed, K. A., Buss, B. G., & Grizzle, J. W. (2014). Continuous-
time controllers for stabilizing periodic orbits of hybrid systems:
Application to an underactuated 3d bipedal robot. In 53rd IEEE
conference of decision and control.

Holmes, P., Full, R. J., Koditschek, D., & Guckenheimer, J. (2006).
The dynamics of legged locomotion:Models, analyses, challenges.
Siam Review, 48(2), 207–304.

Hurmuzlu, Y.,&Marghitu, D. B. (1994). Rigid body collisions of planar
kinematic chains with multiple contact points. The International
Journal of Robotics Research, 13(1), 82–92.

Isidori, A. (1995). Nonlinear control systems. New York: Springer.
Kajita, S., Kanehiro, F., Kaneko, K., Yokoi, K., & Hirukawa, H.

(2001). The 3d linear inverted pendulum mode: A simple mod-
eling for a biped walking pattern generation. In Proceedings of
2001 IEEE/RSJ international conference on intelligent robots and
systems, (Vol. 1, pp. 239–246).

Kuo, A. D. (1999). Stabilization of lateral motion in passive dynamic
walking. The International Journal of Robotics Research, 18(9),
917–930.

Lee, J. M. (2003). Introduction to smooth manifolds. New York:
Springer.

McGeer, T. (1990). Passive dynamicwalking.The International Journal
of Robotics Research, 9(2), 62–82.

Merker, A., Kaiser, D., Seyfarth, A., &Hermann,M. (2015). Stable run-
ning with asymmetric legs: A bifurcation approach. International
Journal of Bifurcation and Chaos, 25(11), 1550152.

Merker, A., Rummel, J., & Seyfarth, A. (2011). Stable walking with
asymmetric legs. Bioinspiration & Biomimetics, 6(4), 045004.

Peuker, F., Maufroy, C., & Seyfarth, A. (2012). Leg-adjustment strate-
gies for stable running in three dimensions. Bioinspiration &
Biomimetics, 7(3), 036002.

Raibert, M. H. (1984). Hopping in legged systems, modeling and simu-
lation for the two-dimensional one-legged case. IEEETransactions
on Systems, Man and Cybernetics, 3, 451–463.

Raibert,M.H. (1986a).Legged robots that balance (Vol. 3). Cambridge,
MA: MIT Press.

Raibert, M. H. (1986b). Symmetry in running. Science, 231(4743),
1292–1294.

Ramezani, A., Hurst, J. W., Hamed, K. A., & Grizzle, J. W. (2014).
Performance analysis and feedback control of atrias, a three-
dimensional bipedal robot. Journal of Dynamic Systems,Measure-
ment, Control, 136(2), 021012.

Razavi, H., Bloch, A. M., Chevallereau, C., & Grizzle J. W. (2015).
Restricted discrete invariance and self-synchronization for stable
walking of bipedal robots. In American control conference (ACC),
2015, IEEE, (pp.4818–4824).

Rezazadeh, S., Hubicki, C., Jones,M., Peekema,A.,VanWhy, J., Abate,
A., et al. (2015). Spring-mass walking with atrias in 3d: Robust
gait control spanning zero to 4.3 kph on a heavily underactuated
bipedal robot. In ASME 2015 dynamic systems and control confer-
ence (pp. V001T04A003–V001T04A003). American Society of
Mechanical Engineers.

Seipel, J. E., &Holmes, P. (2005). Running in three dimensions: Analy-
sis of a point-mass sprung-leg model. The International Journal
of Robotics Research, 24(8), 657–674.

Seyfarth, A., Geyer, H., Gunther, M., & Blickhan, R. (2002). A
movement criterion for running. Journal of Biomechanics, 35(5),
649–655.

Westervelt, E. R., Grizzle, J. W., hevallereau, C., Choi, J. H., & Morris,
B. (2007). Feedback control of dynamic bipedal robot locomotion.
London: Taylor & Francis/CRC.

Wisse, M., Schwab, A. L., Van der Linde, R. Q., & van der Helm, F.
C. (2005). How to keep from falling forward: Elementary swing
leg action for passive dynamic walkers. IEEE Transactions on
Robotics, 21(3), 393–401.

HamedRazavi is a Ph.D. candi-
date in Applied and Interdiscipli-
nary Mathematics at the Univer-
sity of Michigan, Ann Arbor. He
received the B.Sc. in Mechanical
Engineering in 2007, the B.Sc.
in Mathematics in 2008 and the
M.Sc. in Mechanical Engineer-
ing in 2010, all from Shiraz Uni-
versity, Iran. He is a member of
the Phi Kappa Phi honor soci-
ety since 2013 and a recipient
of the RackhamSummer Fellow-
ship and Rackham International
Research Award in 2015. His

Research interests include legged locomotion, hybrid systems and non-
linear control.

123



1142 Auton Robot (2017) 41:1119–1142

Anthony M. Bloch is the
Alexander Ziwet Collegiate Pro-
fessor ofMathematics at theUni-
versity of Michigan, Ann Arbor.
He received a B.Sc.(Hons) in
Applied Mathematics and
Physics from the University of
the Witwatersrand, Johannes-
burg, in 1978, anM. S. in Physics
from the California Institute of
Technology in 1979, an M. Phil
in Control Theory and Opera-
tions Research from Cambridge
University in 1981 and a Ph.D. in
Applied Mathematics from Har-

vard University in 1985. He has received various awards including a
Presidential Young Investigator Award, a Guggenheim Fellowship and
a Simons Fellowship and is Fellow of the IEEE, SIAM and the AMS.
He has served on the editorial boards of various journals and is currently
Editor-in-Chief of the SIAM Journal of Control and Optimization.

Christine Chevallereau grad-
uated from Ecole Nationale
Supérieure de Mécanique,
Nantes, France in 1985, and
received thePh.D. degree inCon-
trol and Robotics from Ecole
Nationale Supérieure de Méca-
nique, Nantes in 1988. Since
1989, she has been with the
CNRS in the Institut de Reche-
rche en Communications et
Cybernetique de Nantes. Her
research interests include mod-
eling and control of robots
of manipulators and locomotor

robots, in particular biped, and bio-inspired robotics.

Jessy W. Grizzle received the
Ph.D. in electrical engineering
from The University of Texas
at Austin in 1983 and in 1984
held an NSF-NATO Postdoctoral
Fellowship in Science in Paris,
France. Since September 1987,
he has been with The Univer-
sity of Michigan, Ann Arbor,
where he is the Elmer G Gilbert
Distinguished University Profes-
sor and the Jerry and Carol
Levin Professor of Engineering.
He jointly holds sixteen patents
dealing with emissions reduction

in passenger vehicles through improved control system design. Pro-
fessor Grizzle is a Fellow of the IEEE and of IFAC. He received the
Paper of the Year Award from the IEEE Vehicular Technology Society
in 1993, the George S. Axelby Award in 2002, the Control Systems
Technology Award in 2003, the Bode Lecture Prize in 2012, and the
IEEE Transactions on Control Systems Technology (TCST) Outstand-
ing Paper Award in 2014. His work on bipedal locomotion has been
the object of numerous plenary lectures and has been featured in The
Economist, WiredMagazine, Discover Magazine, Scientific American,
Popular Mechanics and several television programs.

123


	Symmetry in legged locomotion: a new method for designing stable periodic gaits
	Abstract
	1 Introduction
	2 3D linear inverted pendulum
	3 Symmetric hybrid systems
	4 Obtaining asymptotically stable periodic orbits by adding asymmetry to a symmetric hybrid system
	4.1 Planar examples
	4.2 3D examples

	5 A design process for obtaining stable gaits for legged robots
	6 Conclusion and future work
	Acknowledgements
	Appendix 1
	Appendix 2 Proof of Proposition 20
	References




