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Abstract A new smooth closed loop time invariant control
law is proposed for the exponential stabilization of mobile
robots with nonholonomic motion constraints. The control
scheme relies solely on visual information and includes an
observer for the system state estimation by means of the es-
sential matrix. The problem of model degeneracies due to
short baseline is solved with the definition of a virtual target
that provides a stable estimation of the essential matrix. The
novelty of this paper lies in the new vision-based control
scheme with state observer which is robust, ensuring con-
vergence to the target location. The stability of the system
under the proposed control law is demonstrated and experi-
mental results show the goodness of the approach.

Keywords Visual control · Essential matrix ·
Nonholonomic mobile robots

1 Introduction

Visual information has been extensively used for robot lo-
calization, navigation and control. Visual control is an exten-
sive field of research in the design of motion controllers and
it has focused the attention of many researchers (Chaumette
and Hutchinson 2006; Chesi and Hashimoto 2010). In gen-
eral, visual control in mobile navigation refers to the pose
control of a vehicle in a closed loop using the input of a vi-
sual sensor. We present a new approach to solve the problem
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of pose stabilization of a robot by means of a state feedback
control law that relies on vision information. The system
consists of a mobile robot with a calibrated camera mounted
onboard, and a goal defined by a reference image taken at
the target location. The problem tackled is to design a vi-
sual control that autonomously drives the robot to the goal
by using only the visual information.

There are some related works on control. The piecewise
smooth controller proposed in Canudas de Wit and Sor-
dalen (1992) has the characteristic of not requiring infinite
switching like other approaches, such as the sliding mode
controller. In Aicardi et al. (1995), with a particular choice
of the system state variables, global stability properties are
guaranteed by smooth feedback control law. This is suit-
able to be used for steering, path following, and navigation.
The control law there allows forward and backward motions,
whereas in Indiveri (1999), the vehicle is requested to move
only in the forward direction, avoiding cusps in the paths
by using a Lyapunov-like based design for the control law.
The discontinuous, bounded, time invariant, state feedback
control law proposed in Astolfi (1999) is able to drive the
robot to the target position without reversing direction of its
motion (forward or backward), and moving along smooth
paths. In Conticelli et al. (1999), the pose of the mobile ro-
bot with respect to a generic rigid object is controlled using
image-based visual feedback, and an adaptive control law is
proposed in the case of unknown height of the object points.
Our proposal presents a different control law that is expo-
nentially stable, and it is designed within a control scheme
that includes a visual perception procedure.

The problem of steering the robot to a target location
can be solved as a homing task defined directly on image
features (Franz et al. 1998; Argyros et al. 2005). These ap-
proaches are usually simple and efficient but their robustness
directly depends on the performance of the features. The ro-
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bustness can be improved if the image information extracted
is filtered through the constraints imposed by the geomet-
ric model across the views. Some traditional visual con-
trol approaches are based on the epipolar geometry (Basri
et al. 1999; Rives 2000; Chesi and Hashimoto 2004), but
this model degenerates with short baseline. So, as the robot
approaches to the target, the epipolar geometry becomes un-
stable. This problem has been solved using auxiliary pro-
cedures at the last stage of the motion (López-Nicolás et
al. 2008). However, it would be better to avoid the need
of switching the model in favor of robustness and simplic-
ity. A good alternative is the homography-based approach
(Benhimane et al. 2005; Fang et al. 2005; Chen et al. 2006;
Benhimane and Malis 2006; Courbon et al. 2008; López-
Nicolás et al. 2010). However, if no plane is detected, the
homography-based control fails. This problem was solved
through virtual planes (Malis and Chaumette 2000), al-
though in general, estimations based on virtual planes with
wide baseline are not robust to mismatches, noise or oc-
clusions. Here, we propose a new method using the classic
epipolar geometry but addressing its drawbacks.

The computation of the essential matrix using the gen-
eral method with eight points (Hartley and Zisserman 2004)
becomes ill-conditioned with planar scenes. This issue has
been addressed by using a minimum set of five points
and the intrinsic camera calibration (Nister 2003). A well
known problem related with the epipolar geometry is that
this model becomes undefined when there is no translation
between the images (current and target). This results in a
poor and unstable estimation of the essential matrix with
short baseline. Instead of switching to another control law
we propose a novel approach avoiding short baseline de-
generacies. For this purpose we define a virtual target tak-
ing advantage of the planar motion constraint as presented
in López-Nicolás et al. (2009). The virtual target is gener-
ated from the visual information of the current and target
images and it is defined out of the motion plane and verti-
cally with respect to the target. This procedure relies on the
epipolar transfer properties. The essential matrix computed
across the current image and the virtual target is always well
defined despite short baseline, allowing a stable state esti-
mation.

The approach proposed takes advantage of techniques
of control theory and two-view geometry from computer
vision. Our proposed control scheme is novel in that it
processes the visual information through the classical epipo-
lar geometry but solving its well known problems. An ob-
server of the robot state based on visual information through
the essential matrix has been designed for the adaptive es-
timation of the system state which makes the full system to
behave robustly during the trajectory. Moreover, the stability
of the system is also demonstrated when there is uncertainty
in the system parameters.

Fig. 1 Overview of the control loop. Image features are extracted and
matched between the image taken at the current location and the virtual
target image. The essential matrix is then estimated from the set of
matches. The observer estimates the state of the system and the control
law gives the velocities that lead the robot to the target location

Fig. 2 Cartesian and polar
coordinate systems in the target
location

An overview of the control scheme is shown in Fig. 1.
The control law is presented in Sect. 2. The visual perception
procedure and the state observer are described in Sects. 3
and 4, respectively. Experimental results are presented in
Sect. 5, and conclusions are given in Sect. 6.

2 Control scheme

2.1 System model

The system to be controlled is a nonholonomic robot whose
model together with the sensory system is expressed in a
general way as{

ẋ = g(x,u)

y = h(x)
(1)

where x(t) denotes the state vector in Cartesian (x(t), z(t),

φ(t))T or polar (ρ(t), α(t), φ(t))T coordinates, u(t) the
system input vector consisting of the linear velocity v(t) and
angular velocity ω(t), and y(t) the output vector. The coor-
dinate system is illustrated in Fig. 2. The kinematics of a
unicycle robot can be expressed in Cartesian coordinates as
a function of the robot state and input velocities by⎛
⎝ẋ

ż

φ̇

⎞
⎠ =

⎡
⎣− sinφ 0

cosφ 0
0 1

⎤
⎦(

v

ω

)
. (2)

Traditionally, mobile robots have been modeled in Carte-
sian coordinates. However, it has been shown (e.g. Aicardi et
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Fig. 3 Simulations for different
initial locations with
φ(t = 0) = 0 (first row) and
φ(t = 0) = π/2 (second row).
The target is (0,0,0)T (i.e.
α∗ = 0) and (0,π,−π)T (i.e.
α∗ = π ) in the left and right
columns, respectively

al. 1995; Indiveri 1999; Astolfi 1999) that using polar coor-
dinates may solve the problem contained in the Theorem of
Brockett (1983) for the system stabilization, allowing to de-
sign exponentially stabilizing, smooth, state feedback con-
trol laws. Thus, the expressions in (2) are converted to polar
coordinates, being

x = −ρ sinψ and z = ρ cosψ. (3)

The alignment error α(t) is defined as the angle between the
robot body z-axis and the distance vector ρ,

α = φ − ψ. (4)

The kinematics of the system can be then expressed as

⎛
⎝ρ̇

α̇

φ̇

⎞
⎠ =

⎡
⎣ cosα 0

− 1
ρ

sinα 1
0 1

⎤
⎦(

v

ω

)
. (5)

2.2 Control law

In this section we describe the proposed control law. The
input velocities of the system are defined as a function of
the state variables as follows,

v = −kρρ cosα (6)

ω = −kαα + kφφ (7)

where kρ , kα , and kφ are positive constant gains of the con-
trol. The constraints on these gains that make the control

stable are analyzed later. Introducing in (5) the input veloc-
ities just defined, we obtain a closed-loop system described
by equations of the form

ρ̇ = −kρρ cos2 α

α̇ = kρ sinα cosα − kαα + kφφ (8)

φ̇ = −kαα + kφφ.

Some examples of the evolution of the system under the
control velocities (6) and (7) are given in Fig. 3. The initial
locations are distributed around the target with initial orien-
tation 0 or π/2, while the target is located in (ρ,α,φ)T =
(0,0,0)T (Fig. 3 (left)). The robot reaches properly the tar-
get, although some trajectories are not visually appealing, in
particular those in which the robot starts behind the target
location. We define the alternative but equivalent target lo-
cation (0,π,−π)T , complementing the previous case as can
be seen in Fig. 3 (right). While this alternative target trivially
corresponds to the same desired position and orientation of
the robot, it results in a different way of reaching the tar-
get. Thus, selecting initially one of the equivalent targets we
avoid trajectories with several cusps. To do it, we redefine
the angular velocity of the control (7) as

ω = −kα(α − α∗) + kφφ, (9)

where α∗ = 0 if |ψ(0)| ≤ π/2 with α ∈ [−π,π], or α∗ = π

if |ψ(0)| > π/2 with α ∈ [0,2π]. Hereafter, we consider
without loss of generality α∗ = 0, being the subsequent
analysis analogue for the case of α∗ = π .
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2.3 Stability analysis of the control law

We study the stability of the closed-loop system under the
input control velocities previously defined (8).

Proposition 1 (Local exponential stability) The closed-loop
system (8) is locally exponentially stable if and only if (kα −
kφ − kρ) > 0.

Proof The linear approximation of the sinusoidal functions
that appear in our system can be written as sinα = α + h.o.t.
and cosα = 1 + h.o.t. (where h.o.t. stands for high order
terms). Then, the linear approximation of the system is

⎛
⎝ρ̇

α̇

φ̇

⎞
⎠ =

⎡
⎣−kρ 0 0

0 kρ − kα kφ

0 −kα kφ

⎤
⎦

⎛
⎝ρ

α

φ

⎞
⎠ + h.o.t. (10)

This system is locally exponentially stable if and only if
the eigenvalues of the linearized system matrix are nega-
tive. The eigenvalues are obtained solving the characteristic
equation

(λ + kρ)(λ2 + (kα − kφ − kρ)λ + kρkφ) = 0 (11)

yielding that Re(λ) < 0 if

kα − kφ − kρ > 0 (12)

The control gains are positive by definition and the local ex-
ponential stability is guaranteed if the selected control gains
hold (12). �

Proposition 2 (Global asymptotic stability) The closed-
loop system (8) with the control gains selected following
(12) is globally asymptotically stable if

kρ

(
1 + 2

3π

)2 N1 + √
N1(N1 − 4kρkφ)

2kφ(kα − kφ − kρ)
< 1, (13)

where N1 = (kα − kφ − kρ)2 + (kα + kφ)2.

Proof In the following, the stability of the control scheme is
analyzed by means of the Lyapunov’s Direct Method (Khalil
2001). We define the candidate Lyapunov function as

V (x) = xT Px, (14)

where P is a positive definite matrix to be found. We partic-
ularize the general expression of our system (1) to{

ẋ = Ax + f(x)

y = Cx
(15)

with C = I,

A =
⎡
⎣−kr 0 0

0 ka − kα kφ

0 −kα kφ

⎤
⎦ , (16)

and

f(x) =
⎛
⎝ krρ − kρρ cos2 α

−kaα + kρ sinα cosα

0

⎞
⎠ . (17)

where kr and ka have been introduced as arbitrary constants
defined in R. Without loss of generality we define kr = kρ

and ka = kρ . Notice that the matrix A is Hurwitz given that
constraint (12) holds.

The derivative of (14) yields

V̇ = ẋT Px + xT Pẋ

= xT (AT P + PA)x + fT Px + xT Pf

= −xT Qx + 2xT Pf. (18)

Where we let AT P + PA = −Q, being Q = QT > 0. We
choose Q = I and solving for P = PT we obtain

P =

⎡
⎢⎢⎢⎣

1
2kρ

0 0

0
k2
φ+kφkρ+k2

α

2kφkρ(kα−kφ−kρ)

−k2
φ+kαkρ−k2

α

2kφkρ(kα−kφ−kρ)

0
−k2

φ+kαkρ−k2
α

2kφkρ(kα−kφ−kρ)

k2
φ+kφkρ+(kα−kρ)2

2kφkρ(kα−kφ−kρ)

⎤
⎥⎥⎥⎦ . (19)

It can be shown that P is positive definite given that all of
the leading principal minors are positive if constraint (12)
holds.

Now, we work out (18) with the goal of showing that V̇ <

0. It is known that

λmax(P)‖x‖2 ≥ xT Px ≥ λmin(P)‖x‖2 (20)

λmax(Q)‖x‖2 ≥ xT Qx ≥ λmin(Q)‖x‖2. (21)

As it is demonstrated in Appendix A, there exists a con-
stant M ∈ R in such a way that

‖f(x)‖ < M‖x‖. (22)

Then, we can develop (18) as follows

V̇ ≤ −xT Qx + 2‖Px‖M‖x‖
≤ −λmin(Q)‖x‖2 + 2Mλmax(P)‖x‖2

= −(λmin(Q) − 2Mλmax(P))‖x‖2. (23)

Therefore, V̇ < 0 if the next inequality holds

λmin(Q) > 2Mλmax(P) (24)



Auton Robot (2011) 30: 293–306 297

Fig. 4 Essential matrix relating
two views. The camera optical
centers are C1 and C2. A 3D
point P is projected in the
images as (p1, p2). The epipoles
(e1 and e2) are the intersections
of the baseline (the line joining
the optical centers of the
cameras C1C2) with the image
planes

where λmin(Q) = 1 and, with the constraints on M (see Ap-
pendix A), we have

1 > 2Mλmax(P) > 2k2
ρ

(
1 + 2

3π

)2

λmax(P). (25)

As shown in Appendix B, we have that

λmax(P) = N1 + √
N1(N1 − 4kρkφ)

4kρkφ(kα − kφ − kρ)
, (26)

with N1 = (kα − kφ − kρ)2 + (kα + kφ)2. By using (26) in
(25) yields to (13). Therefore the control law is globally as-
ymptotically stable if (13) holds. �

3 Visual perception

An overview of the visual perception system within the con-
trol scheme is shown in Fig. 1. Features are extracted and
matched between the image taken at the current location
and the virtual target image. The essential matrix E(t) is
estimated from the set of matches and the intrinsic camera
calibration parameters.

3.1 The essential matrix

Consider the geometry of the camera to be modeled by per-
spective projection; and let us suppose two images obtained
with the same camera. The essential matrix across the views
(Fig. 4) is defined as

E = [t]×R =
⎡
⎣ 0 −tz ty

tz 0 −tx
−ty tx 0

⎤
⎦R, (27)

being R the rotation and t = (tx, ty, tz)
T the translation be-

tween the cameras. The essential matrix can be related with
the fundamental matrix with E = KT FK, being K the in-
ternal camera calibration (Hartley and Zisserman 2004). It
can be computed by solving a linear system from a set of
point correspondences between the two views (Hartley and
Zisserman 2004).

Fig. 5 (Left) Essential matrices across the views. The virtual target is
defined above the target. (Right) A 3D point is projected into the three
views as (pc,pt ,pv). The value of pv is computed by means of the
epipolar transfer

We assign the coordinate system to the target location
as shown in Fig. 2, where the camera optic axis coin-
cides with the z-axis of the robot frame. As previously de-
scribed, the configuration of the robot system is given by
x = (ρ,α,φ)T . The framework considered in our approach
consists of the target image taken at the desired location
(i.e. at x = (0,0,0)T , with y = 0, being y the vertical co-
ordinate), the current image (at x = (ρ,α,φ)T , with y = 0)
and a generated virtual target image (at x = (0,0,0)T , with
y = Y = cte �= 0). These images are denoted as c (current),
t (target) and v (virtual target). This framework is shown in
Fig. 5 (left), where the essential matrices across the images
are denoted as Ect , Etv and Ecv . The essential matrix Ecv

relating the current and virtual images can be parameterized
up to scale using

Rcv =
⎡
⎣cosφ 0 − sinφ

0 1 0
sinφ 0 cosφ

⎤
⎦ , tcv = −

⎛
⎝−ρ sinψ

Y

ρ cosψ

⎞
⎠

with (27) as

Ecv =
⎡
⎣−Y sinφ −ρ cosψ −Y cosφ

ρ cosα 0 −ρ sinα

Y cosφ ρ sinψ −Y sinφ

⎤
⎦ . (28)

3.2 Definition of the virtual target

We need first to define the virtual target from the information
available: the current and target images. The virtual target is
defined at the beginning of the navigation (i.e. at t = 0). The
idea is to generate the virtual target using the epipolar trans-
fer across the three images (Hartley and Zisserman 2004).
For this purpose we need to compute the three essential ma-
trices (Fig. 5 (left)). Ect

0 , where subindex denotes t = 0, is
estimated from the correspondences between the current and
target images and Etv is obtained and normalized in the tar-
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Fig. 6 Evolution of the
essential matrix entries of Ect

(left) and using the virtual target
Ecv (right) during a simulation
in which the robot is led to the
target location. They show the
performance of the model with
short baseline at the end of the
motion

get location (0,0,0) up to a constant height y = Y as

Etv =
⎡
⎣ 0 0 1

0 0 0
−1 0 0

⎤
⎦ . (29)

On the other hand, the matrix Ect
0 can be parameterized

up to an unknown scale factor from (27) with y = 0 and
normalized with

ρ0 = sign(Ect
12)

√
(Ect

12)
2 + (Ect

32)
2 (30)

giving

Ect
0 =

⎡
⎣ 0 cosψ0 0

cosα0 0 − sinα0

0 sinψ0 0

⎤
⎦ , (31)

from which the following expression can be derived:

tanφ0 = Ect
21E

ct
32 − Ect

12E
ct
23

Ect
12E

ct
21 + Ect

23E
ct
32

. (32)

Note that ρ0 is never zero except if the initial position is in
the target location. We can write (28) to be compared with
(31) as

Ecv
0 =

⎡
⎢⎣

−Y sinφ0
ρ0

cosψ0
−Y cosφ0

ρ0

cosα0 0 − sinα0
Y cosφ0

ρ0
sinψ0

−Y sinφ0
ρ0

⎤
⎥⎦ . (33)

Entries Ecv
12 , Ecv

21 , Ecv
22 , Ecv

23 and Ecv
32 are known, as they are

the same as the corresponding entries of (31). Entries Ecv
11 ,

Ecv
13 , Ecv

31 and Ecv
33 depend on φ0, which is obtained from

(32), and Y/ρ0. We do not know ρ0 (because of the unknown
scale) and we do not care about Y except it is not equal to
zero. Then, we can assign Y/ρ0 an arbitrary value (not equal
to zero) determining Ecv

0 . In practice, a good option is to
select Y in the same order of magnitude as the initial ρ0, i.e.
Y = ρ0, and so Y/ρ0 = 1.

We know the three essential matrices Ect
0 , Etv and Ecv

0 re-
lating the three views and we can apply the epipolar transfer
to generate the virtual target (Fig. 5 (right)). Let us consider

pc and pt two corresponding points in the current and target
images, respectively. The objective is to find the correspond-
ing point in the virtual image. The required point pv matches
point pc in the current image and pt in the target image.
Therefore, it must lie on the epipolar lines corresponding to
pc and pt . These epipolar lines lc and lt can be computed
since the matrices Ecv

0 and Etv are known:

pT
c Ecv

0 pv = 0 ⇒ lTc = pT
c Ecv

0 , (34)

pT
t Etvpv = 0 ⇒ lTt = pT

t Etv. (35)

The required point pv is the intersection of the epipolar lines

pv = lc × lt = ((Ecv
0 )T pc) × ((Etv)T pt ). (36)

This procedure is repeated for all the correspondences be-
tween the current and the target image at the beginning of
the navigation. Thus, the virtual target image is defined with
these computed points. This virtual target allows to com-
pute Ecv(t) along the navigation to be used in the control
law. Note that control performance depends on the quality
of the estimated virtual target at t = 0. The advantage of us-
ing this virtual target is that Ecv , unlike Ect , is well defined
as the current image approaches to the target and the base-
line between them reaches zero. Therefore, the problem of
short baseline degeneracies is avoided. This is illustrated in
the example depicted in Fig. 6.

4 State estimation and nonlinear observer

4.1 State Computation

The state of the robot x = (ρ,α,φ)T can be computed from
the essential matrix Ecv . We first normalize the essential ma-
trix up to a fixed, although unknown, scale. Ecv can be nor-
malized by Ecv

13 except when |φ| = π/2, and in that case we
can normalize by Ecv

11 and we have

E =
{

Ecv/Ecv
13 if |φ| �= π

2

Ecv/Ecv
11 if |φ| = π

2 .
(37)
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Where we denote E the normalized essential matrix Ecv

with

E = Ecv

Ecv
13

=
⎡
⎢⎣

tanφ
−ρ cosψ
Y cosφ

1
ρ cosα
Y cosφ

0 −ρ sinα
Y cosφ

−1 −ρ sinψ
Y cosφ

tanφ

⎤
⎥⎦

if |φ| �= π

2
(38)

E = Ecv

Ecv
11

=
⎡
⎢⎣

1 −ρ cosψ
Y sinφ

1
tanφ

ρ cosα
Y sinφ

0 −ρ sinα
Y sinφ

−1
tanφ

−ρ sinψ
Y sinφ

1

⎤
⎥⎦

if |φ| = π

2
. (39)

The current epipole ec and virtual target epipole ev are
given by the null space Ecvec = 0 and eT

v Ecv = 0. Solving
for the epipoles we obtain

Ecvec = 0 ⇒ ec =
(

tanα,
Y

ρ cosα
,1

)T

(40)

eT
v Ecv = 0 ⇒ ev =

(
− tanψ,

Y

ρ cosψ
,1

)T

. (41)

From the first components of the epipoles we can directly
compute α and ψ . Alternatively, we can use tanα = −E23

E21

and tanψ = E32
E12

. Finally, the angle φ can be computed from
(4) or (38)–(39). Notice that there is an ambiguity in the
solution of the angles: (α,α + π ) and (ψ,ψ + π ), that can
be solved using a priori information (for example if the robot
is initially behind or in front of the target) or using the point
correspondences (Hartley and Zisserman 2004). The state
parameter ρ can be computed up to the unknown fixed scale
Y as follows

ρ = ρ

Y
=

{√
(E12)2 + (E32)2 cosφ, if |φ| �= π

2√
(E12)2 + (E32)2 sinφ, if |φ| = π

2 .
(42)

4.2 State observer

In this section, we design a Luenberger observer (Luen-
berger 1964; Thau 1973) that improves the performance of
the control scheme. The problem of generating an estimate
of the state of system is referred to as the problem of design-
ing an observer.

Let the closed-loop of the state system to be defined by
ẋ = g(x,u). We now define the general observer dynamics{ ˙̂x = g(x̂,u) − L(ŷ − y)

ŷ = h(x̂)
(43)

where L is the constant gain of the observer. In the previ-
ous Sect. 4.1, we have shown the procedure to estimate the

values of ρ, α and φ from the essential matrix. However,
the estimation of ρ is obtained up to a unknown scale fac-
tor. The effect of this issue in the control performance is
depicted with two examples in Fig. 7. In the first simula-
tion, the initial location is far from the target, with underes-
timation of ρ, and it results in low velocities and slow con-
vergence. On the other hand, in the second simulation the
initial location is close to the target, with overestimation of
ρ, which leads to an oscillating behavior in the orientation
of the robot. Although the overdamping behavior showed
is stable, this decrease on performance due to the unknown
scale factor could lead to instability with higher overestima-
tion of ρ. We will show that an observer on the state vari-
able ρ improves the performance of the control. We focus
on this variable particularizing to a reduced-order observer
for ρ with

˙̂ρ = −kρρ̂ cos2 α − Lρ(ŷρ − yρ), (44)

where Lρ is the gain of the reduced-order observer. The
measurement of the variable yρ can be defined as a func-
tion of the control outputs and the essential matrix entries.
The derivatives of the entries of the essential matrix E with
respect to time give

Ė11 = Ė33 = ω/ cos2 φ

Ė12 = −v/Y − E12E33ω

Ė21 = (v/Y − E32ω)/ cosφ

Ė23 = E12ω/ cosφ

Ė32 = −E33v/Y + E32E33ω.

(45)

The parameter Y can be solved from the derivative of entry
E12. Analogue expressions for Y could be obtained with E21

or E32. So, we can compute Y = −v/(Ė12 + E12E33ω) and

yρ = ρY = −ρv

Ė12 + E12E33ω
, (46)

where the value of Ė12 is computed with Ė12(t) = (E12(t)−
E12(t − 	t))/	t and ρ is obtained from (42). Denoting
δ = Ė12 +E12E33ω, note that (46) becomes singular in par-
ticular situations (δ = 0, for example when φ = ψ = 0).

If (44) is subtracted from the system dynamics, and we
write eρ = ŷρ − yρ , then

{
ėρ = −(kρ cos2 α + Lρ)eρ if δ �= 0

ėρ = −kρ cos2 αeρ if δ = 0.
(47)

Proposition 3 (Stability analysis of the observer) The
reduced-order observer error dynamics defined in (47) is
stable.
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Fig. 7 Simulations without
observer for initial positions
(x, z,φ) at (−2,5,45◦) (first
row) and (−0.2,0.3,45◦)
(second row). Left: Evolution of
the real value of ρ (solid line)
and the value used in the control
(dashed line). Right: Evolution
of φ

Proof From the previous equations, the dynamic behavior
of the error (47) is asymptotically stable if δ �= 0, given that
(kρ cos2 α + Lρ) > 0 for any Lρ > 0, and (47) is stable if
δ = 0 because of (kρ cos2 α) ≥ 0. So, we conclude that the
observer (44) is globally stable. �

Therefore, stability is guaranteed for the proposed ob-
server but not asymptotic stability. However, we demon-
strate in the following section that global asymptotic stabil-
ity of the control scheme is not compromised. An example
of the control scheme with the observer is shown in Fig. 8.
Comparison with Fig. 7 shows that the convergence is faster
and the control performance improves with the use of the
observer.

4.3 Stability analysis with uncertain parameters

The proposed control law uses the value of the distance to
the target location ρ, which is estimated up to unknown fixed
scale Y (i.e. ρ0) assuming that the observer is not used. Next,
the stability of the system in the presence of this uncertainty
is studied.

Proposition 4 (Stability with uncertainty) The closed-loop
system (8) with the control gains selected following (12)
is globally asymptotically stable despite uncertainty in the
state parameter ρ if

kρN0
N1 + √

N1(N1 − 4kρkφ)

2kφ(kα − kφ − kρ)
< 1, (48)

where N1 = (kα − kφ − kρ)2 + (kα + kφ)2, and

N0 = max{(3π + 2)/(3π − 2), (1 − 1/ρ0)
2}. (49)

Proof The following demonstration uses a similar proce-
dure as in Proposition 2, but now including the unknown
parameter ρ0 from the estimation of ρ in the computed ve-
locities (6). The closed loop (8) is then:

ρ̇ = − 1

ρ0
kρρ cos2 α

α̇ = 1

ρ0
kρ sinα cosα − kαα + kφφ (50)

φ̇ = −kαα + kφφ.

We can write the system in the form of (15) with

fρ(x) =
⎛
⎜⎝ kρρ − 1

ρ0
kρρ cos2 α

−kρα + 1
ρ0

kρ sinα cosα

0

⎞
⎟⎠ , (51)

while the matrix A is the same as in (16), leading to the same
constraints (12) for A to be Hurwitz.

We define again the Lyapunov function V (x) = xT Px as
given in (14) and, following the same steps, we obtain the
matrix P as (19) that yields to λmin(Q) = 1 and λmax(P) as
(26). The bound on Mρ for ‖fρ(x)‖ < Mρ‖x‖ is computed
following an analogue procedure as in Appendix A, and we
obtain the constraints

Mρ > k2
ρ

(
1 + 2

3πρ0

)2

(52)
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Fig. 8 Simulations with
observer for initial positions
(x, z,φ) at (−2,5,45◦) (first
row) and (−0.2,0.3,45◦)
(second row). Left: Evolution of
the real value of ρ (solid line)
and the value used in the control
(dashed line). Right: Evolution
of φ. The observer improves the
performance (compare with
Fig. 7)

and

Mρ > k2
ρ

(
1 − 1

ρ0

)2

. (53)

The terms on the right of (52) and (53) intersect in ρ0 =
(3π − 2)/(6π) independently of kρ . Then, constraint (52)
bounds Mρ if ρ0 ≥ (3π − 2)/(6π) and (53) otherwise. Con-
sequently, we can deduce that Mρ is bounded by

Mρ > k2
ρ max

{(
1 + 4

3π − 2

)2

, (1 − 1

ρ0
)2

}
. (54)

Finally, we have that the derivative of the Lyapunov func-
tion is negative definite if the next inequality holds

λmin(Q) = 1 > 2Mρλmax(P), (55)

which is the condition (48) for asymptotic stability in the
presence of uncertainty in parameter ρ. �

5 Experimental validation

In this section we present the experimental evaluation con-
sisting of different simulations and real experiments show-
ing the performance of the proposed control scheme.

A possible choice for the control gains keeping the sta-
bility constraints (12) is:

kρ = 0.03, kφ = 0.1, and kα = 0.2. (56)

This selection used in (19) yields to λmax(P) = 218.5 and
then, from (25) we have

1 > 2k2
ρ

(
1 + 2

3π

)2

218.5 = 0.58. (57)

So, the inequality is fulfilled, and the control law with the
control gains chosen (56) is globally asymptotically stable.
With regard to the uncertainty in parameters, using the se-
lection proposed in (56) with Proposition 4, we have

1 > 2k2
ρ

(
1 + 4

3π − 2

)2

218.5 = 0.93, (58)

which is true for all ρ0 ≥ (3π − 2)/(6π) = 0.3939. On the
other hand, the stability condition for ρ0 < 0.3939 depends
on ρ0 (49), and the asymptotic stability with uncertainty in
ρ is not guaranteed (Proposition 4). In this case, the stabil-
ity region is enlarged by using the observer previously pre-
sented.

The simulated scene consists of a cloud of 3D points ran-
domly distributed. The set of points are projected into the
camera image plane (size 640 × 480 pixels) to obtain the
point correspondences used to compute the essential ma-
trix and subsequently the velocities for the motion are com-
puted by the control law. The control gains are set as de-
fined in (56). Simulations from different initial locations are
depicted in Fig. 9. showing successful convergence of the
system.
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Fig. 9 Simulations for three different initial positions. The tar-
get location is (0,0,0◦) and the initial locations are (x, z,φ) =
(−4,−6,−50◦) with solid line, (x, z,φ) = (−2,−10,0◦) with dotted

line, and (x, z,φ) = (3,−8,40◦) with dashed line. The evolution of
the system state (ρ, α, φ) is depicted (first row), as well as the output
velocities (v, ω) and a top view of the robot motion (second row)

We have defined the calibration matrix of the general pin-
hole camera model as

K =
⎡
⎣f mx s x0

0 f my y0

0 0 1

⎤
⎦ =

⎡
⎣640 0 0

0 480 0
0 0 1

⎤
⎦ , (59)

where f is the focal length of the camera and mx , my are
the pixels per distance unit in the x and y directions respec-
tively; s is the skew parameter and (x0, y0) are the coordi-
nates of the principal point. The estimation of the essential
matrix requires the internal camera calibration. Thus, we test
the performance of the control law associated with the un-
certainty of the camera calibration parameters. The values
of K have been fixed to (59), while the values known by
the controller in the simulations of Fig. 10 are changed. The
value of the focal length is changed from 3 to 9 mm for a
real value of 6 mm. It can be seen in Fig. 10 (first row) that
the variation of f only affects to the convergence time. The
principal point coordinates are changed from −10 to 10 pix-
els for a real value of 0 pixels. The variation of x0 does not
affect to the convergence except a final error in the orienta-
tion, as shown in Fig. 10 (second row). For example an error
in x0 of 10 pixels yields to an error in the final orientation of
−1.79 deg. The system converges to the goal with any vari-
ation on y0, (the resultant plots are superposed in Fig. 10
(third row)). Thus, assuming usual uncertainties in the cam-

era calibration parameters, the final location errors can be
disregarded.

In the real experiments, the mobile robot used is a Pioneer
P3-DX from ActivMedia, Fig. 11. The robot is equipped
with a Point Grey Research Flea2 camera mounted on top
and forward looking. Notice that the field-of-view con-
straints of the visual sensor are not taken into account specif-
ically in the approach presented. In order to ensure keeping
the features of interest in the field of view during the ro-
bot control, the standard camera can be replaced with an
omnidirectional one without any modification of the con-
trol scheme. For simplicity, we use here a standard camera
rather than an omnidirectional one. The camera is connected
to a laptop onboard the robot (Intel� CoreTM 2 Duo CPU at
2.50 GHz). The images are acquired at size 600 × 800, and
an example of images taken during one of the experiments
is shown in Fig. 12. The putative matches have been ob-
tained using the Lucas and Kanade tracking algorithm (Shi
and Tomasi 1994; Lucas and Kanade 1981). The presence of
image noise or mismatches needs to be assumed and we use
the RANSAC method (Fischler and Bolles 1981) to reject
wrong matches. The point correspondences obtained after
the robust estimation of the essential matrix are depicted in
Fig. 12 (left). The middle image in Fig. 12 shows the virtual
points computed to define the virtual target. The evolution
of the tracked points on the image plane during the motion
of the platform are shown in Fig. 12 (right).



Auton Robot (2011) 30: 293–306 303

Fig. 10 Evolution of ρ (left)
and φ (right) in the presence of
calibration errors. Each graphic
depicts a set of simulations with
varying parameters: focal length
(first row), x0 (second row), and
y0 (third row). The initial
location in these simulations is
(x, z,φ) = (3,−8,40◦)

Fig. 11 The experimental
platform, a Pioneer P3-DX from
ActivMedia

The results of three different real experiments are de-
picted in Fig. 13. The acquired image data is processed using
the OpenCV library (www.intel.com). The velocities com-
puted are sent to the robot, at a rate of 12 Hz, through the
serial port using the ARIA library (www.activrobots.com).
In each row of Fig. 13, the computed velocities and the resul-
tant evolution of the robot for three different initial locations
are depicted. The final error measured is around several cen-
timeters. The results obtained from the experiments carried
out show the performance of the proposal. The control per-
formance is subordinated to the obtention of a minimum set

of correspondences between the current and target images.
Otherwise, the essential matrix cannot be estimated, lead-
ing to failure of the control. On the other hand, the geomet-
ric constraint imposed through the essential matrix increases
the robustness of the system to spurious putative matches or
image noise.

6 Conclusion

We have presented a new vision-based control approach for
the stabilization of mobile robots. The contribution is a con-
trol scheme with an observer that relies on visual informa-
tion provided through the essential matrix. The evolution of
the system under our control scheme has been shown to be
globally asymptotically stable. This approach overcomes the
critical issue of the essential matrix degeneracies with short
baseline by means of a virtual target. The experimental eval-
uation consists of simulations and real experiments show-
ing the performance of the proposal. The proposed scheme
requires part of the scene to be shared by the current and

http://www.intel.com
http://www.activrobots.com
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Fig. 12 Left: Initial image of an experiment with the point features
detected. Middle: Target image with the points matched (circles) and
the computed virtual target points (squares). Only ten points are de-

picted for clarity. Right: Trajectories of the points in the image tracked
during the navigation (only ten are depicted)

Fig. 13 Experiments with the real platform. Three experiments are shown, one per row. The output velocities (v, ω) are depicted (left and middle
columns) and a top view of the robot motion (right column)
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target images in order to find enough matches for comput-
ing the essential matrix. Although we have used a standard
camera in the experiments, an omnidirectional camera can
be used directly in the same way to overcome field-of-view
constraints.
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Appendix A

Proposition 5 The nonlinear vector f(x) is Lipschitz, that
is, ‖f(x)‖ < M‖x‖ which was defined in (22) where M

is the Lipschitz constant, f(x) is defined in (17) and x =
(ρ,α,φ)T .

Proof The norms of the vectors involved in the inequality
(22) are given by

‖f(x)‖ = kρ

√
ρ2(1 − cos2 α)2 + (α − sinα cosα)2

‖x‖ =
√

ρ2 + α2 + φ2.

(60)

Using these expressions in (22) yields

ρ2(1 − cos2 α)2 + (α − sinα cosα)2 <
M

k2
ρ

(ρ2 + α2 + φ2)

(61)

We now study each term of (61) separately. So, for the
first term on the left of (61) we can write

ρ2(1 − cos2 α)2 <
M

k2
ρ

ρ2, (62)

which holds for any M > k2
ρ . For the second term on the left

of (61) we can write

α − sinα cosα < (1 + Mα)α, (63)

where Mα is a constant value defined with the expression

M

k2
ρ

= (1 + Mα)2. (64)

The value of Mα can be selected for (63) to be true as fol-
lows:

− sinα cosα < Mαα. (65)

The left term reaches its maximum value at α = 3π/4,

− sinα cosα ≤ 1/2 < Mα3π/4. (66)

Therefore, ∀α > 0 (63) holds for any Mα > 2/(3π). So

(α − sinα cosα)2 <

(
1 + 2

3π

)2

α2 <
M

k2
ρ

α2 (67)

for any M � M/k2
ρ > (1+ 2

3π
)2. Therefore, there exists M ∈

R with M > k2
ρ(1 + 2

3π
)2 in such a way that (22) holds. �

Appendix B

Proposition 6 The maximum eigenvalue of matrix P (19) is
given by (26).

Proof The three eigenvalues obtained analytically from
P(kρ, kα, kφ) (19) are

λ1(P) = 1

2kρ

(68)

λ2(P) = N1 + √
N1N2

4kρkφ(kα − kφ − kρ)
(69)

λ3(P) = N1 − √
N1N2

4kρkφ(kα − kφ − kρ)
(70)

with

N1 = (kα − kφ − kρ)2 + (kα + kφ)2 (71)

N2 = (kα + kφ − kρ)2 + (kα − kφ)2 (72)

= N1 − 4kρkφ. (73)

Taking into account the constraints (12), and given that
N1 > 0 and N2 > 0, we have trivially that λ2 > λ3. Next, we
analyze λ1 and λ2 to show that λ1 < λ2. Notice that the next
inequality derived from λ2 holds,

N1

4kρkφ(kα − kφ − kρ)
<

N1 + √
N1(N1 − 4kρkφ)

4kρkφ(kα − kφ − kρ)
. (74)

The comparison with λ1 yields the next expression

1

2kρ

<
N1

4kρkφ(kα − kφ − kρ)
. (75)

Using N1 and solving the previous inequality we have

0 < (kα − kφ − kρ)2 + k2
α + 3k2

φ + 2kφkρ, (76)

which is always true. Thus, λ2 (69) is λmax(P), which can
be written as in (26). �

References

Aicardi, M., Casalino, G., Bicchi, A., & Balestrino, A. (1995). Closed
loop steering of unicycle like vehicles via Lyapunov techniques.
IEEE Robotics & Automation Magazine, 2(1), 27–35.



306 Auton Robot (2011) 30: 293–306

Argyros, A. A., Bekris, K. E., Orphanoudakis, S. C., & Kavraki, L.
E. (2005). Robot homing by exploiting panoramic vision. Au-
tonomous Robots, 19(1), 7–25.

Astolfi, A. (1999). Exponential stabilization of a wheeled mobile robot
via discontinuous control. Journal of Dynamic Systems, Measure-
ment, and Control, 121(1), 121–126.

Basri, R., Rivlin, E., & Shimshoni, I. (1999). Visual homing: Surfing
on the epipoles. International Journal of Computer Vision, 33(2),
117–137.

Benhimane, S., & Malis, E. (2006). Homography-based 2D visual ser-
voing. In Int. conf. on robotics and automation (pp. 2397–2402).

Benhimane, S., Malis, E., Rives, P., & Azinheira, J. R. (2005). Vision-
based control for car platooning using homography decomposi-
tion. In Int. conf. on robotics and automation (pp. 2173–2178),
April 2005.

Brockett, R. W. (1983). Asymptotic stability and feedback stabiliza-
tion. In R. W. Brockett, R. S. Millmann, & H. J. Sussmann (Eds.),
Differential geometric control theory (pp. 181–191). Boston:
Birkhauser.

Canudas de Wit, C., & Sordalen, O. J. (1992). Exponential stabilization
of mobile robots with nonholonomic constraints. IEEE Transac-
tions on Automatic Control, 37(11), 1791–1797.

Chaumette, F., & Hutchinson, S. (2006). Visual servo control, part
I: Basic approaches. IEEE Robotics and Automation Magazine,
13(4), 82–90.

Chen, J., Dixon, W., Dawson, M., & McIntyre, M. (2006).
Homography-based visual servo tracking control of a wheeled
mobile robot. IEEE Transactions on Robotics, 22(2), 406–415.

Chesi, G., & Hashimoto, K. (2004). A simple technique for improving
camera displacement estimation in eye-in-hand visual servoing.
IEEE Transactions on Pattern Analysis and Machine Intelligence,
26(9), 1239–1242.

Chesi, G., & Hashimoto, K. (Eds.) (2010). Lecture notes in control
and information sciences: Vol. 401. Visual servoing via advanced
numerical methods. Berlin: Springer.

Conticelli, F., Allotta, B., & Khosla, P. (1999). Image-based visual ser-
voing of nonholonomic mobile robots. In IEEE Conference on
Decision and Control (Vol. 4, pp. 3496–3501).

Courbon, J., Mezouar, Y., & Martinet, P. (2008). Indoor navigation of a
non-holonomic mobile robot using a visual memory. Autonomous
Robots, 25(3), 253–266.

Fang, Y., Dixon, W. E., Dawson, D. M., & Chawda, P. (2005).
Homography-based visual servo regulation of mobile robots.
Trans. on Systems, Man, and Cybernetics, Part B, 35(5), 1041–
1050.

Fischler, M. A., & Bolles, R. C. (1981). Random sample consensus:
a paradigm for model fitting with applications to image analysis
and automated cartography. Communications of the ACM, 24(6),
381–395.

Franz, M. O., Schölkopf, B., Mallot, H. A., & Bülthoff, H. H. (1998).
Learning view graphs for robot navigation. Autonomous Robots,
5(1), 111–125.

Hartley, R. I., & Zisserman, A. (2004). Multiple view geometry in com-
puter vision (2nd edn.). Cambridge: Cambridge University Press.

Indiveri, G. (1999). Kinematic time-invariant control of a 2D non-
holonomic vehicle. In IEEE conference on decision and control
(Vol. 3, pp. 2112–2117).

Khalil, H. K. (2001). Nonlinear systems, (3rd edn.). New York: Pren-
tice Hall.

López-Nicolás, G., Sagüés, C., Guerrero, J. J., Kragic, D., & Jensfelt,
P. (2008). Switching visual control based on epipoles for mobile
robots. Robotics and Autonomous Systems, 56(7), 592–603.

López-Nicolás, G., Sagüés, C., & Guerrero, J. J. (2009). Parking with
the essential matrix without short baseline degeneracies. In IEEE

international conference on robotics and automation (pp. 1098–
1103), May 2009.

López-Nicolás, G., Gans, N. R., Bhattacharya, S., Guerrero, J. J.,
Sagüés, C., & Hutchinson, S. (2010). Homography-based control
scheme for mobile robots with nonholonomic and field-of-view
constraints. IEEE Transactions on Systems, Man, and Cybernet-
ics, Part B, 40(4), 1115–1127.

Lucas, B. D., & Kanade, T. (1981). An iterative image registration
technique with an application to stereo vision. In Proc. of 7th in-
ternational joint conference on artificial intelligence (IJCAI) (pp.
674–679).

Luenberger, D. G. (1964). Observing the state of a linear system. In
IEEE transactions military electronics (Vol. MIL-8, pp. 74–80).

Malis, E., & Chaumette, F. (2000). 2 1/2 D visual servoing with respect
to unknown objects through a new estimation scheme of camera
displacement. International Journal of Computer Vision, 37(1),
79–97.

Nister, D. (2003). An efficient solution to the five-point relative pose
problem. In IEEE computer society conference on computer vi-
sion and pattern recognition (Vol. 2, pp. 195–202), June 2003.

Rives, P. (2000). Visual servoing based on epipolar geometry. In Int.
conference on intelligent robots and systems (Vol. 1, pp. 602–
607).

Shi, J., & Tomasi, C. (1994). Good features to track. In IEEE com-
puter society conference on computer vision and pattern recogni-
tion (pp. 593–600), June 1994.

Thau, F. E. (1973). Observing the state of nonlinear dynamic systems.
International Journal of Control, 17(3), 471–479.

G. López-Nicolás received the de-
gree in Industrial Engineering and
the degree of Ph.D. in Systems En-
gineering and Computer Science
from the University of Zaragoza,
Spain. He is a member of the Ro-
botics, Perception and Real-Time
Group and the Instituto de Inves-
tigación en Ingeniería de Aragón.
His current research interests are fo-
cused on visual control, autonomous
robot navigation and application of
computer vision to robotics.

C. Sagüés received the M.Sc. and
Ph.D. degrees from the Univer-
sity of Zaragoza, Spain. During the
course of his Ph.D. he worked on
force and infrared sensors for ro-
bots. Since 1994 he has been Asso-
ciate Professor and, since 2009, Full
Professor with the Department of
Computer Science and Systems En-
gineering being also Head Teacher
in this Department. His current re-
search interest includes control sys-
tems, computer vision, visual robot
navigation and multi-vehicle coop-
erative control.


	Vision-based exponential stabilization of mobile robots
	Abstract
	Introduction
	Control scheme
	System model
	Control law
	Stability analysis of the control law

	Visual perception
	The essential matrix
	Definition of the virtual target

	State estimation and nonlinear observer
	State Computation
	State observer
	Stability analysis with uncertain parameters

	Experimental validation
	Conclusion
	Acknowledgements
	Appendix A
	Appendix B
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


