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Abstract In this paper, we study large formations of un-
derwater autonomous vehicles for the purposes of explo-
ration and sampling the ocean surface. The formations or
aggregates we consider are composed of up to hundreds
of robots with the capability of forming various complex
shapes dictated by the shape of the region to be explored, as
well as special shapes suitable for migration. The shapes
are determined through bathymetric maps and described
with reduced-dimensional representation techniques. The
approach we propose is that of breaking up the control and
coordination strategy into two decoupled problems, i.e., par-
titioning the aggregate into two non-overlapping sets: its
boundary and its interior. The boundary uses general theory
of curve evolution to form shapes while the interior pas-
sively complies, using attraction-repulsion forces, to form
a uniform distribution inside the boundary. This makes the
problem much more tractable than previous methods. De-
cision making by individual robots is entirely based on lo-
cal information, autonomous underwater vehicles, formation
control, swarm control.
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1. Introduction

Coordinated motion of groups of autonomous agents has
been the subject of much research in the past few years.
Most of the literature, either consider small formations (es-
pecially suited to aerospace applications, (Egerstedt and Hu,
2001; Zhang et al., 2003)) or swarms with no constraints on
the boundary (mostly related to the study of biological organ-
isms, (Gazi and Passino, 2004; Reif and Wang, 1999)). Only
recently, researchers have started looking at large formations
of robots resembling swarms but satisfying some geometri-
cal characteristics (Belta and Kumar, 2002; Chaimowicz and
Kumar, 2004; Cortes et al., 2004; Spletzer and Fierro, 2005;
Chaimowicz et al., 2005). The primary application we have
in mind is that of exploration of underwater environments
requiring the realization of Autonomous Ocean Sampling
Networks (AOSN) (Curtin et al., 1989). We are specially in-
terested in mobile networks as opposed to static ones. In this
case, autonomous submarines play the role of sensor plat-
forms. They are equipped with special application-specific
sensors as well as limited bandwidth communication capa-
bilities. The robot aggregate is assumed to be homogeneous,
consisting of identical robots. Also, interactions are limited
to a small neighborhood around each robot. These local in-
teractions should lead to the accomplishment of a global
task.

In a typical underwater exploration task, a group of mo-
bile autonomous vehicles are required to form particular
shapes corresponding to underwater features and carry on
some sampling process of the region. Features of interest
underwater include, but are not limited to, regions with cer-
tain depth characteristics, usually represented by bathymetric
maps, and plumes created as a result of emission of heat or
matter from one or several sources and undergoing diffusion
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Fig. 1 Underwater exploration and migration

(Okubo, 1980). This latter example can include oil leakage
(or other kinds of contamination) as well as explosions. Re-
gions are usually connected together in a topological map
of the environment. The robot aggregate needs to migrate
through pathways from one node in the map to another. To
do this, it may have to form particular shapes suitable for
navigation and distribute again upon reaching the destina-
tion node. Figure 1 shows part of a typical scenario. In this
paper, we address the issue of commanding the group to form
desired shapes. We assume that signatures (shapes) of envi-
ronmental features have been computed by suitable shape
description methods. These signatures can be computed us-
ing groups of robots which have been adapted to the feature
or they could be conveniently calculated using bathymetric
maps, if available, or other means, such as using aerial vehi-
cles. For more details, refer to Kalantar and Zimmer (2004).

To have a collection of robots form a certain shape we
have to come up with means to describe geometric shapes.
One inefficient way of doing this is to represent the posi-
tion of each and every robot within the formation. This is
certainly appropriate for a small number of robots such as
in formation flying. Indeed, many methods have been pro-
posed for representing small formations such as the concept
of virtual structures (Ren and Beard, 2004). In Belta and
Kumar (2002), a formation state is described as an element
of an abstract manifold which is the Cartesian product of
a Lie group G (an element of which represents the pose of
the formation as a whole) and a shape manifold S which
is a low-dimensional space representing the shape of the
formation. They apply their theory to ellipsoid-shaped for-
mations using the mean and variance as shape parameters.
In this kind of approach, the positions of individual robots
are not important as long as the whole group has a certain
shape. This approach may prove to be very complex when
it comes to describing more complex shapes. On the other
hand, a multitude of canonical invariant representations have

Fig. 2 Two of the Serafina underwater vehicles

been used by machine vision researchers over the past few
decades, such as statistical moments, Fourier descriptors, dif-
ferential invariants, integral invariants and wavelets, to name
the most important ones. In this paper, we propose an al-
ternative approach where the problem is decoupled into two
much simpler problems: motion of robots at the boundary of
the aggregate and appropriate distribution of interior robots
within the confines of the boundary. The particular boundary
representation we use here is Fourier descriptors which have
been widely used in pattern recognition but others can also
be used. Also, we consider uniform distribution for interior
robots but non-uniform ones, such as the one described in
Cortes et al. (2004), are also applicable.

The physical robots we consider here are small au-
tonomous vehicles called Serafina (Fig. 2), which have
been developed in our laboratory (for information about the
technical aspects of the submersibles please have a look
at the web-site (http://users.rsise.anu.edu.au/∼ serafina/)).
They have limited communication, sensing as well as com-
putational power. For a particular sampling operation, they
will be equipped with special sensors. Each robot can only
communicate with vehicles in its vicinity defined by a ra-
dius. In this paper, we use a very simple control system
q̇(t) = F(q(t), t), basically treating Serafinas as holonomic
vehicles, where q(t) = [x(t), y(t)] is the coordinates of the
robot in the horizontal plane and F denotes the total force
acting on the robot. The robots are stabilised at a cer-
tain fixed distance from the bottom of the ocean using
ż(t) = Kz(z(t)− zd ), so that we only consider motion in
the (x, y) plane.

The paper is organized as follows. First, a very general
global overview of our approach is presented. We then
present a review of reduced-dimensional shape representa-
tions. Then, methods for effecting uniform distribution are
discussed in Section 4. Separation of the group into interior
and boundary robots is discussed in Section 5. After that,
target shape reconstruction and the associated potential
(Section 6), movement of the boundary as well as interior
robots (Sections 7 and 8), are dealt with. Next, some
special cases are considered. Finally, simulation results are
presented.
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2. Overview

Suppose that we are given a collection S of N robots Ri , i =
1, . . . , N , represented as points in �2 with their positions
denoted as qi (t) = (xi (t), yi (t)) (qi (t) can be interpreted as
the state of Ri ). The positions are measured with respect
to a fixed global coordinate system or a local one moving
with the robots. The state of the system S can be described
by q(t) = (q1(t), . . . , qN (t)) ∈ �2N . We call S an aggregate.
Each robot is uniquely identified by its label. The centre of
gravity of an aggregate is defined as

q̄ = 1

N

N∑

i=1

qi . (1)

A local coordinate system can be conveniently placed at q̄ .
From now on, we assume (although not entirely necessary)
that all the distances are expressed in these local coordinates.

An aggregate can be partitioned into two non-overlapping
sets: S = IS ∪ BS.BS denotes the set of robots forming the
boundary of the shape described by S, while IS is the set of
robots inside the boundary. For this definition to be mean-
ingful, the region defined by S should be connected, in the
topological sense of the word.

The robots we consider here are homogeneous, meaning
that they can equally well belong to BS or IS , and that they
can be anywhere on the boundary or inside. Any two of the
robots can thus be interchanged.

Due to communication range limitations, all the processes
we consider are local. Depending on which set a robot be-
longs to and which particular process it is involved in at a
certain time instant, various neighborhoods may be defined.
A neighborhood Ni of each robot Ri defines a circular re-
gion, with radius r (Ni ) around it and is defined as the set of
robots R j such that ‖qi (t)− q j (t)‖ ≤ r (Ni ). Two robots are
called neighbors (connected) if both of them belong to the
other robot’s neighborhood.

Boundaries can be conveniently represented by contin-
uous closed curves γ : [0, 1]→ �2, parametrized by arc-
length s.γ (s) denotes the position of the point on the bound-
ary s distance away from the starting position γ (0) and
γ (1) = γ (0). In our case, the boundary is actually a poly-
gon each vertex of which denotes the position of a bound-
ary robot. If an order lB : BS → {0, 1, . . . , |BS| − 1} is de-
fined on S, then γ (lB(R)/(|BS| − 1)) defines the position of
R ∈ BS .

In our approach, the robots are initially randomly dis-
tributed in a region. They start by moving according to a
rule which tries to make the region occupied by S as close as
possible to a convex shape, with robots distributed uniformly
inside it:

q̇(t) = dq(t)

dt
= FS(q(t)) (2)

As will be shown later, FS is a function of the attraction-
repulsion forces exerted on individual robots and is computed
as the gradient of a potential �(q(t)). After stabilization,
boundary selection process can commence. Equilibrium can
be determined using
∥∥∥∥�(q(t))− 1

T

∫ t

t−T
�(q(t))dt

∥∥∥∥ ≤ ε� (3)

In some cases, the process may also commence when the
energy level falls below some limit:

�(q(t)) ≤ εD (4)

In its most general case, boundary assignment is a statisti-
cal process. Denote by PB(Ri , t) the probability of Ri ∈ BS

at time t. Then at a certain time T marking the end of the
process, we should have PB(Ri , T ) = 1 for Ri ∈ BS and
PB(Ri , T ) = 0 for Ri ∈ IS . Moreover, left and right neigh-
bors of each boundary robot should be determined by this
process. Accordingly, we will have a set of coupled differ-
ential equations:

∂PB(Ri , t)/∂t = P̂B(S, t)
∂Pl(Ri , R j , t)/∂t = P̂l(S, t)
∂Pr (Ri , R j , t)/∂t = P̂r (S, t)

(5)

Pl(Ri , R j , t) represents the probability that R j is Ri ’s left
neighbor on the boundary, and Pr (Ri , R j , t) is similarly de-
fined. The functions PB, Pl , and Pr work together to maxi-
mize some function of the curve:

�

(∫ 1

0
ϒ(γ (s))ds

)
(6)

Examples include length (�(u) = u − Ld , and ϒ(v) = v),
where Ld is a minimum required length, and curvature
(�(u) = u, ϒ(v) = κd − κ(v)).

Once a boundary has been determined, S is partitioned
into two sets of robots. Interior robots move according to

dqi (t)

dt
= FI (q(t)) = F̃I S(qI (t))+ F̃BS(qB(t)) (7)

where F̃I S and F̃BS are variants of FS and represent, respec-
tively, interaction with interior and boundary robots.

On the other hand, boundary robots will have the capa-
bility of morphing the boundary curve into a target curve
γD. γD is, in our method, constructed from a small set of
shape descriptors �:

dqi (t)

dt
= FI (q(t))

= FN (γ (t), γD,	(γD))
⇀

N(s)+ FT (γ (s))
⇀

T(s)

(8)
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Fig. 3 Global view of the system

where
⇀

N(s) and
⇀

T(s) represent normal and tangent vectors
at γ (s), and 	(γD) is the attracting potential corresponding
to γD . After convergence, we’ll have ‖γ − γD‖ ≤ εγ .

Figure 3 shows the global state diagram of the system.

3. Shape representation

In this paper, we are interested in large groups of au-
tonomous mobile vehicles which collectively form certain
desired shapes. The shapes we deal with here normally cor-
respond to environmental features such as those found in
underwater landscapes, or almost stationary plumes devel-
oped through some slow diffusion process. The assembly can
then act as a huge networked sensor sampling the desired fea-
ture, or simply complying with it’s shape, while performing
exploration tasks. In traditional formation control literature,
a formation shape is usually represented by formation graphs
or formation functions which encode the precise geometri-
cal relationships between each and every robot. When the
number of robots increases, the aggregate more resembles a
swarm than a simple formation. On the other hand, swarm
literature are interested in the inter-vehicle forces giving rise
to the advection-diffusion process of swarming rather than
the actual shape of the aggregate. In this paper, we combine
aspects of both approaches. First, we review some of the
previous attempts at finding appropriate representations.

The most reasonable way of describing the approximate
shape of very large formations is to use a reduced-order

representation. This is a fairly common approach used in
machine vision and pattern recognition. We review the ba-
sic concept here. Let S ⊆ �M be a low-dimensional space
of canonical invariant shape parameters with elements s̃ =
{s0, . . . , sM−1} and G ⊆ �3 the Lie group of Euclidian trans-
formations in the plane with elements g̃ = (µ, θ, l). A certain
formation F(t) can be considered as an element f̃ = (s̃, g̃)
of G ⊗ S. Let Q = (qo, . . . , qN−1) ∈ �N denote the state of
the aggregate G, then f̃ = �(Q) and Q = �−1( f̃ ).�−1 is
generally not known. In such a case, we can design control
laws for individual robots using a minimum norm solution
of �̇q̇ = ˙̃f in the least squares sense, where �̇ denotes the
differential of �. Thus, q̇ = �̇−1 f̃ . At each time step, all
the robots send their position information to a super-agent
which calculates the error e = ‖ f̃d − f̃ ‖ and sends e back
to the robots. The robots then move according to q̇ = ψ̇−1e.
In Belta and Kumar (2002), this method was originally pro-
posed and used by defining

µ = 1

N

N−1∑

i=0

qi ,

so = 1

N − 1

N−1∑

i=0

x2
i , s1 = 1

N − 1

N−1∑

i=0

y2
i (9)

which are the first and second moments, and defining orien-
tation using

N−1∑

i=0

xi yi = 0 (10)

to form simple ellipsoidal shapes.
For more complex shapes, higher-order moments or better

shape parameters should be used. One such method is called
integral invariants. In this method, shape parameters smn are
defined by

smn = 1

2πNx Ny

∫

X

∫

Y

(
∑

q∈G

e−σ‖q−(x,y)‖2

)m

(11)

[ ∫ 2π

0

(
∑

q∈G

e−σ‖q−((x,y)+R(φ)rex‖2

)n

dφ

]
dxdy (12)

where

X =
[

min
qi∈G

(xi )− d,max
qi∈G

(xi )+ d
]
,

Y =
[

min
qi∈G

(yi )− d,max
qi∈G

(yi )+ d
]
,

Nx = max
qi∈G

(xi )− min
qi∈G

(xi )− 2d,

Ny = max
qi∈G

(yi )− min
qi∈G

(yi )− 2d.

(13)
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Fig. 4 Formation shapes and transformations

The parameters are calculated as s00, s01, s11, etc. where d
denotes a desired margin around the area covered by robots.
This representation, although very powerful, is very costly
and �−1 or �̇−1 can not be easily computed, if at all.

The complexities associated with using the above repre-
sentation techniques for more complex shapes prompted us
to consider a slightly different approach where the aggre-
gate is partitioned into two non-overlapping sets: the interior
and the boundary. In most applications, the interior is just
required to maintain a uniform distribution inside the bound-
ary. What was said about reduced dimensional representa-
tions need only be applied to the boundary set. Among the
various proposed boundary representations, complex Fourier
descriptors are the most popular. A handful of Fourier de-
scriptors F = {F−M , . . . ,FM} ∈ �2M , with M usually very
small, can represent fairly complex shapes and, furthermore,
given F , the original curve γF (s) = �−1{qo, . . . , qN−1},
with desired granularity specified by N, can easily be re-
covered. The version we use here is invariant under homoge-
neous transformations, details of which will be presented in
Section 6. Figure 4 is a visual demonstration of shapes and
transformations.

4. Uniform distribution

We use the recipe for swarming for two purposes. One is to
make the interior robots form a uniform distribution inside
the boundary and the other is to make the whole assembly
form a more appropriate shape prior to the commencement
of the boundary assignment process. The rationale behind
this assumption is that, as will be seen shortly, the type of
swarming behaviour we consider here is actually a discrete
implementation of a diffusion process which relates the time
derivative of the concentration to the second spatial deriva-
tive of concentration (local curvature) that will effectively
act like a low pass filter on the concentration profile.

Suppose that the individual robots move according to the
control law

q̇i (t) = dqi (t)

dt
= λFi (q(t)), (14)

where Fi (q(t)) is a force driving each robot and λ is a damp-
ing coefficient. Here, we have ignored inertial effects. The
system S is thus governed by the coupled differential equa-
tions

q̇(t) = λF(q(t)) (15)

Definition 1. Let DS > 0 be a given number (comfortable
distance between neighboring robots). Define a neighbor-
hood Ni around each robot with r (Ni ) = DS . Let the robots
be initially positioned at locations q1(t0), . . . , qN (t0) at time
t0. Let the robots evolve according to (2). Suppose that after
a finite time, say Tc, all the robots reach their equilibrium
(stop moving) and for every pair of robots Ri and R j , such
that Ri ∈ N j and R j ∈ Ni , we have ‖qi (tC )− q j (tC )‖ = DS ,
where tC = t0 + TC . Then, we say that the robots have
formed a swarm. In absence of any external perturbations,
the swarm will stay in equilibrium for all times t > tC . We
call F a swarm generator. The set of states q(tC ) satisfying
the above definition can be considered as the invariant set�F
for the system (3). A swarm generator F is called invariant
if it is invariant under affine transformations. In other words,
q(t) is an equilibrium state of F , then so are q(t)+ q̃ and
R(θ )q(t), where q̃ is a translation and Rz(θ ) represents the
rotation matrix around the z axis applying a θ degree rotation
to all qi .

It is easy to see that the only local arrangement, satisfying
(4), is a hexagon centred around each robot, as Fig. 5 depicts.
In other words, if there exits a swarm generator F , then after
the swarm has been formed, the structure would locally look
like the one in Fig. 5. Thus, every neighborhood consists of
just seven robots, with one robot at the centre and the other six
distributed around the perimeter of a circle with radius DS .

For the class of swarm generators we are interested in,�F
is infinite, i.e., there are an infinite number of equilibrium
states. This is always true for invariant generators.

In real environments, there are always some sort of ex-
ternal disturbance that tries to destabilize the swarm. In
such a case, we require that a bound such as DS − ε ≤
‖qi (tC )− q j (tC )‖ ≤ DS + ε be actually satisfied.

One way of designing a swarm generator F is to first
design a potential function �(q, t) whose minimums corre-
spond to the invariant set �F . Then, we can define

F(q(t)) = −∇q�(q, t) (16)
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Fig. 5 Uniform distribution by swarming

The control laws for individual robots would thus be de-
fined as

Fi (q(t)) = −∇qi�(q, t) (17)

Although the forces F(q(t)) can be designed without having
to define a potential first, nevertheless, to every such force
there always corresponds a potential:

�(q, t) =
∫ t

t0

F(q(t))dt (18)

It is worth noting that �(q, t) can be used as a Lyapunov
function for the aggregate.

There are quite a number of ways that a swarm generator
can be designed. Here, we consider a special type of swarm
generator constructed from a potential. Let

φL J (τ ) = −ED

m − n

(
m

(DS

τ

)n

− n

(DS

τ

)m)
. (19)

(depicted in Fig. 6(a). Then, the potential energy between two
robots Ri and R j is defined by φ

i j
L J ≡ φL J (‖qi (t)− q j (t)‖)

and is called the Lennard-Jones bi-reciprocal potential. ED

is called the dissociation energy and DS is called the equilib-
rium separation distance. When the two robots Ri and R j are
in equilibrium,φL J (Di j ) = −ED , its minimum value, and the
distance between them would be equal to Ds . Lennard-Jones
potentials were initially used to model interaction forces be-
tween molecules. It has since been used for geometric mod-
elling (Tonnesen, 1998) and other similar applications. Here,
we use it to create uniform distributions of robots in a spatial
extent.

Fig. 6 Swarming potentials and associated forces

We have

∇qiφ
i j
L J =

d

dτ
φL J (‖qi (t)− q j (t)‖) qi (t)− q j (t)

‖qi (t)− q j (t)‖ (20)

where

d

dτ
φL J (τ ) = EDmn

m − n

( Dn
S

τ n+1
− Dm

S

τm+1

)
(21)

Now, define

f i j
φL J
= fφL J (qi (t)− q j (t)) = −∇qiφ

i j
L J (22)

as the force between two robots Ri and R j and define

f i
φL J

(q(t)) =
N∑

j=1

fφL J (qi (t)− q j (t)) (23)

as the total force experienced by Ri . If we set

Fi (q(t)) = f i
φL J

(q(t)) (24)

then the system defined by (2) will strive to minimize the
total potential of the aggregate (also, the Lyapunov function)
which is defined as

φS
L J (q(t)) ≡ 1

2

N∑

i=1

N∑

j=1, j =i

φL J (‖qi (t)− q j (t)‖) (25)

The Lennard-Jones potential φL J goes to zero at infinity and
at a point called the collision distance CD . If n = 2m, then
CD = DS(2−1/m).
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Refer to Tonnesen (1998) for a detailed description of
the effect of varying ED, n and m on compressibility and
brittleness of the swarm.

As is clear from previous section, φL J (‖qi (t)− q j (t)‖)
and fL J (qi − q j ) go to infinity as ‖qi − q j‖ → 0. This
causes problems when implementing on a real computer with
limited computing capabilities. Moreover, when the robots
get very close together, the Lennard-Jones potential applies
very large forces on robots. In simulations, this effect is
seen as an explosion of the swarm. Although the robots have
physical constraints limiting their actual velocities, never-
theless, it is highly desirable if the actual computed forces
somehow captured this limitation. Bounding the potential at
a certain maximum φM is tantamount to asserting that be-
low a certain distance, the force (pressure) exerted on each
robot does not change. We can realize this using a transfor-
mation on τ , i.e., the distance between two robots. Suppose
that τM = φ−1(φM ), such that τM < CD . Now consider the
mapping

γ (τ ) = τM

√
βτ 2 + 1 (26)

The graph of this mapping is shown in Fig. 6(e) with β =
(1/τM )2 (which corresponds to a slope of 1, because the slope
equals α

√
β). As can be seen in the figure, the mapping is

almost linear and one-to-one when τ is greater than some
value, and decays to τM as τ → 0.

The bounded potential is now defined by

φL JB (τ ) = φL J ◦ γ (τ ) (27)

with corresponding force calculated as

fL JB (ζ ) = − d

dγ
φL J (γ (‖ζ‖)) d

dτ
γ (‖ζ‖) ζ

‖ζ‖ (28)

Here, ζ is the vector representing the difference of two po-
sitions on the plane, e.g., qi (t)− q j (t), and let τ = ‖ζ‖.
Note that ∂τ/∂ζ = ζ/‖ζ‖. The critical points of φL JB occur
at points τ where φ′L JB

(τ ) = φ′L JB
(γ (τ ))γ ′(τ ) = 0. The one

corresponding to γ ′(τ ) = 0 is zero (the point at which the
potential attains its maximum) and the one corresponding to
φ′L JB

(γ (τ )) = 0 is equal to

DSB =
√( (DS

τM

)2

− 1

)/
β (29)

which is also the point at which the force is zero. This means
that with bounded potentials, the comfortable distance would
be DSB . If we plug this value into the expression for φL JB , we
get−ED , so that the minimum value of the original potential
is not changed under the action of γ (EDB = ED) as long as

τM < CD . For a desired comfortable distance D̃S , one should

put DS = τM

√
βD̃2

S + 1.
To prevent the discontinuity at neighborhood boundary,

weighting has been proposed in Tonnesen (1998) to make
the potential smoothly die off at the boundaries. Again, refer
to Tonnesen (1998) for details. Now, the potential is defined
as

φL JW (τ ) = w(τ )φL J (τ ) (30)

(Fig. 6(c)). The way w(τ ) (Fig. 6(c)) is defined ensures that
for every robot Ri ,

N∑

j=1, j =i

wi jφ
i j
L J =

∑

j∈Ni

wi jφ
i j
L J (31)

where wi j = w(‖qi (t)− q j (t)‖). The interaction force ap-
plied to a robot Ri from another robot R j would thus be

fL JW (qi (t)− q j (t))

= −∇qi (w(τ )φL J (τi j )

=
(
w(τi j )

d

dτ
φL J (τi j )+ φL J (τi j )

d

dτ
w(τi j )

)
qi (t)− q j (t)

τi j

(32)

where τi j = ‖qi (t)− q j (t)‖ and is depicted in Fig. 6(d).
In this case, we have

φL JBW (τ ) = w(τ )φL JB (τ ), (33)

fL JBW (qi (t)− q j (t)) = −∇qi (w(τ )φL JB (τi j )). (34)

The latter is shown in Fig. 6(i), while the former can be
seen in Fig. 6(j). Figure 6 shows the various potentials
and the associated forces. Finally, the bounded forces, al-
though within the limitations of the processor, are still
too big to be realized by real robots. To dampen out the
spikes that occur when robots get close together, we use
the shunting model. In this model the actual force ap-
plied to a robot, f̃ i

L JBW
(t), is the solution to the differential

equation

∂ f̃ i
L JBW

(t)

∂t

= −D f̃ i
L JBW

(t)+ (
BU − f̃ i

L JBW
(t)

)
max

(
0, f̃ i

L JBW
(t)

)

− (
BL + f̃ i

L JBW
(t)

)
max

(
0,− f̃ i

L JBW
(t)

)
(35)

where D is the decay rate and BU and BL are the upper
and lower bounds. We set D = ED/10. In the discrete

Springer



44 Auton Robot (2007) 22:37–53

implementation, �t = 1/D should be used. Shunting model
was introduced by Grossberg and was originally used in
neural networks but can generally be used to limit an
arbitrary signal to lower and upper bounds. It also exhibits
some memory effects in that big spikes are not just cut out
but retain their action over an extended period of time. This
will produce smooth transitions.

5. Boundary assignment

Assigning boundary robots is indeed the most crucial phase
in the proposed system. The whole aggregate should self-
organize itself into two non-overlapping sets. It is a difficult
problem even in the presence of global information. In our
case, all the decisions have to be made with respect to lo-
cal neighborhoods, which makes the problem even harder.
In its most general form, the solution can be formulated
as the solution of a set of coupled selection equations with
dynamic variables ξi ∈ [0, 1] (ξi = 1 means Ri ∈ BS), ζ i

i j ∈
[0, 1] (ζ l

i j = 1 means Ri ∈ BS, R j ∈ BS, and R j is Ri ’s left
neighbor on the boundary), ζ r

i j ∈ [0, 1] (defined similarly to
ζ l

i j ), subject to constraints imposed on the desired quality of
the boundary (length, curvature, . . .). The resulting BS should
of course be a boundary for S : Ri ∈ BS should form a closed
polygon without intersections and all R ∈ IS(= S\BS)
should be inside this polygon. The system can be written

� = ς

(
ξ, ζ l, ζ r ,

{
�α

(∫ l

0
ϒα(γ (s))ds

)})
(36)

where � = [ξ̇ , ζ̇ l , ζ̇ r ]T . The assignment should emerge in
the limit as an asymptotically stable point of the above
dynamics (refer to Starke (1987) for a similar problem).

In this section, rather than attempting to solve the general
problem, we present a procedure which can be considered as
a rough discrete approximation of the continuous dynamics.
It is always successful if certain conditions are met.

As before, Nr (Ri ) denotes the neighborhood of Ri with
radius r. Define

ρ : Nr (Ri )→ [0, 2π ],
Rα → s2π

(
atan

(
(yRα
− yR1

)
/
(
xRα
− xR1

)))
,

s2π (θ ) = θ − 2π�θ/(2π )�
(37)

Define a partial order � on Nr (Ri ) such that Rα � Rβ ⇔
ρ(Rα) ≤ ρ(Rβ). Now, re-label the robots in Nr (Ri ) as
{R0, . . . , R|Nr (Ri )|−1} according to the order. Also define the
mappings

ι+ : Nr (Ri )→ Nr (Ri ), Rα → R(α+1)mod|Nr (Ri )| (38)

ι− : Nr (Ri )→ Nr (Ri ), Rα → R(α−1)mod|Nr (Ri )| (39)

Finally, consider the maps l, r : BS → BS , which define the
left and right neighbors of Ri ∈ BS . The boundary assign-
ment scheme should determine BS, l(BS) and r (BS).

We now describe 5 heuristic rules which will identify BS .
They should be active during the process. First, fix some
θG· θG can be used to control the length and curvature of the
resulting curve. Furthermore, let BS = ∅ initially.

Rule 1. Suppose there exists a Rα ∈ Nr (Ri ) such that for
every Rβ ∈ Nr (Ri ), Rβ = Rα , we have G(Rα) ≥ G(Rβ) and
G(Rα) ≥ θG, where

G(Rα) = acos
(Rα − Ri )(ι+(Rα)− Ri )

‖Rα − Ri‖‖(ι+(Rα)− Ri )‖ . (40)

Then, let BS ← BS ∪ {Ri } and define ι(Ri ) =
l+(Rα), r (Ri ) = Rα .

Rule 2. Suppose Rα ∈ Nr (Ri ) such that Rα �
l(Ri ), r (Rα) = Ri , and ‖qα(t)− qi (t)‖ ≤ ‖ql(Ri )(t)−
qi (t)‖. Then define l(Ri ) = Rα .

Rule 3. Suppose Rβ ∈ Nr (Ri ) such that Rα �
r (Ri ), l(Rα) = Ri , and ‖qβ (t)− qi (t)‖ ≤ ‖qr (Ri )(t)−
qi (t)‖. Then define r (Ri ) = Rβ .

Rule 4. Suppose R j ∈ Nr (Ri ) such that

χ (qr (Ri )(t), qi (t), ql(R j )(t), q j (t)) > 0, (41)

where

χ (qq , q̃1, q2, q̃2) = (l1 − ‖U1‖)(l2 − ‖U2‖),

l1 = 1

2
‖q1 − q̃1‖,U1 = Q − m1,m1 = 1

2
(q1 + q̃1)

l2 = 1

2
‖q2 − q̃2‖,U2 = Q − m2,m2 = 1

2
(q2 + q̃2)

xQ = (1/D)
((

xq2 − xq̃2

)(
xq1 , yq1 − yq1 xq1

)− (
xq1−xq̃1

)
(
xq2 yq2 − yq2 xq2

))

yQ = (1/D)
((

yq2 − yq̃2

)(
xq1 yq1 − yq1 xq1

)− (
yq1 − yq̃1

)
(
xq1 yq2 − yq2 xq2

)

D = (
xq1 − xq̃1

)(
yq2 − yq̃2

)− (
yq1 − yq̃1 )(xq2 − xq̃2

)

(42)

Then, let r (Ri ) = R j .

Rule 5. Suppose Ri ∈ Nr (R j ) such that

χ (ql(R j ))(t), q j (t), qr (Ri )(t), qi (t)) > 0. (43)

Then, set l(R j ) = Ri .

Figure 7 shows the rules. To make the formulas in the follow-
ing sections more readable, instead of using l(Ri ) and r (Ri )
for referring to a robot’s left and right neighbors, we imagine
that the boundary robots are re-labelled in such a way that
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Fig. 7 Boundary-assignment rules

their labels parametrize the boundary. The Ri ∈ BS with the
least i (in fact, any robot can be picked for this purpose)
can be chosen as the starting point of the curve (s = 0). The
robot immediately to its left is labelled s = 1 and so on. The
robot to the right of the starting robot would thus be labelled
s = |BS| − 1.

6. Target shape and potential

Curve evolution, as discussed in Section 8, requires that a po-
tential around the desired shape be defined. In our approach,
a shape is simply represented by its boundary. Among
the many approximate methods devised to describe shapes,
Fourier descriptors can very compactly encode shapes and
provide us with a simple reconstruction recipe. Any closed
curve, parametrized by s (the arc length) and with perimeter
T can be described by its Fourier expansion

q(s) =
N
2∑

n=− N
2

cne jnωs, ω = nπ

T
(44)

where the Fourier coefficients are given by

cn = 1

T

∫ T

0
q(s)e− jnsds. (45)

Here, we assume that the perimeter is normalized by
T = 2π , i.e. ω = 1. For a shape described by a set of ver-
tices qi , i = 0, . . . , N − 1, the Fourier descriptors cn, n =
−N/2, . . . , N/2 are the coefficients of the Fourier transform
of qi :

qi =
N
2∑

k=− N
2

cke2π j ki
N , ck = 1

N

N∑

i=0

qi e
−2π j ik

N (46)

Refer to Kalantar and Zimmer (2004) for the calculation of
the set of Fourier descriptors {Fn = (Fnx ,Fny )}, invariant
with respect to translation, rotation, scaling and choice of
starting point, given the set {q0, . . . , qN−1} of vertices. The
periodic boundary condition is defined by qN−1+i = qi−1 and
q−i = qN−i , where i = 1, . . . , N .

Given a set of invariant features F−M , . . . ,FM (com-
prising the canonical representation of γD) and the set
{µw

d , θd , sd} of geometrical properties of the shape, where
µw

d , θd , sd represent desired areal centre of gravity, orienta-
tion (with respect to the original shape), and scaling (expan-
sion/shrinking), the formula

vi = sd R(θd )vFd
i + µw

d (47)

gives the positions of the vertices {vo, . . . , vN−1} of the poly-
gon approximating the target shape, where R(ϑ) denotes the
rotation matrix around the z axis by ϑ degrees, and

v
Fd
i =

M∑

n=−M,n =0

Fne
2 jnπ i

N (48)

A potential around γD can be constructed using a distance
function d(γD, q(t)) giving the closest point on γD to a point
q inside or outside the boundary. In Wang et al. (2002) a sim-
ple method is proposed. γD(s) is first approximated with a
cubic spline function γ̃D(s) with equally spaced breakpoints
{so, . . . , sN−1}, with s0 = 0 and sN−1 = 1. The distance be-
tween q(t) and position γ̃D(s) is D(s) = ‖γ̃D(s)− q(t)‖
The value s∗ minimizing D(s) is the closest point to

q(t),
⇀

D(s∗)q(t) is perpendicular to the curve and its dis-
tance is the shortest distance between q(t) and the curve. For
each segment [si , si+1], let P(s) be the quadratic polynomial
interpolating γ̃D(s) at si , (si + si+1)/2, and si+1. At each it-
eration, the value among {si , (si + si+1)/2, si+1, s∗} which
gives the largest P is eliminated and the process continued
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until either P(s∗) ≤ εP or s∗ goes out of the segment. In case
of convergence, Newton’s formula

s∗ = s∗ − D′(s∗)/D′′(s∗) (49)

is used to get a better solution. Otherwise, another segment
is tried.

Here, we use a much simpler strategy based on the polyg-
onal approximation of γD . For each segment Si = {vi , vi+1}
and point q(t), let

Q̃(q(t), Si ) = vi + ũ(vi+1 − vi ) (50)

ũ = 〈(q(t)− vi ), (vi+1 − vi )〉
‖vi+1 − vi‖2

(51)

Q(q(t), Si )

=
{

Q̃(q(t), Si ); ‖MSi − Q̃q, Si‖ ≤ vi+1 − vi

2
ı(Q̃(q(t), Si ), vi+1, vi ); otherwise

(52)

ı(Q̃(q(t), Si ), vi+1, vi )

=
{
vi−1; ‖Q̃q, Si − vi‖ > ‖Q̃q, Si − vi+1‖
vi ; otherwise

(53)

where MSi = (vi+1 + vi )/2. Moreover, let

φvi+1−vi = atan
(
yvi+1−vi /xvi+1−vi

)
(54)

(q − vi )
∗ = Rz

(− φvi+1−vi

)
(q − vi ) (55)

φ(q−vi )∗ = atan
(
y(q−vi )∗/x(q−vi )∗

)
(56)

Now, the distance function is defined as

d(γD, q(t)) = min
Si

‖q(t)− Q(q(t), Si )‖, (57)

where the minimum is taken over all Si subject to the con-
straints

φ(q−vi )∗ = π and φ(q−vi )∗ = 0. (58)

The in-out function is 1 if q(t) is outside the shape and is−1
if it is inside and is defined by:

f I O (q(t), γD) =
{

1; 0 ≤ φ(q−vi )∗ < π

−1; π ≤ φ(q−vi )∗ < 2π
(59)

Q(q(t), Si ) is the closest point on γD to q(t) and we denote
it by QγD (q(t)).

The distance function provides a scalar field over �2. To
create a vector field, let’s define

g(q(t)) = ξ (1− Gσ (d(γD, q(t)))) (60)

where Gσ (·) ∼ N (0, σ ). The gradient is computed as

∇q(t)g(q(t)) = −ξ Ġσ (d(γD, q(t)))
NγD (q(t))

‖NγD (q(t))‖

= − ξ
1

σ 2
Gσ (d(γD, q(t)))NγD (q(t)) (61)

where

NγD (q(t)) = QγD (q(t))− q(t),

‖NγD (q(t))‖ = d(γD, q(t)). (62)

∇g(·) defines a force field as required by curve evolution
schemes.

7. Boundary morphing

The shape of the aggregate is controlled by the motion
of the boundary robots; the interior robots passively com-
ply. This is equivalent to continuous deformation of the
initial closed simple curve γ0 = γ (0) into another desired
curve γ∞, ensuring collision-free paths for the robots and no
self-intersections. There exists several possible solutions. In
Kalantar and Zimmer (2004), an ad hoc strategy is proposed
in which the initial curve, represented by a set of Fourier
descriptors, successively evolves into intermediate curves
constructed with decreasing subsets of the descriptor set, to
form an ellipsoidal shape in the limit, and then evolving into
curves given by increasing subsets of the descriptor set of the
target curve. This method (shape interpolation) involves un-
necessary intermediate curves, several re-parametrizations,
and substantial synchronization.

A more formal method relies on general curve evolu-
tion theory (Kichenassamy et al., 1995; Chenyang et al.,
2000; Belyaev et al., 1999). Let U : γ → U(γ ) ∈ � denote
a cost functional along γ . A curve evolution equation gives
a one-parameter family of curves {γ (t)}, t ∈ �+, such that
γt |t=0 = γ0 and γ∞ = limt→∞ γt is a local minimum of U .
The evolution equation takes the form of a partial differen-
tial equation ∂γ (t)/∂t = �(γ (t),∇U(γ (t))) and follows the
gradient descent of U . These curves are usually called active
contours, especially in machine vision literature.

There are two different approaches to representation
and implementation of active contours. Parametric ac-
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tive contours are explicitly represented as curves γ (s, t) =
[x(s, t), y(s, t)] parametrized by the arclength s ∈ [0, 1]. The
curve evolves according to the Lagrangian dynamic reaction-
diffusion equation ∂γ (s, t)/∂t = �(γ (s, t),∇U(γ (s, t))).
The force � can be decomposed into its normal and tan-
gential components. Thus, the equation would be

∂γ (s, t)

∂t
= �N (s, t)

⇀

N γ (s, t)+�T (s, t)
⇀

T γ (s, t) (63)

where
⇀

N γ (s, t) and
⇀

T γ (s, t) denote, respectively, the in-
ward normal and the tangent to the curve at s. The tangen-
tial component only changes the parametrization, while the
normal component modifies the shape of the curve and is
usually called the speed function. A classic example is the
deformable active contour (snake):

∂γ (s, t)

∂t
= (I (s, t)−∇P(γ (s, t))· ⇀N γ (s, t))· ⇀N γ (s, t)

(64)

I (s, t) = ∂

∂s

(
α(s)

∂γ (s, t)

∂s

)
− ∂2

∂s2

(
β(s)

∂2γ (s, t)

∂s2

)

(65)

where α(s) and β(s) control, respectively, the elasticity and
rigidity of the contour. ∇P is a force field directing γ to the
final desired curve γD . Also,

U(γt ) = 1

2

∫ 1

0

(
α(s)

∥∥∥∥
∂γt (s)

∂s

∥∥∥∥
2

+ β(s)

∥∥∥∥
∂2γt (s)

∂s2

∥∥∥∥
2
)

ds

−
∫ 1

0
P(γt (s))ds (66)

Geometric active contours, on the other hand, are im-
plicitly defined as the zero level set of a scalar function
ψ(x, t), x ∈ �2. The curves evolve according to the Eule-
rian (heat) equation

∂ψ (x, t)

∂t
= g(x)(κ + v0)‖∇ψ‖ + ∇g(x) · ∇ψ, (67)

where g(x) is the same function as in Eq. (60) in Section 6,
κ is the curvature and v0 is a constant. For our application,
the Lagrangian formulation is more suitable because it lends
itself to distributed implementation. The evolution equation
we use here is the parametrized equivalent of the general
Eq. (67),

∂γ (s, t)

∂t
= (α + βκ(s, t)) · g((γ (s, t)))

⇀

N γ (s, t)

− 〈∇g(s, t),
⇀

N γ (s, t)〉 ⇀

N γ (s, t)

+ ω(γ (s, t))
⇀

T γ (s, t) (68)

where

α = f I O (γ (s, t), γD), (69)

g(γ (s, t)) = Gσ (d(γD(t), γ (s, t))), (70)

⇀

N γ (s, t) = ys(s, t)− xs(s, t)√
xs(s, t)2 + ys(s, t)2

, (71)

⇀

T γ (s, t) = ∂γ (s, t)/∂s

‖∂γ (s, t)/∂s‖ =
⇀

N γ (s, t)⊥, (72)

κ(s, t) = yss(s, t) · xs(s, t)− xss(s, t) · ys(s, t)√
xs(s, t)2 + ys(s, t)2

(73)

g is zero at the desired boundary and stops the propagat-
ing front, the term involving κ smooths the curve such
that those areas of the boundary with higher curvatures
move faster. ω(γ (s, t)) does not have any effect other than
re-parametrizing but is crucial for numerical implementa-
tion, as will be discussed next. Figure 8 shows the evo-
lution of the boundary under the influence of the force
field.

Boundary robots use a discretized version of Equ. (68) to
move. We use the following rule:

qi [n]

= qi [n − 1]+�t( f1O (γi [n])+ βκi [n]) · g(γi [n]) · ⇀N γi [n]

− (∇qi [n]g(qi [n]) · ⇀N γi [n]) · ⇀N γi [n]+ ωi [n] · ⇀T γi [n])

(74)

We use the following central difference approximations:

dxi [n]/ds ≈ �x/2�s, d2xi [n]/ds2 ≈ �x2/�s2,

dyi [n]/ds ≈ �y/2�s, d2 yi [n]/ds2 ≈ �y2/�s2,
(75)

Fig. 8 Motion of curves under shape potentials
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where

�x = xi+1[n]− xi−1[n],

�y = yi+1[n]− yi−1[n],

�xx = xi−1[n]− 2xi [n]+ xi+1[n],

�yy = yi−1[n]− 2yi [n]+ yi+1[n],

and �s =
∫ 1

0

γ (s)ds

‖BS‖

(76)

Thus

⇀

N γ [n] = �y −�x√
�x2 +�y2

, (77)

κi [n] = 4
�yy ·�x −�xx ·�y

(�x2 ·�y2)3/2
(78)

In the above formulas �s does not appear so that as robots
get closer to each other, the calculations will get more un-
stable due to accumulation of errors. That’s the reason why
a non-zero tangential force is used. This force should uni-
formly distribute the robots along the boundary. Rather than
calculating the perimeter of the boundary and dividing it
by the number of robots to determine the spacing between
robots, we use a simple local force acting on each robot that
achieves the same thing upon convergence:

ωi (t) = ζ

(
e

4(qi (t)−qi−1(t))2

ς(t)2 − e
4(qi+1(t)−qi (t))2

ς(t)2

)
(79)

where ς (t) = ‖qi+1 − qi‖ + ‖qi − qi−1‖.
It should be noted that instead of gradients constructed

out of descriptor sets for desired geometric shapes, we can
use concentration gradients of a diffusion process and stop at
an isocline. This way, the geometric shape is not predefined
and is the shape of the isocline (Bertozzi et al., 2005).

8. Interior motion

The interior robots should at all times distribute themselves
uniformly inside the boundary while staying far enough away
from the boundary to prevent possible leakage out of it. Each
interior robot has to handle two different interactions: one
with other interior robots and the other with boundary robots.
Interaction with fellow interior robots is the same as motion
under the influence of Lennard–Jones forces described in
Section 4. If there are no boundary robots in the neigh-
borhood of an interior robot, the net force on it is simply
calculated using Eq. (23). If the boundary robots are treated
the same way as interior robots, interior robots can in many
situation easily escape the boundary by squeezing through
boundary robots. This can happen when two boundary robots

are further than some certain distance apart and the aggre-
gated force from the interior on a particular interior robot in
the vicinity of the boundary exceeds the one imposed on it
by the boundary robots. This means that the forces from the
boundary robots and from the interior robots should be bal-
anced. One might be tempted to prevent the interior robots
from moving in the direction of the boundary by using the
formula

〈
FI ,

( FB

‖FB‖
)⊥〉

+ FB (80)

when the angle between FB and FI is greater than π/2.
This will cause the interior robots in the neighborhood of
the boundary to keep moving along the boundary. Another
solution is to balance the forces using a weighted summa-
tion wBFB + wIFI but then the optimal weights have to be
determined.

The strategy we will use here is to treat the boundary as
being composed of segments rather than individual robots
and calculate the force from the boundary as a function of
the distance to these segments. For each interior robot Ri ,
consider the set

�i = {{qα, qβ}|Rα, Rβ ∈ BS,

(Rα = l(Rβ), Rβ = r (Rα)),

(Rα ∈ Ni ∩ BS) ∨ (Rβ ∈ Ni ∩ BS)}
(81)

Now, define the motion of Ri as

q̇i (t) = F i
I (q(t))

=
∑

Rη∈IS

fL JBW (qi (t)− qη(t))

+
∑

{qα,qb}∈�i

∂φL JBW

∂t
(d(qi (t), {qα, qβ})

× Q(qi (t), {qα, qβ})− qi (t)

‖Q(qi (t), {qα, qβ})− qi (t)‖ (82)

where

Q̃(qi (t), {qα, qβ}) = qα + ũ(qβ − qα), (83)

ũ = 〈(qi (t)− aα), (qβ − qα)〉
‖qβ − qα‖2

, (84)

Q(q(t), {qα, qβ})

=
{

Q̃(q(t), {qα, qβ}); � ≤ 0
ι(Q̃(q(t), {qα, qβ}), qβ,qα ); otherwise

(85)
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� = ‖M{qα,qβ } − Q̃(q, {qα, qβ})‖ − ‖qβ − qα‖/2 (86)

ι(Q̃(q(t), {qα, qβ}), qβ,qα )

=
{

qβ ; ‖(Q̃(q, {qα, qβ})−qα‖>‖Q̃(q, {qα, qβ})− qβ‖
qα; otherwise

(87)

where M{qα,qβ } = (qβ + qα)/2. This scheme is like apply-
ing usual particle-based forces for a very dense boundary
(Fig. 9).

The maximum area covered by an aggregate of robots is
a function of the comfortable distance DS . Suppose DS is
fixed, and denote the area by ADS . If the area of the target
curve γD ,

AγD =
1

2

∮
f (γD(s))γ ′D(s)ds, (88)

f (x, y) = (y − x) is smaller than ADS , then the interior
robots will be compacted together but will still cover this
area uniformly. On the other hand, if it is larger, then part of
the area surrounded by γD will be empty. This means that DS

should increase to compensate. DSi (t) can be changed adap-
tively as a function of the difference AγD −ADS . Note the
dependence on time as well as the individual. This method
can also be implemented locally. Define the measure of pres-
sure (or lack of it) on an interior robot Ri as

�i (t) =
∑

α∈N̂Ri (t)

‖qα(t)− qi (t)‖ − (DSi (t)− ε)

DSU − DSL

+ (θα+1 − θα)− π/3

2π
(89)

Fig. 9 Motion of boundary and interior robots

where N̂Ri is the same as NRi except that the elements are
ordered according to

θα = a tan
(
yqα (t)−qi(t)

/xqα (t)−qi(t)

)
(90)

in the interval [0, 2π ], DSU and DSL denote bounds on
DS(t) ·�i (t) is actually measure of how far the local
status is from a perfect hexagon. The minimum of �i (t)
(maximum pressure) is

L�i = −(‖S‖ − 1)

(
DSi (t)− ε

DSU − DSL

+ 1

6

)
(91)

(corresponding to a situation where all of the aggregate is
located at qi (t)) and the maximum (least pressure) occurs
when there is only one robot at the farthest end of the
neighborhood and is calculated as

U�i =
r (Ni )− DSi (t)+ ε

DSU − DsL

+ 5

6
. (92)

When N̂Ri = Ø, we put �i (t) = U�i Define

!(v) =
⎧
⎨

⎩

v · (DSU − DSi )/U�i ; v > 0
0; v = 0
v · (DSL − DSi )/L�i ; v < 0

(93)

The algorithm is as follows: when an equilibrium is reached,
DSi (t) is updated using

DSi (t) = DSi (t)+!(�i (t)). (94)

This will perturb the system from equilibrium. To achieve
uniform coverage, all the DSi (t) should be the same. This
can be achieved via synchronization among interior robots.
A strategy for this is evolving DSi (t) according to the formula

DSi (t) =
DSi (t)+

∑
R j∈Ni (t)∩IS

R j

1+ ‖Ni (t) ∩ IS‖ (95)

This scheme has been proved to be convergent (Jadbabaie
et al., 2003). After convergence, DSi will converge to the
average

1

‖IS‖
∑

Ri∈IS

DSi . (96)

Here, we instead use the simplest solution. We put DS to
a large value such we will always have AγD  ADS . This
simple solution has the drawback that the motion of the
interior robots has to be sufficiently shunted to prevent large
abrupt forces.
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9. Special cases

In this section, we discuss two classes of shapes. One is the
ellipsoid, which can be related to previous work in Belta and
Kumar (2002), and the other is one which facilitates splitting
and joining two assemblies of robots.

Unlike small formations, join and split operations for a
large aggregate with approximate shapes is not trivial. Here,
we just mention a possible avenue. The main idea is that
the boundary shape descriptors can be calculated in such a
way that the resulting shape is more appropriate for these
operations. As an example, consider the shape in Fig. 10,
composed of two overlapping closed curves (circles in this
case). This shape is clearly more suitable for splitting. Let
γr (s) denote a circle with radius r located at (0, 0). Let
0 < L < 2r be given. From the figure, it is obvious that θ =
asin(L/(2r )) and that d = r cos(θ ). Now, define the shape by

γS(s) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

γr (s)+ d; 0 ≤ s <
1

4

γr

(
s + π − θ

4θ

)
− d;

1

4
≤ s <

3

4

γr (s)+ d;
3

4
≤ s < 1

(97)

Denote the scaled, translated and rotated curve by
γ̃S(s) = sS Rz(φS)γS(s)+ tS . Suppose we discretize γS

with N points and compute the Fourier descriptors. Let
F = {F−M , . . . ,FM} be the calculated descriptors. Us-
ing F , the boundary robots will form an approximate
shape (shown in the figure with thick lines). Define the
b-Neighborhood of Ri ∈ Bs by

N B
b (Ri ) = {R j ∈ BS| j ≤ (i + b)modN, j ≥ (i − b)modN}

(98)

Suppose, for a certain Ri ∈ BS , there exists a
R j ∈ (BS ∩ Nr (Ri ))\N B

b (Ri ), such that ‖qi (t)− q j (t)‖
is the minimum, and similarly for R j . If there is just one

Fig. 10 Split and join operations

such pair {Ri , R̂i = R j }, then, for splitting, we set

l(Ri ) = R̂i , r (R̂i ) = Ri , and we put

r (Ri+1) = R j−1, and l(R j−1) = Ri+1.
(99)

Alternatively, one might define

r (Ri ) = R̂i , l(R̂i ) = Ri ,

l(Ri−1) = R j+1, and r (R j+1) = Ri−1.
(100)

After this, a reordering should be done on the newly created
curves. L should be chosen small enough so that no interior
robots get trapped inside the narrow region where the two
ends of the curve are close together.

For joining two aggregates S1 and S2, they first have to
form circular shapes with roughly the same scale and get
close enough together. The procedure is very similar to split-
ting but encompasses two aggregates. Suppose, for a cer-
tain Ri ∈ BS1 , there exists a R j ∈ BS2 ∩ Nr (Ri ), such that
‖qi (t)− q j (t)‖ is the minimum in RB

b (Ri ), and similarly for
R j . Then, we can set

l(Ri ) = R j , r (R j ) = Ri ,

r (Ri+1) = R j−1, and l(R j−1) = Ri+1,
(101)

or, alternatively,

r (Ri ) = R j , l(R j ) = Ri ,

l(Ri−1) = R j+1, and r (R j+1) = Ri−1,
(102)

The two alternative cases in both operations can be selected
according to some bound on maximum curvature. In both
operations, if there are more than one pair satisfying the min-
imum condition, a more involved strategy should be devised.
In Belta and Kumar (2002), control rules are developed to
form ellipsoidal shapes with large number of robots. In our
approach, such ellipsoids can be formed using just the two
descriptors {F−1, . . . ,F1}. They identify the main axes of
the ellipsoid (the best fit to a shape).F−1 andF1 would be the
result of applying Fourier transformation to the unit circle.
An ellipsoidal curve with axes 0 < Ax ≤ 1 and 0 < Ay ≤ 1,
can then be constructed using the formula

s R(φ)
(
F−1e−2 jπ s

N + F1e−2 jπ s
N
)+ t, (103)

where the equation

(F1x cos(2π i/N )+ F−1x cos(−2π i/N ))2

A2
x

+ (F1y sin(2π i/N )+ F−1y sin(−2π i/N ))2

A2
y

= 1 (104)
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should be satisfied. We can arbitrarily choose three of the
parameters and calculate the fourth.

10. Simulation results

In this section, we present two simulations. The first one
shows the boundary-assignment procedure in action. The
second one demonstrates the morphing process through
snapshots of the aggregate.

In Fig. 11(1), an initial assembly of robots is shown. The
initial distribution must be such that the formation graph
is connected (in the sense defined in Section 2). This is,
of course, just a necessary but not a sufficient condition
for the whole aggregate to form a single cohesive group.
Figure 11(2) through to 11(4) show the evolution in time of
the swarm. In this simulation, the boundary-determination
process is active from the start. Here, we have chosen
θG = 70. Note that, as the energy of the whole system,
φS

L J (q(t)), is decreased, the quality of the boundary
improves. In snapshots 1, 2, and 3, only rule 1 is active.
In snapshot 4, the other rules have been turned on as
well.

Figure 12 shows the sequence of snapshots of an aggregate
composed of N robots going through the morphing process.
Here, the target curve coincides with the centre of mass of
the initial aggregate. Translation and rotation can be carried
out using the simple law

q̇i (t) = υ0
µd − µ(t)

‖µd − µ(t)‖ +
(
ei(hω0t)qi (t) − qi (t)

)
(105)

Fig. 11 Boundary self-organization

Fig. 12 Morphing

where υ0 and ω0 denote nominal linear and angular veloc-
ities, and h determines the sense of rotation. Alternatively,
µd and θd can be entered into formula (47) defining γD .

Figure 13 shows the function block diagram of the control
system when in morphing mode. The various equations
derived in the paper are shown in the corresponding
blocks.

11. Conclusions and further research

We showed that large aggregates of autonomous vehicles
with limited communication capabilities can be commanded
to form complex geometric shapes using low-dimensional
shape descriptors. We also showed that the problem can
be further simplified if the aggregate is treated as being
composed of two components, its boundary and its inte-
rior, with the boundary performing shape formation and the
interior part maintaining a uniform distribution. We solved
the problem of boundary assignment through a simple self-
organization strategy. We also derived precise distributed
control rules, relying on neighborhood information, imple-
menting these behaviours. The validity of the process was
demonstrated by simulation results. There is definitely a lot
of work to be done before this scheme can be implemented on
real robots, and is currently a topic of further research. Also,
we just addressed the 2-D case. The method should be ex-
tended to motion on surfaces. Also, we have only considered
synchronous update; a communication strategy with delays
is more close to reality. It is worthwhile to note that the for-
mulation we used here can be extended to a continuous one.
Thus, the formation can be described by R(t) = (γ (t), ρ(t)),
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Fig. 13 Control system
function block diagram

where γ : [0, 1]⊗R+ → R2 is a family of curves, and
ρ : I (γ (t)([0, 1]))→ R is the concentration function, with
I giving the interior of a closed curve in R2. The motion of
γ is given in Eq. (75), and the motion of the interior, i.e. ρ,
is governed by the diffusion equation

∂ρ(x, y, t)

∂t
= D

(
∂2ρ

∂x2
+ ∂2ρ

∂y2

)
(106)

where D = 1− e−α(ρ(t)−ρd ) is the diffusion rate correspond-
ing to the force acting on a particle, subject to the boundary
condition

∂ρ(x, y, t)

∂
⇀

N γ (s, t)
= 0 (107)
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