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Abstract Homotopy methods have been widely utilized to
solve low-thrust orbital transfer problems, however, it is not
guaranteed that the optimal solution can be obtained by the
existing homotopy methods. In this paper, a new homotopy
method is presented, by which the optimal solution can be
found with probability one. Generalized sufficient condi-
tions, which are derived from the parametrized Sard’s the-
orem, are first developed. A new type of probability-one
homotopy formulation, which is custom-designed for solv-
ing minimum-time low-thrust trajectory optimization prob-
lems and satisfies all these sufficient conditions, is then con-
structed. By tracking the continuous zero curve initiated
by an initial problem with known solution, the optimal so-
lution of the original problem is guaranteed to be solved
with probability one. Numerical demonstrations in a three-
dimensional time-optimal low-thrust orbital transfer prob-
lem with 43 revolutions is presented to illustrate the appli-
cations of the method.

Keywords Low-thrust trajectory optimization · Homotopy
methods · Probability-one convergence · Continuous zero
curve

1 Introduction

The use of low-thrust propulsion in a variety of space mis-
sions (Rayman et al. 2000; Kawaguchi et al. 2004; Kugel-
berg et al. 2004) has gained great attention in the space
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community, which allows a substantial reduction of propel-
lant consumption in virtue of its high specific impulse com-
pared to traditional chemical propulsion. However, solv-
ing low-thrust trajectory optimization problems is known to
be highly challenging, the solution methods of which are
usually categorized as direct methods and indirect meth-
ods (Betts 1998). Direct methods convert the optimal con-
trol problems into nonlinear programming problems by ap-
propriate discretization (Hargraves and Paris 1987; Armellin
and Topputo 2006), which are straightforward and robust to
accommodate complex conditions. However, the optimality
of the obtained solutions is not guaranteed. Indirect meth-
ods convert the original problems to two-point boundary-
value problems (TPBVPs) according to the optimal con-
trol theory, the solutions of which are guaranteed to be at
least local extremals (Kechichian 1997; Zeng et al. 2014;
Zhang et al. 2015; Jiang and Tang 2016). The main disad-
vantages associated with TPBVP are that its convergence
domain is narrow and its solution is extremely sensitive
to the initial unknowns if a single-shooting method is uti-
lized, especially for the low-thrust trajectory optimization
problems with long flight duration and many revolutions.
Although multiple-shooting techniques exist that can effi-
ciently enhance the robustness of the indirect methods, how-
ever, the number of the unknown variables may increase sig-
nificantly (Betts 1998; Taheri et al. 2017).

Homotopy methods, the principle of which is that a given
problem is embedded into a family of problems parame-
terized by a homotopic parameter, and the optimal solu-
tion to the original problem is obtained by tracing the op-
timal solutions of the embedded problems (Watson 2002),
have been widely applied to circumvent the above disadvan-
tages of solving low-thrust trajectory optimization problems
by single shooting indirect methods. Bertrand and Epenoy
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(2002), Haberkorn et al. (2004), Gergaud and Haberkorn
(2006), Guo et al. (2012), Jiang et al. (2012), Zhang et al.
(2015), Chen (2016), Taheri et al. (2016), Chi et al. (2017),
Zhao et al. (2017), Pan et al. (2018b) have successfully uti-
lized homotopy methods to solve minimum-fuel low-thrust
orbital transfer problems, the optimal thrusts of which are
discontinuous bang-bang controls. In these methods, the ho-
motopic parameter is embedded into the performance index
to provide continuous transition of optimal controls from
the initial problem to the original one. It has been widely
observed that the original fuel-optimal low-thrust trajectory
optimization problems can be easily solved with probabil-
ity one once the initial solutions are achieved (Guo et al.
2012; Jiang et al. 2012; Zhang et al. 2015; Chen 2016;
Chi et al. 2017; Pan et al. 2018b). In contrast, homotopy
methods for solving minimum-time low-thrust orbital trans-
fer problems, whose optimal thrusts keep constant during
the whole optimal trajectory, are still not satisfactorily de-
veloped. In Caillau et al. (2003), Yue et al. (2010), Cail-
lau and Daoud (2012), the homotopy parameter is embed-
ded into the thrust magnitude, and the minimum-time prob-
lem with sufficiently large thrust magnitude is taken as the
initial problem for the homotopic approach. However, it is
also not guaranteed that the optimal solution to the orig-
inal problem can be obtained. Pan et al. (2016) presented
a new double-homotopy method to construct discontinuous
homotopy path which connects the initial and the original
problem. However, the construction of discontinuous ho-
motopy path is only valid under an assumption that multi-
ple branches of homotopy path always exist at specific ho-
motopic parameter, which may not be ensured for different
occasions. Hence, the convergence to the optimal solution
of the original problem by the double-homotopy method is
still not guaranteed. Thus, homotopy methods, which con-
struct continuous homotopy path to solve minimum-time
low-thrust orbital transfer problems with probability one, are
still unsettled.

In this paper, a new probability-one homotopy method is
presented to solve minimum-time low-thrust orbital transfer
problems. Parametrized Sard’s theorem (Chow et al. 1978)
and Watson’s sufficient conditions (Watson 2002) are first
revisited, which ensure the probability-one convergence of
the homotopy methods. Generalized sufficient conditions
are then derived, and a new probability-one homotopy for-
mulation is custom-designed to satisfy all the prerequisites
of the generalized sufficient conditions for the minimum-
time low-thrust orbital transfer problems. Numerical solu-
tions of a minimum-time low-thrust orbital transfer prob-
lem are provided to demonstrate the effectiveness of the pro-
posed method, the initial ratio of thrust-to-weight of which
is as small as 6.8 × 10−5.

2 Minimum-time low-thrust orbital transfer
problem formulation

Consider the three-dimensional point-mass equations of
motion formulated by the modified equinoctial orbit ele-
ments (MEOE), which are singularity free for all trajecto-
ries with inclinations not equal to 180 deg and defined as
follows (Walker et al. 1985; Broucke and Cefola 1972)

P = a
(
1 − e2) (1)

ex = e cos(Ω + ω) (2)

ey = e sin(Ω + ω) (3)

hx = tan

(
i

2

)
cos(Ω) (4)

hy = tan

(
i

2

)
sin(Ω) (5)

L = Ω + ω + f (6)

In Eqs. (1)–(6), [P, ex, ey, hx,hy,L] are the six modified
equinoctial orbit elements where P is the semi-latus rec-
tum, ex and ey are elements that describe the eccentricity,
hx and hy are elements that describe the inclination, and
L is the true longitude (Graham and Rao 2016). Besides,
[a, e, i,Ω,ω,f ] are the six classic orbit elements where a

is the semi-major axis, e is the eccentricity, i is the incli-
nation of the orbital plane, Ω is the right ascension of the
ascending node, ω is the argument of periapsis, and f is the
true anomaly.

For better numerical conditioning, the semi-latus rec-
tum P , the time t and the mass m are normalized by the R0,√

R0/g0 and m0 respectively, where R0 = 6371.004 km is
the radius of the Earth at the equator, g0 = 9.8 m/s2 is the
standard acceleration of gravity at sea level, and m0 is the
initial mass of spacecraft. With some abuse of notation in
this note, P , t and m are still used to denote the dimen-
sionless semi-latus rectum, time and mass. Thus, the di-
mensionless three-dimensional point-mass equations of mo-
tion in terms of MEOE can be expressed as (Gergaud and
Haberkorn 2007)

x′ = b + uTmax

mm0g0
M1T (7)

m′ = −uTmax

m0ζ
(8)

where x = [P, ex, ey, hx,hy,L]T , Tmax is the maximal
thrust magnitude, and ζ is a constant determined by

ζ = Isp√
R0/g

3
0

(9)
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where Isp is the specific impulse of the engine. The engine
thrust magnitude T = uTmax (0 ≤ u ≤ 1) and the unit vector
of the thrust direction 1T are the controls to be determined.
The vector b gives the time rate of change of the states due
to gravity, which is expressed as follows

b =
[

0, 0, 0, 0, 0,
W 2

P 3/2

]T

(10)

and the matrix M determines how the states change due to
the thrust acceleration vector, which is defined by

M = √
P

⎡

⎢⎢⎢
⎢⎢⎢⎢⎢⎢
⎣

0 2P
W

0

sin(L) cos(L) + ex+cos(L)
W

−Zey

W

− cos(L) sin(L) + ey+sin(L)

W
Zex

W

0 0 C cos(L)
2W

0 0 C sin(L)
2W

0 0 Z
W

⎤

⎥⎥⎥
⎥⎥⎥⎥⎥⎥
⎦

(11)

where W , Z and C are scalars defined to be

W = 1 + ex cos(L) + ey sin(L) (12)

Z = hx sin(L) − hy cos(L) (13)

C = 1 + h2
x + h2

y (14)

For the minimum-time orbital transfer problem consid-
ered in this paper, the performance index is defined as fol-
lows

J =
∫ tf

t0

1dt (15)

where t0 is the initial time with given value, and tf is the
terminal time to be determined. The initial conditions are
given, which are x0 = [P0, ex0, ey0, hx0, hy0,L0]T , and the
terminal conditions are specified as

ψ
(
x(tf ), tf

) = [
P(tf ) − P ∗

f , ex(tf ) − e∗
xf , ey(tf )

− e∗
yf , hx(tf ) − h∗

xf , hy(tf ) − h∗
yf

]T = 0

(16)

where P ∗
f , e∗

xf , e∗
yf , h∗

xf and h∗
yf are the predefined target

orbit elements. The true longitude at the terminal time Lf is
free.

According to the optimal control theory (Bryson and Ho
1975), the Hamiltonian is constructed as

H = −1 + λT
x

(
b + uTmax

mm0g0
M1T

)
− λm

uTmax

m0ζ
(17)

where λx = [λP ,λex , λey , λhx , λhy , λL]T and λm are the
costates associated with x and m, respectively. The corre-
sponding governing differential equations of costates are ex-
pressed as

λ′
x = −

(
∂H

∂x

)T

= −
(

∂b

∂x

)T

λx − uTmax

mm0g0

∂(λT
x M1T )

∂x

(18)

λ′
m = −∂H

∂m
= uTmax

m2m0g0
λT

x M1T (19)

To maximize the Hamiltonian defined in Eq. (17), the op-
timal thrust direction should be along the direction of MT λ,
which is known as primer vector theory (Lawden 1963) and
expressed as follows

1∗
T = MT λx

‖ MT λx‖
(20)

Substituting Eq. (20) into Eq. (17) yields

H = −1 + λT
x b + uTmax

(‖ λT
x M‖

mm0g0
− λm

m0ζ

)

:= H0 + Su (21)

where H0 is independent of the thrust T , and S is the switch-
ing function, which is expressed as

S = Tmax

(‖ λT
x M‖

mm0g0
− λm

m0ζ

)
(22)

The optimal thrust magnitude is given by

u∗ =

⎧
⎪⎨

⎪⎩

1, S > 0

0, S < 0

0 ≤ u ≤ 1, S ≡ 0

(23)

Substituting 1∗
T in Eq. (20) into Eq. (19) yields

λ′
m = uTmax

‖ MT λx‖
m2m0g0

(24)

which reveals that λ′
m > 0. Since m(tf ) is free for the

minimum-time orbital transfer problem, the correspond-
ing transversality condition is λm(tf ) = 0. It follows that
λm(t) < 0 for t ∈ [0, tf ). Therefore S > 0 by its definition
in Eq. (22). Hence the optimal thrust is always at the upper
bound, which is expressed as follows

u∗ = 1 (25)

The corresponding transversality condition associated
with the free final true longitude Ł(tf ) is given as

λL(tf ) = 0 (26)
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For this terminal time free orbital transfer problem, the
corresponding transversality condition is given as

H(tf ) = H0(tf ) + S(tf ) = 0 (27)

In Lu et al. (2008) concluded that

H0(tf ) = −1 + λ(tf )T bf = 0 (28)

is always automatically satisfied, thus the transversality con-
dition defined in Eq. (27) can be further simplified as

S(tf ) = Tmax

(‖ λ(tf )T M(tf )‖
m(tf )m0g0

− λm(tf )

m0ζ

)
= 0 (29)

Lu et al. (2008) also presented an easier replacement to the
above transversality condition, which is given as

‖ λ(tf ) ‖= 1 (30)

Thus, the mass costate λm needs not be explicitly computed
in this problem. It should be emphasized that both Eq. (28)
and Eq. (30) are directly taken from Lu et al. (2008), the
detailed derivations of which are omitted in this paper for
brevity.

The 5 terminal conditions in Eq. (16) and the 2 transver-
sality conditions in Eq. (26) and Eq. (30) constitute the 7
necessary conditions for the 6 unknowns λ(t0) and the ter-
minal flight time tf , which are expressed as

f (y) = 0 (31)

where y = [λ(t0), tf ].

3 Fundamentals of probability-one
homotopy methods

Probability is the measure of the likelihood that an event will
occur, which is quantified as a number between zero and
one. If an event happens with probability one, it indicates
that this event can happen almost surely. Although homo-
topy methods have been widely utilized to solve low-thrust
orbital transfer problems, the probability-one convergence
of which has not been well discussed. Thus in this section,
fundamentals of the probability-one homotopy methods are
provided as the basis for later discussion.

3.1 Topology and homotopy

In mathematics, topology is concerned with the properties
of space that are preserved under continuous deformations,
such as stretching, crumpling and bending, but not tearing or
gluing (Bourbaki 1995). Intuitively, two spaces are homeo-
morphic if one can be deformed into the other without cut-
ting or gluing. As illustrated in Fig. 1, a square and a circle

Fig. 1 Illustrations of topology homeomorphic properties

are homeomorphic to each other, but a Fig. 8 is not home-
omorphic to a circle as the connection in the middle of a
Fig. 8 has to be cut off.

In topology, two continuous functions from one topolog-
ical space to another are called homotopic if one can be con-
tinuously deformed into the other, such a deformation be-
ing called a homotopy between the two functions (Bourbaki
1995). As illustrated in Fig. 2(a), a function f (t) and a func-
tion g(t) are homeomorphic to each other, but they are not if
y = a is not defined in the domain, as illustrated in Fig. 2(b).

3.2 Basic homotopy methods

Consider the zero-finding problem of a system of nonlinear
equations

f (y) = 0 (32)

where y ∈ Rn, and f : Rn → Rn is a smooth mapping, and a
homotopy function is usually defined as an arbitrary smooth
function, which is

ρ(κ,y), κ ∈ [0, 1] (33)

where ρ : Rn × R → Rn, and κ is the homotopic parame-
ter. This function continuously deforms a generally simpler
function g(y), which is chosen so as to ensure that its roots
are known or easy to find at κ = 0, into the original function
f (y) at κ = 1. In this case, f and g are said to be homo-
topic. Typically, there are two types of homotopy methods,
referred to as linear and nonlinear homotopy methods, re-
spectively (Pan et al. 2016). In the linear homotopy methods,
the homotopy function is a linear function of the homotopic
parameter, which is defined as follows (Watson 2002)

ρ(κ,y) = κf (y) + (1 − κ)g(y) = 0, κ ∈ [0, 1] (34)

where g : Rn → Rn is a smooth function having known
solutions y0 ∈ Rn at κ = 0. When the homotopic param-
eter κ = 0, the homotopy function ρ(0,y0) = g(y0), and
when κ is equal to 1, the homotopy function ρ coincides
with the original function f . Please note that the solutions
to ρ(κ,y) = 0 usually have no physical interpretation for
κ < 1, and κ = 1 is the value of interest. Typically, there
are two most commonly used choices for g, which can be
identified by:
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Fig. 2 Illustrations of
homotopic properties

(1) It is called fixed-point homotopy method if g(y) =
y − y0, which gradually deforms the function ρ(κ,y)

from y = y0 into f (y) = 0, and y0 is the unique solu-
tion of ρ(0,y) = 0, regardless of the structure of f (y);

(2) It is called Newton homotopy method if g(y) =
f (y) − f (y0), which gradually deforms the function
ρ(κ,y) from f (y)−f (y0) = 0 into f (y) = 0, and may
have multiple roots for f (y) = f (y0) = 0 at κ = 0.

In nonlinear homotopy methods, the homotopy function
is a nonlinear function of the homotopic parameter κ , which
is defined as follows (Pan et al. 2016)

ρ(κ,y) = F
(
κ,f (y)

) = 0, κ ∈ [0, 1] (35)

where F : Rn × R → Rn is a nonlinear function of the ho-
motopy parameter κ , which is carefully chosen such that
ρ(1,y) = F (1,f (y)) = f (y) and ρ(0,y) = F (0,f (y)) =
g(y0).

3.3 Probability-one homotopy methods

In Chow et al. (1978) first proposed a probability-one ho-
motopy method to solve nonlinear equations (Chow et al.
1978). The supporting theory is provided here for complete-
ness and also as the basis for later discussion.

Definition 1 (Chow et al. (1978), Sielemann (2012)) Let
U ⊂ Rn be open sets and ρ : U → Rp be smooth. We say ρ

is transversal to zero if 0 ∈ Rp is a regular value for ρ.

Theorem 1 (Parametrized Sard’s Theorem (Chow et al.
1978)) Let U ⊂ Rm and V ⊂ Rn be open sets, and let
ρ : U × [0,1) × V → Rn be a C2 map. If ρ is transver-
sal to zero, then for almost every c ∈ U the map ρc(κ, ·) =
ρ(c, κ, ·) is also transversal to zero.

In the above theorem, an additional parameter depen-
dency on a random vector c ∈ Rm is introduced, and the

Fig. 3 Possible curves of y(κ)

n × (m + n + 1) dimensional Jacobian matrix Dρ(c, κ,y)

can be written as follows

Dρ(c, κ,y) =
[
∂ρ

∂c

∂ρ

∂κ

∂ρ

∂y

]
(36)

Based on the Parametrized Sard’s Theorem, the zero set
of ρc consists of several typical smooth, non-intersecting
curves (Watson 2002), which are illustrated in R2 as Fig. 3:

(1) Type I: a closed loop entirely in Rn × (0,1);
(2) Type II: a curve with both endpoints in Rn × (0) or

Rn × (1);
(3) Type III: an unbounded curve with one endpoint in ei-

ther Rn × (0) or Rn × (1);
(4) Type IV: a curve with one endpoint in Rn × (0) and the

other in Rn × (1), which is called a zero curve.

Furthermore, for almost every c ∈ Rm, the n × (m +
n + 1) dimensional Jacobian matrix Dρ(c, κ,y) has full
rank at every point in ρ−1

c (0) = {y|ρ(c, κ,y) = 0}. Ob-
viously, the goal of a homotopy method is to construct a
zero curve with one endpoint in Rn × (0) and the other in
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Rn × (1). If a zero curve can be construct for almost ev-
ery c ∈ Rm, the corresponding homotopy methods are called
probability-one homotopy methods (Chow et al. 1978). In
other words, the probability-one homotopy methods can fail
only for starting points in a set of Lebesgue measure zero.

According to the parametrized Sard’s theorem given in
Theorem 1, Watson et al. (1987) presented several suffi-
cient conditions for probability-one homotopy methods with
fixed-point homotopy type, which are summarized as fol-
lows:

Theorem 2 (Watson’s sufficient conditions (Watson 2002))
Let f : Rn → Rn be a C2 map, ρ : U × [0,1) × V → Rn a
C2 map, and ρc(κ,y) = ρ(c, κ,y). Suppose that

(1) ρ is transversal to zero, and, for each fixed c ∈ Rm,
(2) ρc(0,y) = 0 has a unique solution y0,
(3) ρc(1,y) = f (y) (y ∈ Rn). Then, for almost all c ∈ Rm,

there exists a zero curve γ of ρc emanating from (0,y0),
along which the Jacobian matrix Dρc has full rank. If,
in addition,

(4) ρ−1
c (0) is bounded, then γ reaches a point (1, ȳ), where

f (ȳ) = 0. Furthermore, if Df (ȳ) is invertible, then γ

has finite arc length.

As mentioned previously, the prerequisites (1)–(4) of
Theorem 2 are sufficient conditions, but not necessary. In
order to apply this theorem, all the four prerequisites should
be proved one by one. Homotopy maps can be easily con-
structed to meet prerequisites (2) and (3) by design. Prereq-
uisite (1) may be trivial to verify for some homotopy maps
and harder for others, in which κ and a are involved non-
linearly. Prerequisite (4) is typically very hard to verify, and
often is a deep result as (1)-(4) holding implies the existence
of a solution to f (y) = 0 (Sielemann 2012). That is why it
has not been reported that Theorem 2 is utilized to construct
a probability-one homotopy method for minimum-time low-
thrust trajectory optimization problems.

4 Probability-one homotopy method
for minimum-time low-thrust trajectory
optimization problems

In this section, a new probability-one homotopy method is
presented to solve minimum-time low-thrust orbital transfer
problems. A generalized parametrized Sard’s theorem is first
provided as supporting theory, which are:

Theorem 3 (Generalized Parametrized Sard’s Theorem)
Let U ⊂ Rm and V ⊂ Rn be open sets, and let ρ : U ×
[α,β) × V → Rn be a C2 map (α ≤ 0, β ≥ 1). If ρ is
transversal to zero, then for almost every c ∈ U the map
ρc(κ, ·) = ρ(c, κ, ·) is also transversal to zero.

The difference between Theorem 3 and Theorem 1 only
lies in the range of the homotopic parameter, which is [0,1)

in Theorem 1 and [α,β) (α ≤ 0, β ≥ 1) in Theorem 3. Ac-
cording to Chow et al. (1978), the parametrized Sard’s the-
orem is actually valid for κ ∈ (−∞,+∞). Thus Theorem 3
is directly proposed according to Chow et al. (1978), which
is actually a generalized version of Theorem 1. Based on the
above generalized parametrized Sard’s theorem, Watson’s
sufficient conditions defined in Theorem 2 can be extended
as follows:

Theorem 4 (Generalized Watson’s sufficient conditions)
Let f : Rn → Rn be a C2 map, ρ : U × [α,β) × V → Rn a
C2 map (α ≤ 0, β ≥ 1), and ρc(κ,y) = ρ(c, κ,y). Suppose
that

(1) ρ is transversal to zero, and, for each fixed c ∈ Rm,
(2) ρc(0,y) = 0 may have several solutions,
(3) ρc(1,y) = f (y) (y ∈ Rn). Then, for almost all c ∈ Rm,

there exists a zero curve γ of ρc emanating from a start-
ing point (0, y0), along which the Jacobian matrix Dρc

has full rank. If, in addition,
(4) ρ−1

c (0) is bounded, then γ reaches a point (1, ȳ), where
f (ȳ) = 0. Furthermore, if Df (ȳ) is invertible, then γ

has finite arc length.

Theorem 2 provides several sufficient conditions of
probability-one homotopy methods, which is only valid for
fixed-point homotopy. Thus in this paper, Theorem 4 is pre-
sented, which can be extended to include nonlinear homo-
topy methods. In Theorem 4, the interval of homotopic pa-
rameter κ is extended because of the situation that κ be-
yond [0,1) is also utilized in this new probability-one ho-
motopy method. Besides, prerequisite (2) in Theorem 2 that
ρa(0,y) = 0 has a unique solution is also relaxed to permit
multiple solutions, the characteristic of which is also fully
utilized in this proposed method. Thus it can be claimed that
Theorem 4 is an extension of Theorem 2. Similar with The-
orem 2, homotopy maps can be easily constructed to meet
prerequisites (1)–(3) in Theorem 4, however, prerequisite
(4) is still very hard to be verified.

In this paper, a new probability-one homotopy method
is presented for solving minimum-time low-thrust orbital
transfer problems, which satisfies all the 4 prerequisites in
Theorem 4. This homotopy method is constructed by em-
bedding the homotopic parameter κ into the right-hand side
of the equations of motion in Eq. (8), which is expressed as
follows

x′ = b + [
κTmax + (1 − κ)TL

] 1

mm0g0
M1T (37)

m′ = −κ2Tmax + 2κ(1 − κ)c + (1 − κ)2Tmax

ζm0
(38)
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where the homotopic parameter κ ∈ [α,β) (α ≤ 0, β ≥ 1),
TL 
 Tmax is a sufficiently large thrust which makes it much
easier to solve the low-thrust orbital transfer problems, and
c > Tmax is a constant parameter. With the above equations
of motion and the performance index as in Eq. (15), the
Hamiltonian H is rewritten as

H = −1 + λT
x b + [

κTmax + (1 − κ)TL

]λT
x M1T

mm0g0

− λm

κ2Tmax + 2κ(1 − κ)c + (1 − κ)2Tmax

ζm0
(39)

and the corresponding governing differential equations for
λx are given as

λ′
x = −

(
∂H

∂x

)T

= −
(

∂b

∂x

)T

λx −
[
κTmax + (1 − κ)TL

mm0g0

]
∂(λT

x M1T )

∂x

(40)

The optimal 1T , u and the necessary conditions remain the
same as in Eqs. (20), (25), and (31).

In order to apply Theorem 4, all the four prerequisites
should be proved one by one:

(I) Prerequisite (1) in Theorem 4 indicates that at least
one optimal solution exist at any homotopic parameter κ .
For the minimum-time low-thrust orbital transfer problems,
this phenomenon has been extensively observed in Caillau
et al. (2003), Yue et al. (2010), Caillau and Daoud (2012),
Pan et al. (2016).

(II) Prerequisite (2) in Theorem 4 indicates that there may
be multiple optimal solutions for the initial problem of the
homotopy method, and prerequisite (3) in Theorem 4 re-
quests that the embedding problem coincides with the orig-
inal problem at κ = 1, which are both satisfied naturally in
this proposed method.

(III) Prerequisite (4) in Theorem 4 requests that the
homotopic map of the embedding problems are bounded,
which is guaranteed in this probability-one homotopy
method by introducing a quadratic function of the homo-
topic parameter in Eq. (38). A phenomenon has been ob-
served in the literatures (Caillau and Daoud 2012; Pan et al.
2016, 2018a), that the singular point occurs when no solu-
tion exists with the specific revolution number, and then the
homotopy curve turns backwards. Thus in this paper, the
probability-one homotopy method with bounded homotopy
curve is constructed by forcing the homotopy curve to turn
backwards before it moves to the negative infinity. The prin-
ciple of the proposed method is simple and straightforward,
a singular point is introduced into the negative homotopy
branch by fictitiously increasing the spacecraft’s mass along
with the flight trajectory. As illustrated in Fig. 4, the mass

Fig. 4 Geometric illustrations of various mass rate functions with re-
spect to the homotopic parameter

rate turns to be positive when the homotopic parameter is
beyond a specific boundary, which is determined by solving
following equation

κ2Tmax + 2κ(1 − κ)c + (1 − κ)2Tmax = 0 (41)

the solutions of which are

κ1 = c − Tmax − √
c2 − T 2

max

2(c − Tmax)
(42)

κ2 = c − Tmax + √
c2 − T 2

max

2(c − Tmax)
(43)

Once κ < κ1 or κ > κ2, the mass of the spacecraft grows
rapidly along with flight time. Thus as long as the mass is
sufficiently large, the homotopy path is forced to move back-
wards, which indicates that the homotopy path is bounded
and prerequisite (4) in Theorem 4 is satisfied.

It should be noted that the difference between this
probability-one homotopy method and the ones utilized in
Caillau et al. (2003), Yue et al. (2010), Caillau and Daoud
(2012), Pan et al. (2016) lies in the right-hand side of the
differential equation of mass. In Caillau et al. (2003), Yue
et al. (2010), the differential equation of mass is defined by

m′ = −κTmax + (1 − κ)TL

Ispg0
(44)

and in Pan et al. (2016), the differential equation of mass is
given as

m′ = − Tmax

Ispg0
(45)
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Table 1 Initial and final conditions in the low-thrust orbital transfer
problem

P0 (km) 11623 P ∗
f (km) 42165

ex0 0.75 e∗
xf 0.0

ey0 0.0 e∗
yf 0.0

hx0 0.0612 h∗
xf 0.0

hy0 0.0 h∗
yf 0.0

L0 (rad) π L∗
f (rad) free

As illustrated in Fig. 4, the mass rate remains negative for
both cases when κ < 0, thus it can be concluded that both
homotopy paths are not bounded and the homotopy meth-
ods developed in Caillau et al. (2003), Yue et al. (2010),
Pan et al. (2016) are not probability-one methods. The sim-
ulation results provided in Caillau et al. (2003), Yue et al.
(2010), Pan et al. (2016) also validate the above conclusion.

5 Numerical demonstrations

In this section, numerical results for a three-dimensional
minimum-time low-thrust transfer problem are provided to
demonstrate the effectiveness of the proposed probability-
one homotopy method. The initial orbit is a geostationary
transfer orbit (GTO), and the final orbit is a geostationary
Earth orbit (GEO), the detailed conditions of which are sum-
marized in Table 1. The initial mass of the spacecraft is 1500
kg, and the specific impulse is 2000 s. The maximum thrust
magnitude is 1.0 N, which means that the initial thrust-to-
weight ratio is only 6.8×10−5. Such a low thrust magnitude
makes the problem very difficult to be solved. In this paper,
all computations are executed on a desktop personal com-
puter and all of the codes are implemented under Matlab.
The absolute and relative error tolerances of the numerical
integration algorithm are set as 10−14. The required accu-
racy in satisfying the final conditions of the TPBVP is set
as 10−12.

A much larger maximum thrust magnitude, TL = 30 N,
is used in the initial problem as defined in Eq. (37), which is
much easier to be solved. According to Eq. (38), the value
of the constant parameter c can be easily chosen as long as
it is larger than Tmax, which is set to 20 in this paper.

The initial problem with κ = 0 can be easily solved by a
simple single shooting method with the initial guesses of the
costates λ0 and the terminal time tf chosen as

λ̃x(t0) = [1, 1, 1, 0, 0, 0]T
t̃f = 100

(46)

Please note that these variables are all nondimensional quan-
tities, among which the dimensional value of tf is 29.1858

hours. Thus the values of the converged costates and the ter-
minal time are found to be:

λx(t0) = [0.4076615, 0.0103237, −0.0456599,

− 0.9049513, 0.1091981, 0.0275621]T (47)

tf = 130.3115 (48)

Initialized by this optimal solution of the initial problem
at κ = 0.0 as the starting point, the probability-one homo-
topy method is utilized to find the optimal solution of the
original problem at κ = 1.0. The pseudo-arclength continua-
tion method (Keller 1977) is used as path tracking algorithm
to circumvent singular points in this paper, the initial correc-
tion step size of which is set to ‖ y ‖ /100 in this paper. The
details of the pseudo-arclength continuation method can be
found in Keller (1977), Pan et al. (2016). As illustrated in
Figs. 5, 6, 7 and 8, the continuous zero curve is obtained
by the proposed probability-one homotopy method, which
finally reaches κ = 1 after passing though multiple turning
points. The algorithm is implemented on a desktop computer
with a 2.20 GHz CPU, 4G RAM and Win10 operating sys-
tem, which takes about 41 hours to obtain this solution in
MATLAB. It should be noted that multiple solutions of the
original problem at κ = 0 have been obtained, which are de-
noted by the pink circles in Figs. 5–8. In Figs. 5–8, a nonlin-
ear homotopy method, which is taken from Pan et al. (2016)
is also applied for comparison. As illustrated in Figs. 5–7,
the homotopic parameter κ first increases and the homotopy
curve encounters a singular point at κ = 0.2018, and then
κ decreases monotonically and approaches negative infinity,
which fails to reach κ = 1.

It should be emphasized that as illustrated in Fig. 8, the
final mass of the spacecraft mf rises up to about 115000 kg
at around κ = −7.3735, which is 1500 kg at κ = −0.0256.
As described in Sect. 4, as long as the mass is sufficiently
large, the homotopy path will be forced to move backwards,
which guarantees the success of the probability-one homo-
topy method.

By the probability-one homotopy method, the continu-
ous zero curve has a total of 85 intersections with κ = 0,
the 1st and 85th solution of which, sorted by the obtained
terminal time, are provided in Fig. 9. The three-dimensional
minimum-time low-thrust transfer trajectory of the original
problem is illustrated in Fig. 10, the transfer time of which is
about 853 hours. The variations of the modified equinoctial
orbit elements along the minimum-time transfer trajectory
are illustrated in Fig. 11.

For each value of κ , define a parameter Nr by

Nr = n + L(tf ) − L0

2π
(49)

where n is the number of the orbital revolutions, L(tf ) is the
terminal true longitude, and L0 is the initial true longitude
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Fig. 5 Homotopy curves of tf by two different homotopy methods

Fig. 6 Homotopy curves of λP (t0) by two different homotopy methods
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Fig. 7 Homotopy curves of λL(t0) by two different homotopy methods

Fig. 8 Homotopy curves of mf by two different homotopy methods

Fig. 9 Three-dimensional minimum-time orbital transfer trajectories for the 1st and 85th solution of the initial problem with κ = 0
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given in Table 1. If two trajectories have the same integer
part in Nr , they have the same number of revolutions along
the trajectories. For instance Nr = 1.1 and Nr = 1.5 indicate
the same orbital revolutions of 1. Figure 12 shows the varia-
tions of Nr versus κ along the zero curve. It should be noted
that the revolution numbers of the starting solution and the
optimal solution of the original problem are 1 and 43 respec-

Fig. 10 Three-dimensional minimum-time orbital transfer trajectory of
the original problem with κ = 1

tively, as depicted in Fig. 12. In Caillau et al. (2003), Yue
et al. (2010), Pan et al. (2016), it is observed that zero curve
exists only when the optimal solutions of the initial and the
original problem share the same revolution number by their
homotopy methods. However, it is demonstrated in this pa-
per that zero curve actually exists even without the same
revolution number requirement by the proposed probability-
one homotopy.

6 Conclusions

This paper presents a new probability-one homotopy method
specifically for solving minimum-time low-thrust orbital
transfer problems. The generalized sufficient conditions de-
rived in this paper, reasonably explain the failure of the ex-
isting homotopy methods, in which the 4th prerequisite of
the sufficient conditions is not satisfied, and also ensures the
success of the proposed method. The optimal solution of the
original problem can be easily found with probability one
by tracing the continuous zero curve constructed by the pro-
posed homotopy method. A new discovery is that the contin-
uous zero curve exists even when the initial and the original
problem have different number of orbital revolutions, which
is not previously known in the literatures. Besides, in the

Fig. 11 Variations of orbit
elements along the
minimum-time transfer
trajectory of the original
problem with κ = 1
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Fig. 12 Zero curve of Nr by the probability-one homotopy method

literatures, it was concluded that the homotopy methods are
only valid when the initial and the original problem share the
same revolution number, which is also incorrect as pointed
out in this paper. As illustrated in the numerical demonstra-
tions, the optimal solution of the original problem with 43
revolutions, can be solved by starting from an initial prob-
lem with 1 revolution by the proposed method. Thus, the
proposed homotopy method provides an efficient approach
to find the optimal solution for the minimum-time low-thrust
trajectory optimization problems, the convergence of which
is probability one.
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