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Abstract
This article discusses the desirability and feasibility of modeling precedents with 
multiple interpretations within factor-based models of precedential constraint. The 
main idea is that allowing multiple reasonable interpretations of cases and modeling 
precedential constraint as a function of what all reasonable interpretations compel 
may be advantageous. The article explains the potential benefits of extending the 
models in this way with a focus on incorporating a theory of vertical precedent in 
U.S. federal appellate courts. It also considers the costs of extending the models in 
this way, such as the significant increase in the functional size of the case base and 
the need to provide some kind of ordering on interpretations to select a “best” inter-
pretation. Finally, the article suggests partially incorporating multiple interpretations 
of dimensions as a realistic starting point for incorporating interpretations generally, 
and shows how doing so can help address difficulties with dimensions. The conclu-
sion remarks on the use of interpretations to deal with inconsistent precedents.

Keywords Legal factors · Precedential constraint · Dimensions · Interpretation · 
Case-based reasoning

1 Introduction

This article discusses the potential role of interpretation in factor-based models of 
common law judicial reasoning (henceforth “factor-models”). It stresses the impor-
tance of “where” in the common law judicial reasoning process models place par-
ticular inferences and decisions and how this relates to precedential constraint. Let 
us stipulate, although it is an oversimplification, that common law judicial reasoning 
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in a case has three steps: (1) fact-finding for the current case, (2) interpretation of 
past cases, and (3) the application of (2) to (1).1 There is a cluster of factor-mod-
els of precedent (even though many employ dimensions as distinct from factors) in 
recent AI and Law literature (Horty and Bench-Capon 2012; Atkinson et al. 2013; 
Al-Abdulkarim et al. 2015; Rigoni 2015; Mullins 2022). All of these models only 
represent step (3). They begin with a case base wherein every case is already inter-
preted: the relevant rules, factors, priority orderings, etc. are established for each of 
those cases. They also start with the current case divided into facts/points on dimen-
sions/factors that can trigger those rules, be prioritized by those orderings, etc.

More recent work (Ashley and Brüninghaus 2009; Branting 2020; Bench-Capon 
and Atkinson 2022; Collenette et  al. 2023), as well as some past work (Ashley 
1991), incorporates these factor based approaches, or variants thereof within larger 
frameworks that model other aspects of the reasoning process, including the ascrip-
tion of factors to a the current case, and the use of factor-based determinations to 
establish issues that are then used to reach an outcome. My suggestions here are in 
line with and motivated by this work, but I focus on the value of allowing cases to 
have multiple interpretations within the model. The main idea is that allowing mul-
tiple reasonable interpretations of cases and modeling precedential constraint as a 
function of what all reasonable interpretations compel is advantageous. Although it 
focuses on factor models of precedential constraint, the main points are applicable 
more broadly. To be clear, my claim is not that the relevant reasoning processes are 
actually interpretative instead of fact-finding or applying a legal rule to a particular 
fact. Rather, my goal is to explain the potential benefits and costs for modeling the 
relevant processes as interpretative as compared to modeling them in other ways.

For example, consider factor-models such as (Horty and Bench Capon 2012; Rig-
oni 2018). On these models, roughly, a case is a triple < F, R, O > where F is the 
set of factors in the case, R is the rule of the case, and O is the outcome. O must be 
either {plaintiff} or {defendant}, depending on the outcome of the case. The fac-
tors in the case, F, are reasons for or against deciding the case for the plaintiff or 
the defendant. We will use superscripts to denote the valence of the factor and sub-
scripts to number them, hence Fp

1
,F

p

2
 are two different factors favoring the plaintiff 

and Fd
1
,Fd

2
 are two different pro-defendant factors. R is a conditional where the con-

sequent is the outcome of the case and the antecedent is a set of the factors that are 
both present in the case and that favor the outcome. Call the antecedent of a rule, 
R, Premise (R). For example, if  Fp

1
andF

p

2
 are present in a case that was decided for 

the plaintiff, then the rule from the case could only be either {Fp

1
,F

p

2
} → Plaintiff , 

or {Fp

1
} → Plaintiff , or {Fp

2
} → Plaintiff . Rules cannot involve any factors opposed 

to the outcome. Rules in cases work to generate a weighing of sets of factors or an 
ordering of sets factors according strength: the rule, R, from a case establishes that 
that the set of factors in Premise (R) outweigh any set of opposing factors present in 

1 We might add that the application of interpretation to facts occurs not only in decide the ultimate out-
come of a case, but to decide each issue within the case, which then combine to produce the outcome. 
This would follow the four part approach found in (Bench-Capon 2023, sec 4; Collenette et al. 2023, sec. 
2.1.4), where cases move from evidence to facts, facts to factors, factors to determinations of various 
issues, and then from those determinations to an final outcome.
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the case. Premise (R) then provides a stronger reason for the outcome than any of 
the opposing sets provide for the contrary outcome.

To illustrate, suppose we have a case, < F, R, O > , where F: { Fp

1
,F

p

2
 Fd

1
,Fd

2
} , R: 

{F
p

1
} → Plaintiff , and O: Plaintiff. Then this case establishes that {Fp

1
} outweighs 

{

Fd
1
,Fd

2

}

,
{

Fd
2

}

, {Fd

1
}.  Using > to denote the weighing of factors, we can say {Fp

1
} 

> 
{

Fd
1
,Fd

2

}

,
{

F
p

1

}

>
{

Fd
2

}

, and
{

F
p

1

}

> {Fd

1
} . On these models a set of factors 

is always stronger than its proper subsets and weaker than its proper supersets, 
hence 

{

Fd
1
,Fd

2

}

>
{

Fd
2

}

, and
{

F
p

1
Fd
2

}

> {Fd

1
} . This can be stated more perspicu-

ously if we define a function “LF” which extracts from a case the set of all losing 
factors, i.e. factors present in that case that do not favor the outcome. We can 
define the connection between rules and the ordering of factors as follows:

Rules and Factor Ordering: If c is a case with rule, R, then Premise (R) > LF(c)
Given what we know about the ordering of factors, Premise (R) > LF(c) entails 

that Premise (R) outweighs each member of the power set of losing factors, hence 
∀x(Premise (R) > x ∶ x ∈ �(LF(c))).

This ordering on sets of factors is how precedent constrains on these models. 
Judges in current cases are constrained insofar as their decision must be consistent 
with the weighing established in past cases. For example, suppose we have the past 
case, < {Fp

1
,F

p

2
 Fd

1
,Fd

2
} , {Fp

1
} → Plaintiff , Plaintiff >, and the factors in the current 

case are { Fp

1
,Fd

2
}. Can the current judge decide for the defendant? If she did, the rule 

she used would have to be {Fd
2
} → Defendant . That would entail that 

{

Fd
2

}

>
{

F
p

1

}

. 
But we just saw that the rule in our past case requires that 

{

F
p

1

}

>
{

Fd
2

}

.  There-
fore, the judge cannot decide the current case for the defendant.

The models are able to capture the common law judicial practice of distin-
guishing, wherein a court seems to be bound by a past rule, but some aspect of the 
current case, a novel reason, marks it for different treatment. Often this involves 
the current court holding that some aspect of the current case is an exception to 
the rule from the past case. We will say that a rule, R, from a past case is trig-
gered in a current case with factors, F, whenever the factors from the R’s premise/
antecedent are all present, i.e. when Premise (R) ⊆ F . A rule, R, is binding when 
it is triggered and Premise (R) is stronger than all the opposing factors present in 
the current case according to the weighing established by past cases. A rule can 
be triggered but fail to bind in two ways:  Premise (R) is weaker than some set 
of opposing factors present in the current case, or Premise (R) has not yet been 
weighed against some set of the opposing factors present in the current case.

To illustrate, consider two past cases, c1, c2. Let c1 be < {Fp

1
 Fd

1
} , R1 ∶ {F

p

1
} → Plaintiff , 

Plaintiff > and c2 be < {Fp

1
, Fd

1
,Fd

2
} , R2 ∶ {Fd

1
,Fd

2
} → Defendant , Defendant > . Sup-

pose the current case has these factors: { Fp

1
,Fd

1
,Fd

2
} . Here the rule from c1, R1, will be 

triggered but it will not bind because Premise (R1) ≯
{

Fd
1
,Fd

2

}

. In fact, the rule from 
c2, R2, tells us that 

{

F
p

1

}

<
{

Fd
1
,Fd

2

}

, hence Premise (R1) <
{

Fd
1
,Fd

2

}

.  Here R2 binds, 
because it is triggered and Premise (R2) > 

{

F
p

1

}

. The judge is constrained to hold for 
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the defendant. This is case where the rule of one past case is trumped by the binding 
rule of another past case.

Now suppose the current case has these factors: { Fp

1
,F

p

2
 Fd

1
,Fd

2
}.Again, both 

R1 and R2 are triggered, but now neither one binds. R1 is still trumped by R2, 
but the weighing does not have  either Premise (R2) >

{

F
p

1
,F

p

2

}

 or Premise (R2) 
<
{

F
p

1
,F

p

2

}

 . The current court has discretion to determine the weighing between 
Premise (R2) and

{

F
p

1
,F

p

2

}

.  The court could decide for the defendant, which would 
strengthen Premise (R2) in future cases. Or it could decide for the plaintiff, deter-
mining that the presence of Fp

2
 creates a novel reason 

(

F
p

1
,F

p

2

)

 justifying a different 
outcome in this case. If decided for the plaintiff, the current case would then have 
the rule, 

{

F
p

1
,F

p

2

}

→ Plaintiff , and establish 
{

F
p

1
,F

p

2

}

>
{

Fd
1
,Fd

2

}

 in the ordering 
of factors. The current court crafts a new rule that trumps R2 on the basis of the 
novel reason present in the case. This is distinguishing on the factor-based models.

From jurisprudential perspective we can consider whether to think of distinguish-
ing as a matter of interpretation, i.e. as interpreting (or perhaps re-interpreting) a 
past case to involve a rule with an exception that exempts the current case, or as a 
matter of application, i.e. as deciding not to apply the rule from a past case because 
of the presence of a novel reason and introducing a new rule involving that novel 
reason. Horty (2015) showed these two approaches are formally equivalent, but 
there is a slight caveat. The language used in his “Raz/Simpson conditions,” as well 
as in Raz and Simpson (1961, 2009, p. 189), is that of modifying the rule of the past 
case. We must be careful not to take that literally, because that would allow a lower 
court in a hierarchy to create rules for courts above its level, which is typically for-
bidden, and because standard citation practice is to cite the distinguishing case for 
the relevant exception to the rule, whereas you would simply cite the original case if 
the rule was actually modified in that case (Rigoni 2021, pp. 215–6). The idea then 
is not that the rule is literally modified in the past case, but that the past case is re-
interpreted as containing a rule with the relevant exception.

Consider the U.S. Supreme Court case of United States v. Robinson, which held 
that police have “categorical” authority to search the contents of arrestee’s pockets.2 
In a later decision, United States v. Wurie the First Circuit Court of Appeals rejected 
a “literal reading of the Robinson decision” and held that the government could not 
search a cellphone found in an arrestee’s pocket, finding (or creating) a cell phone 
exception to the Robinson rule.3   The Supreme Court not only upheld the First Cir-
cuit holding, but favorably quoted it in another opinion wherein it reversed a Califor-
nia court that held that Robinson permitted a search of a pocketed cellphone.4

This could be cast as a fairly standard instance of distinguishing on factor-based 
models, with the First Circuit finding a novel reason (cellphones, which contain 
reams of personal information, simply didn’t exist in the 1970s) that justified trump-
ing the applicable rule from Robinson. Per Horty (2015), you could equivalently 

2 United States v Robinson 414 U.S. 218, 225 (1973). The example is discussed as part of an example of 
“narrowing” by Re (2016, p. 954).
3 United States v. Wurie (2013), 728 F.3d, 3–7.
4 See Riley v. California, 573 U.S. 403 (2014), in which the Supreme Court consolidated United States v. 
Wurie and Riley v. California. See discussion in Re (2016, p.955).
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understand this as an instance of interpreting the rule from Robinson as being inap-
plicable to cellular phones.

However, the language of the First Circuit’s opinion only supports the interpre-
tative understanding. They do not write that Robinson’s rule applies but is then 
trumped by a novel reason or fact, and they certainly do not claim to be modifying 
the rule from Robinson. Rather, they argue that properly understood, Robinson is not 
applicable in the context of cellular phones. This interpretative framing of the argu-
ment is probably familiar to every lawyer that has written a brief—unless the case 
is extremely on point, the first argumentative move is to argue that the cases with 
adverse outcomes should be understood as inapplicable.

We might think that these approaches amount to six of one and half dozen of the 
other. After all, what does it matter whether we call it interpretation or application? 
But it does matter. If the Wurie court is understood as just interpreting Robinson, 
then that part of their reasoning is in step (2) and hence should not be modeled by 
the cluster of theories under discussion. If we stray from the language of the opin-
ion, however, we can model it as part of step (3) as distinguishing. The outcome may 
be the same, but the explanation and justification for it will not be.5 What we have is 
a trade-off between fidelity to the language of the opinion and the range of reasoning 
explained by the model. In the next section, I discuss more detailed examples of this 
issue.

2  A bramble bush: distinguishing, narrowing, and overruling 
in vertical precedent in U.S. federal courts

Broughton (2019) provides a number of improvements for the factor-based model to 
account for the details of the hierarchical structure of the U.S. federal court system. 
Of particular interest, he provides a evidence for the claim that lower courts in the 
U.S. judicial hierarchy are not permitted to distinguish higher court precedent. He 
writes,

The U.S. doctrine of horizontal precedent and the U.S. doctrine of vertical prec-
edent are significantly different, even once the possibility of overruling is set aside. 
In particular, while a U.S. court faced with an applicable horizontal precedent that it 
is unwilling or unable to overrule is often permitted to either apply the precedent or 
distinguish it, a court faced with an applicable vertical precedent is required to apply 
the rule and reach the outcome it prescribes (Broughton 2019, p. 262).

He provides a number of supporting statements showing that lower courts cannot 
refuse to apply an applicable precedent, nor may they modify such a precedent. This 
leads him to advocate for treating higher court precedent as strict rules, i.e. rules that 
bind whenever they are triggered.

5 This might matter a great deal. In the next section we will see that, if Broughton (2019) is correct, then 
an explanation in terms of distinguishing may characterize the court as having made an illegitimate deci-
sion while an explanation in terms of interpretation characterizes the court as having acted legitimately.
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Now this claim about vertical precedent may come as somewhat of a surprise, 
since lower court cases that say they are distinguishing higher court precedent are 
easy to find. Broughton is well aware of this, and explains that distinguishing can 
have two different senses: a weaker or thin sense according to which “one distin-
guishes a precedent simply by showing that the associated rule does not apply to 
the present dispute,” and a stronger or thicker sense, according to which distinguish-
ing requires that precedent must be first recognized as applicable and then modi-
fied to carve out an exception for the current case (Broughton 2019, p. 256). These 
senses of distinguishing correspond to “tame” and “strong” distinguishing found in 
Raz (2009, p.185), which are also discussed in the context of AI and Law in Carey 
(2013). In the factor models, thin “distinguishing” is just showing that the relevant 
rule is not triggered by the facts of the current case, while the thick sense of distin-
guishing is what the models just call “distinguishing.” It involves acknowledging 
that the rule is triggered but identifying a novel reason that allows the court to reach 
a different outcome.

Re (2016, p. 228–9) offers a helpful taxonomy of ways of using precedent,6 under 
the assumption that a past case has a “best reading.”7 For him, following consists in 
applying a precedent when it is best read as applying, while extending a precedent 
consists in applying a precedent to a case when under the best reading it does not 
apply. Distinguishing consists in not applying a precedent where it is best read as not 
applying (Broughton’s thin sense of the term), and narrowing consists in interpreting 
a precedent as not applying when it is best read as applying. Narrowing also seems 
to closely fit Broughton’s thick sense of distinguishing, except the court need not 
(and usually does not) admit that the past case is “best read” as applying. The tax-
onomy is summarized in the table below.

Following: precedent is best interpreted as applying and precedent is so applied
Extending: precedent is best interpreted as not applying, and precedent is still applied
Distinguishing: precedent is best read as not applying, and precedent is not applied
Narrowing: precedent is best read as applying, and precedent is still not applied

The notion of narrowing is especially relevant here. Like the factor-based mod-
els, Re assumes that there is a definitive best reading of a past case. However, in 
his view courts, even lower courts, sometimes do legitimately decide not to apply 
that best reading when the precedent can be reasonably interpreted as having a 
narrower holding (a more specific rule) that would not govern the present case. 
To be eligible for narrowing, the precedent must be “ambiguous” insofar as it 
admits of a number of reasonable interpretations. Narrowing for Re requires at 

6 The idea that U.S. judges will intentionally read past precedent in ways favorable to their preferred 
result is hardly new. It is one of the points emphasized (perhaps too much so) by the Legal Realists, such 
as Holmes (1897), and later by legal pragmatists (Posner 2008) and in social science approaches to the 
U.S. common law (Cross and Tiller 1998).
7 He notes that the assumption of a best reading is controversial and subject to qualification (Re 2016, p. 
928).
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least a tentative belief that the precedent was incorrect, potentially in result but 
at least with respect to the rule created, and confidence that the narrowed prece-
dent does not contradict background legal principles (Re 2016, p. 935). There are 
further additional requirements for lower courts to narrow higher court opinions, 
which depend on one’s theory of stare decisis (Re 2016, p. 936). The discus-
sion of Robinson and Wurie above is taken from the examples Re provides of this 
practice (Re 2016, pp. 951–71), and that discussion shows that narrowing seems 
very similar to thick distinguishing.

Re explains partial overruling as differing from narrowing insofar as partial over-
ruling does not require an ambiguous precedent (Re 2016, p. 935). When engaging 
in partial overruling, the court acknowledges that the past precedent applies and then 
overrules a part of that precedent. A court can partially overrule even if a precedent 
is unquestionably applicable. Partial overruling requires a confident belief that the 
precedent case was wrongly decided (either in result or with respect to the specific 
rule) and the presence (perhaps) of a special justification for over-ruling.

We now have two concepts, partial overruling and narrowing, which seem to 
overlap with the notion of distinguishing in the factor models. However, partial 
overruling is verboten for lower courts dealing with higher court precedent, while 
narrowing is not. Complicating matters further, Broughton acknowledges,

when the holding of a precedent case is genuinely indeterminate, it seems 
plausible that the doctrine of precedent grants even lower courts discretion to 
“interpret” the case in whatever way seems best, within the range of indeter-
minacy left open by the higher court. And the lower court may, if application 
of the precedent rule to the present dispute seems unwise, read the precedent 
more narrowly than it might have, so that the rule does not reach the present 
dispute…[The court doing so has not] distinguished the precedent in the thick 
sense either, since it has not necessarily narrowed the scope of the rule handed 
down by the higher court. Instead, it has resolved an ambiguity in that court’s 
formulation of the rule (Broughton 2019, p. 278).

It’s not quite clear if this process is simply Re’s narrowing in different terms. 
Broughton might be thinking of “genuinely indeterminate cases” as just those cases 
that lack a “best interpretation,” which makes this process distinct from Re’s narrow-
ing. Or, he might be thinking that “genuinely indeterminate cases” are all the cases 
that have multiple different reasonable interpretations, which is all the ambiguity 
that narrowing requires. Broughton argues that this interpretative process, however 
understood, must be exogenous to the models under discussion because those mod-
els assume the rule of the case is always clear (Broughton 2019, p. 278). The case 
law seems to compound the confusion, as Re points out that courts often portray 
decisions to narrow as decisions not to extend, because they present the narrowed 
reading as if it were the best (or only) reading (Re 2016, n. 154). This can be seen in 
the Wurie example above, where the court simply discusses the proper understand-
ing of Robinson in the context of related decisions on searches incidence to arrest.

To begin to untangle this bramble bush, we should observe that, functionally, dis-
tinguishing in the factor-based models is similar to narrowing. This becomes clear 
from considering some examples of narrowing:
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• In Simmons8 the Missouri Supreme Court heard a capital punishment case that 
seemed to be governed by the Supreme Court decision in Stanford v. Kentucky.9 
Essentially, the Missouri Court read Stanford as announcing a “contingent 
rule—a legal requirement whose continued application depends on the continued 
presence of the reasons for its creation in the first place” (Re 2016, p. 952).10 
Re notes that the “Missouri Supreme Court’s view finds some support in a tra-
ditional conception of stare a decisis” (Re 2016, n. 141). Simmons was upheld 
by the Supreme Court despite dissent protests that the decision overruled Stan-
ford.11

• Re discusses the aforementioned Wurie (728 F.3d at 11–12) in terms very famil-
iar to formal modelers: “Concluding that Robinson’s stated rule could be read as 
defeasible, or subject to implied exceptions, the First Circuit declined to apply 
the Court’s stated holding according to its own terms” (Re 2016, p. 954).12

The factor-based models’ notion of distinguishing seems to significantly overlap 
with Re’s notion of narrowing, even though the former does not involve multiple 
interpretations. This might explain why models that do permit lower courts to dis-
tinguish still seem to work well when applied to case bases with lower and higher 
court precedent, such as the U.S. trade secret database.13 The models are capturing 
(perhaps imperfectly) what is described by cases and commentators as an interpre-
tive process.

This suggests that Re’s narrowing is just the factor-models distinguishing under 
a different name. Unfortunately, there are a few problems with identifying distin-
guishing in the models with narrowing. First, as Broughton (2019) has pointed out, 
this seems to ignore the language of the case law and commentary, which is fairly 
uniform in treating the process as interpretive. Narrowing depends on ambiguity 
in the past opinion. To illustrate, recall our example of distinguishing. We had the 
factors { Fp

1
,F

p

2
 Fd

1
,Fd

2
} in the current case with rules R1: {F

p

1
} → Plaintiff and R2: 

{Fd
1
,Fd

2
} → Defendant , and the weighing 

{

F
p

1

}

> {Fd

1
} and 

{

Fd
1
,Fd

2

}

>
{

F
p

1

}

  in the 
background. Let’s further suppose that the current court is at a lower level of the 
U.S. federal judicial hierarchy than the courts for the background cases. On the fac-
tor-based models without Broughton (2019)’s modifications, the current court is free 
to distinguish R2 in this context by introducing the new rule 

{

F
p

1
,F

p

2

}

→ Plaintiff . 
On Re’s view, you could narrow R2 so that it would not apply in the current case; for 
example, you could narrow it to something like {Fd

1
,Fd

2
,Fd

3
} → Defendant . where 

Fd
3
  is something incompatible with Fp

2
 . But it can only be narrowed in that way if 

11 State ex rel. Simmons vs. Roper, 543 U.S. 551 (2005).
12 But even here, notice the hedge between interpretation and application. “Implied exceptions” means 
the rule somehow contains the exceptions, but that’s not required for the rule to be defeasible.
13 See Ashley and Brüninghaus ((2009), Al-abdulkarim et al. (2016a). Of course, this isn’t the only pos-
sible explanation.

10 See also Simmons, 112 S.W.3d at 406, which comments on “flexible and dynamic” interpretation as a 
“fundamental premise” of Stanford.

8 State ex rel. Simmons v. Roper, 112 S.W.3d 397 (Mo. 2003).
9 492 U.S. 361 (1989).
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the language of the past case allows that. The language in c2 might be such that R2 
can only be understood as a strict rule, which would mean it cannot be narrowed and 
will bind. This would force the current court to decide for the defendant.14

This difference in focus on the language of the past opinion may also give rise to 
differences in how current judges may modify past rules, although much depends on 
the particular factor-model selected. Suppose we have a past case best understood 
as introducing the rule that “no dogs are allowed on the bus” and the current case 
involves a service dog. Is the current judge able to free to introduce an exception for 
“service dogs”? For both the factor models and Re, the answer depends on the past 
opinion. For some factor models,15 precedents may only be represented with factors 
that were actually present in the past case. On these models, the only question is 
whether the past case involved a service dog (and if this was clear from the opinion). 
If so, the judge cannot make the exception; if not, she is free to do so. For Re, the 
issue of fit with the past opinion makes the matter more complicated. For exam-
ple, the past opinion might state, “no dogs, not even service dogs, are allowed on 
busses,” even if the dog in question was not a service dog. For the aforementioned 
factor-models, this mention of service dogs is irrelevant because it goes beyond 
the facts of the case (and there may be good jurisprudential reasons for thinking 
this way). However, there is no reasonable way to interpret that language as allow-
ing service dogs on the bus, so narrowing will not be permitted in this instance but 
distinguishing would be possible. Other factor-based models (call them permissive 
factor models) permit the use of hypothetical factors in representing cases.16 These 
models would permit treating the past case as having considered service dogs, even 
if the past case did not actually involve service dog. Hence, they would not permit 
distinguishing in this situation in line with the standards for narrowing, since the 
service dog would not be a novel factor in the current case.

However, Re and the permissive factor models will still come apart with respect 
to the type of changes they permit the current court to make. The factor models 
only allow adding an exception to the past rule for a novel reason in the current 
case. Essentially, there is a general rule plus a more specific exception: dogs are not 
allowed on the bus, except service dogs are. Distinguishing leaves no open ground; 

14 Under Broughton (2019)’s modifications R1 and R2 they are strict rules, not in virtue of the particular 
language used in the cases, but in virtue of their coming from a court higher up in the judicial hierarchy. 
That means any of the high court rules that are triggered and not trumped by other background rules will 
bind. Under Broughton’s modifications, R2 will bind here and the court must find for the defendant.
15 E.g. (Horty 2011).
16 (Rigoni 2015, 2018) are models of this kind. A different, but still permissive approach found can be 
found in the original HYPO (Rissland and Ashley 1987) as well as in more recent work (Bench-Capon 
and Atkinson 2022), which would be treat the case as introducing a dimension with respect to permis-
sibility of different types of dogs. While (Rigoni 2018) represents dimensions as sets of factors, some 
of which are not present in the case, these other models represent dimensions as orderings of individual 
facts from which one can derive the presence of a factor. These models could represent the past court’s 
statement that “no dogs, not even service dogs, are allowed on buses” as establishing that the fact (rather 
than factor) that the dog is a service dog does not permit the derivation of a factor that favors the dog’s 
owner. I still consider these models permissive because they permit hypothetical facts (the past case 
doesn’t involve a service dog) to generate binding precedent.
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for cases that fell within the original rule, they will all either fall into the general rule 
(no dogs) or the exception (service dog). Narrowing countenances a wider range of 
modifications of the past rule. The current court could narrow the “no dogs on the 
bus” rule from the past case to “no untrained dogs on the bus,” but have the holding 
of the current case be “service dogs are permitted.” Here the exception at issue in 
the case is narrower than the modification to the rule. Cases involving dogs that are 
trained but not service dogs, which were covered by the original rule, are now left 
open.17 Narrowing permits all the same modifications as distinguishing and more, so 
narrowing does not entail distinguishing.

To see this formally, let the plaintiff be a bus company suing for damages that 
they attribute to the dog owned by the defendant, who bought a ticket and was rid-
ing the bus with his dog. Let  Fp

1
 be a factor for the presence of the owner’s dog on 

the bus and Fd
1
 be the factor for the rider having bought a ticket. Then let c1 be as it 

was previously, i.e. < {Fp

1
 Fd

1
} , {Fp

1
} → Plaintiff , Plaintiff > . This case introduces the 

“no dogs on the bus” rule. Let Fd
2
 be the factor for the dog being a licensed service 

dog, and let the current case have this set of factors: { Fp

1
, Fd

1
,Fd

2
}. On the factor 

model approach, the current court can distinguish R1 by introducing the new rule 
R2: {Fd

1
,Fd

2
} → Defendant . If it does so, R1 will still be triggered and potentially 

bind whenever Fp

1
 is present in a future case. In future cases involving service dogs 

(and riders who bought a ticket), R1 will be trumped by R2, as these cases fall within 
the exception created by Fd

2
. For example, in a future case with a dog that is trained 

but not a service dog, R1 will be triggered although possibly distinguishable. On the 
other hand, narrowing would involve the current case re-interpreting R1, changing it 
to R1’ 

{

F
p

1
,F

p

2

}

→ Plaintiff , while also introducing the rule 
{

Fd
1
,Fd

2

}

→ Defendant . 
Horty (2015) shows that these approaches are equivalent if Fp

2
= ¬Fd

2
 . In our exam-

ple, if Fp

2
 is the factor for the dog not being a service dog, then narrowing will be 

equivalent to distinguishing. In a future case with a dog that is trained but not a ser-
vice dog, R1’ will still be triggered. But narrowing does not require that Fp

2
= ¬Fd

2
  in 

these instances.  Fp

2
 could be the factor for the dog not being trained, for example, so 

it would entail the dog not being a service dog, but not be equivalent to it. Then in a 
future case with a dog that is trained but not a service dog, R1’ as re-interpreted, will 
not be triggered at all and the judge is entirely unconstrained in formulating a rule to 
govern the case.

17 Re considers further kinds of rule modification when he discusses Scalia’s claim that the Supreme 
Court distinguished a previous case on an “accurate-in-fact (but inconsequential in principle distinc-
tion),” which sounds very much like distinguishing based on a difference in fact without any corre-
sponding difference in reasons or factors (Re 2016, p. 935 (quoting Arizona State Legislature v. Arizona 
Independent Redistricting Committee, 576 U.S. 857 (2015) (Scalia, J., dissenting))). This would be ille-
gitimate as distinguishing on any factor model, but Re says it would “qualify as legitimate narrowing” if 
it was based on a reasonable reading of the past precedent and violated no background principles. I do 
not follow Re on this point. Scalia seems to be criticizing the court for drawing such a distinction, not 
legitimating such behavior. He argues that if such a distinction was a legitimate basis for distinguishing, 
then the current case could also be so distinguished. However, he thinks the court is wrong to draw such 
distinctions. See Arizona State Legislature v. Arizona Independent Redistricting Committee, 576 U.S. 
857-8 (2015) (Scalia, J., dissenting).
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Thus, narrowing is not quite distinguishing in the factor models. Cases that 
can be distinguished but not narrowed may be rare, unless we stipulate, following 
Broughton (2019), that lower courts cannot distinguish higher court rulings. Thick 
distinguishing might seem more like partial overruling. The language associated 
with partial overruling is a better fit, as it acknowledges that the precedent rule 
applies to the current case. However, thick distinguishing is not equivalent to partial 
overruling. Partial overruling, just like overruling, does not require a novel reason 
(or relevant difference) in the facts of the current case, while distinguishing requires 
a novel reason (or relevant difference). Partial overruling requires a special justifi-
cation, but the special justifications for overruling are reasons outside the specific 
facts of the current case. For example, the quality of reasoning within the precedent 
opinion and the degree to which the precedent case is relied upon are special justifi-
cations for overruling,18 but neither of these have anything to do with the facts of the 
current case. Hence partial overruling will be legitimate in some cases where distin-
guishing is not (where there is no relevant difference but there is a special justifica-
tion), and partial overruling will be illegitimate in cases where distinguishing would 
be (where there is a relevant difference but no special justification).

From the perspective of the factor-models, you could accommodate partial over-
ruling, but it won’t be a substitute for distinguishing. To get partial over-ruling, you 
need to model cases as having multiple holdings, as (Rigoni 2015; Bench-Capon 
and Atkinson 2021) suggest. Partial over-ruling is then when a court over-rules 
some but not all of the holdings in a case (Re 2016, p. 929). This differs from dis-
tinguishing, which involves the distinguished rule being trumped by  a new rule. 
Over-ruling involves removing the past rule entirely. As mentioned above, distin-
guishing requires a novel reason in the facts of the current, which is not required 
for over-ruling. Suppose the past case involves two holdings, one of which uses R1: 
{F

p

1
} → Plaintiff , and this rule established the weighing Fp

1
> Fd

1
 . Suppose the cur-

rent case has this set of factors: { Fp

1
, Fd

1
 }. R1 cannot be distinguished in this context, 

but it could be over-ruled, which removes R1 from the background for future cases, 
and then the current court could use R2, 

{

Fd
1

}

→ Defendant to reach its holding. So 
long as the rule for the other holding from the past case is not over-ruled, this will be 
partial (not total) over-ruling.

3  Incorporating interpretation for narrowing

From the perspective of a modeler working with factors, a few options are avail-
able to try to incorporate narrowing. One could put a premium on the language used 
in opinions and treat what is described as interpretation as interpretation, meaning 
narrowing is excluded from the model. Broughton advocates for a form of this by 
making it impossible for lower courts to distinguish higher court cases within the 
model, but allowing courts to distinguish cases from courts at or below their place in 

18 See Janus v. American Federation of State, County, and Municipal Employees (2018), 138 S.Ct. 
2472-4 (discussing special justifications for overruling).
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the hierarchy. He acknowledges that lower courts resolve ambiguous interpretations 
of higher court opinions, but stresses that this is explicitly interpretative and hence 
should be outside the model (Broughton 2019, Section 6).

Broughton’s model retains thick distinguishing for horizontal precedents, but 
one could go even further and simply eliminate thick distinguishing from the 
model. It’s not clear that courts declining to follow horizontal precedent do any-
thing that is neither narrowing nor (complete or partial) over-ruling. Re, for exam-
ple, thinks that extending, following, narrowing (both horizontally19 and from 
above and below), and complete and partial over-ruling (only horizontally and from 
above) exhaust the ways US federal courts use precedent. Although thick distin-
guishing differs from both partial over-ruling and narrowing, it’s not clear that a 
model would need distinguishing if it already had both partial over-ruling and nar-
rowing. Distinguishing would only be needed to capture cases where it is very clear 
the court (i) understood the past precedent as providing an applicable rule (so lan-
guage of the opinion will not fit with narrowing), (ii) was not using a special reason 
to over-rule that precedent, and (iii) declined to follow that precedent on the basis 
of a novel reason in the facts of the current case. In practice such cases may be few 
and far between.

Jettisoning distinguishing provides (plausibly) a good fit with the language of 
opinions and a greatly simplified model of precedent. But we pay a price for this in 
terms of explanatory power. The more reasoning that gets put into the interpretative 
step of the process, the less reasoning the model itself explains. And case interpreta-
tion, which is itself a controversial and specialized mode of language processing, is 
very difficult to model. I will sketch an outline of a model for interpretation shortly, 
but working the out the details will take some time.

These are good reasons to further develop models of interpretation. But they are 
also reasons to consider retaining distinguishing in the models even if that requires 
deviating from the language of the caselaw, which leads to the second option for 
the modelers. Narrowing itself already requires deviating from (or going beyond) 
the language of the caselaw—few (if any) judges will ever admit in an opinion that 
they know of a “better” reading of a past case than the one they are providing. If we 
tolerate a bit more deviance, we can model a good deal of narrowing in the standard 
factor models– recall the substantial overlap between narrowing and thick distin-
guishing. Depending on the goals of the model, this may strike a favorable trade-off 
between adherence to the language of the cases and explanatory power. Still, we 
must be clear that we are making a trade-off in taking this route.20

I promised a sketch of a model of interpretation to accommodate narrowing 
within a factor-based framework. Here is the idea: currently, the factor models begin 
with each past case having an exogenously provided interpretation, which is a single 
formalization in terms of factors, dimensions, rules, etc. For narrowing, we need to 
allow each case to have multiple such interpretations (formalizations). What used 

19 See Re (2014).
20 Ignoring the purposes of models can cause much confusion. It leads to “toy” models being presented 
as accurate depictions, see Pfleiderer (2020).
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to be case becomes an interpretation of a case, and cases are now sets of interpreta-
tions. To be clear, this, in effect, exponentially increases the size of the case base.21 
The exogenous process of interpretation needs to provide a range of reasonable 
interpretations, and identify one as the best or most reasonable. Lower courts may 
not distinguish in the thick sense; all higher court rules are strict so if one applies 
and is not trumped by another higher court rule then it binds the lower court. But 
all courts can pick any one of the reasonable interpretations of a past case. Narrow-
ing occurs when the best interpretation applies in the current case, but the court 
picks an alternative interpretation that does not apply.22 Extending occurs when the 
best interpretation does not apply and the court picks an alternative interpretation 
that does apply. Following is when the best interpretation does apply and the court 
selects this one. If a court is not allowed to distinguish the case, then it is bound 
by precedent on this view when all the reasonable interpretations produce the same 
result. If the court may distinguish, then it is bound when all reasonable interpreta-
tions agree in result and none of them can be distinguished.

This approach is, I think, worth elaborating in future work, especially if the pro-
duction of interpretations can be automated,23 but it has a number of shortcomings. 
Most obviously, it seems very difficult to generate a set of reasonable interpreta-
tions and to pick the best of these. The model also needs to manage a possibly very 
large set of interpretations.24 Further, it has to reckon with the precedential status 
of interpretations of past cases. When a court narrows or extends a precedent, that 
reading of the precedent becomes precedential. If the court narrows the rule from a 
case from “No dogs on the bus” to “No non-service dogs on the bus,” then that nar-
rowed rule is precedent for lower courts. Carey (2013) calls these attribution hold-
ings, and provides a general account. There the interpretation is a propositional vari-
able or the negation of one, so much work would be needed to incorporate the more 
nuanced formalizations of cases found in the factor-based models. In addition, it’s 
not clear how to manage the reflexivity of interpretation: should we allow all past 

21 This approach is discussed in the context of analogical approaches, like (Stevens 2018), that allow for 
the current case to influence the interpretation of the past case directly in Rigoni (2021). In those ana-
logical approaches, one past case may have different interpretations depending on the current case, so the 
casebase itself is relative to the current case. The approach here follows Re in treating interpretation as 
independent of the current case.
22 It’s straightforward to extend this for reasoning with parts of precedents, holdings for different issues, 
etc.; I ignore that complexity here.
23 See the work on automatically classifying cases according to factors in Ashley and Brüninghaus 
(2009), Branting et al. (2021), Gray et al. (2022, Mumford et al. (2022). I suspect it would be beneficial 
to break opinions up into issues and generate interpretations for each of those portions of the opinion, but 
that may raise problems of coherence—the combination of best interpretations for each issue may not be 
as coherent as other combinations of interpretations.
24 A subtlety: Re reads “the best interpretation” subjectively, i.e. narrowing only happens when the judge 
or judges self-consciously apply a reading that they know is not the best (Re, 2019, n.37). Nonetheless, 
Re points to objective evidence to draw inferences about the judge’s subjective states. It is not clear that 
this is better than understanding “best interpretation” objectively, which would allow narrowing to cap-
ture instances of confirmation bias, wherein judges unconsciously adopt inferior readings because they 
support their favored outcome. Since the rule of the past case is effectively narrowed whether the judge 
knows it or not, the objective characterization seems superior in this context.
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interpretations to themselves be reinterpreted?25 Can narrowings be narrowed? Can 
they be extended? These are the sort of problems that will need to be ironed out if 
we are to both model a good deal of U.S. Federal Court precedent and hew tightly to 
the language in opinions.

The point is not that any one of these approaches: jettisoning distinguishing and 
leaving narrowing outside the model, including distinguishing and using it to cap-
ture some of narrowing, or incorporating interpretations, is the right way to model 
the underlying process. Each approach prioritizes different desiderata. Jettisoning 
distinguishing prioritizes fit with the language used in opinions and computational 
tractability. Including distinguishing deemphasizes the language of opinions but 
retains computational tractability with increased explanatory power. Incorporat-
ing interpretations promises to combine good fit with the case language with wide 
explanatory power, but greatly (perhaps intractably) increases the complexity of the 
model. Of course, the different approaches can be adopted to varying degrees, such 
as excluding distinguishing for certain levels of judicial hierarchy. Ultimately, the 
right model depends on one’s purposes and the availability of supplemental mod-
els. The tripartite division of judicial reasoning into fact-finding, interpretation, 
and rule-application is itself motivated by the practical concern to simplify the pro-
cess rather than firm convictions that every aspect of the reasoning process really 
is interpretation, or application, or fact-finding. Hence, it seems proper to draw on 
pragmatic considerations when putting aspects of the judicial reasoning process into 
these categories, and modelers ought to make clear what considerations are motivat-
ing our divisions of the reasoning process.

This section has shown the potential benefit of incorporating interpretations on a 
large scale in factor-based models. However, it also suggests a pragmatic approach 
in determining when and to what degree to incorporate interpretations within the 
models. Pragmatically, it may be best to start by incorporating interpretations on a 
smaller scale, using them in more limited contexts where we can gain some explana-
tory power or fit with case language without paying too high of a cost. The next sec-
tion discusses of how interpretation might be incorporated in this way to deal with 
dimensions in factor-models.

4  Dimensions in factor‑models 

Recent work has offered a number of proposals for treating dimensions within fac-
tor-models. A dimension is an aspect of a case that takes a value from a range of 
values, where those values can be ordered as more or less favorable for a particular 
party or conclusion. Taking an example from Horty (2017), consider a court trying 
to determine whether a taxpayer can claim a change of domicile to avoid paying 

25 In the same vein, Casey (2013, p.364) notes, “It also appears that in cases where an earlier opinion 
posits some holding h and a later opinion overrules the earlier opinion by positing ~ h, it may be possible 
to formulate a large number of hypothetical holdings that are implied by h (and may be extremely similar 
to h), but that are not contradicted by ~ h and thus are not deemed to have been overruled.”.
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tax. Suppose two relevant dimensions are the length of time the taxpayer lived 
abroad and the percentage of their income that was earned abroad. The longer the 
time spent abroad, the stronger the case is for a change of domicile, and likewise for 
the higher the percentage of income earned abroad. The reverse holds for the case 
against change of domicile: longer (shorter) times and higher (lower) percentages 
weaken (strengthen) the case for that conclusion. Let us stipulate that the defendant 
wants a finding of a change of residence.

Horty (2017, 2019, 2021), Al-abdulkarim et al (2016b), Bench-Capon and Atkin-
son (2017, 2021, 2022), Rigoni (2018), and Prakken (2021) all discuss approaches 
to modeling dimensions in factor-models. Rigoni (2018) treats values on a dimen-
sion simply as factors, meaning that each value is a reason either for or against a 
particular conclusion (or party26). The remainder all avoid modeling values on a 
dimension as factors by either allowing some values to count neither for nor against 
a particular conclusion or by stipulating that each value creates a reason for and 
against a particular conclusion. These models are all motivated by a difficulty dis-
cussed in Bench-Capon (1999) and summarized by Prakken thus: “that in practice 
it is often hard to specify for some or even all value assignments to a dimension in 
a case whether it is for or against [a particular outcome]” (2021, p. 560). Instead 
of the binary approach of categorizing values as pro or con a given conclusion, the 
values are treated as more or less supportive of a particular conclusion. On many of 
these models, such as Horty (2019) and Prakken (2021)’s alternative dimensional 
based approach, we cannot say that a specific value on a dimension, such as 90% 
of the defendant’s income being earned abroad, is simply pro-change-of-residence 
(i.e., pro-defendant). Rather, that 90% point is understood as more pro-change-of-
residence than lower percentages and less pro-change-of- residence than higher 
percentages. Prakken, anticipating some of the problems discussed below, suggests, 
“allowing but not requiring [the model] to indicate that a particular value assignment 
favours a particular outcome,” i.e., allowing but not requiring values on a dimension 
to be factors (2021, p. 580). Similarly, Horty (2021) seems to build in a method of 
treating some dimensions as de facto factors.

The difficulties with modeling dimensions can be illustrated by an example.27 
Suppose we have a case (Case 1) holding that there is a change of residence when 
the defendant spent 18 months living abroad and earned 60% of her income abroad. 
This case could mean either of these three things, assuming income and length 
abroad are dimensions that relate to distinct factors28:

(A)   60% income earned abroad is a reason for change that outweighs 18 months 
abroad (a reason against change).

(B)   18 months abroad is a reason for change that outweighs 60% of income earned 
abroad (a reason against change).

26 The model assumes a pro-plaintiff or pro-defendant holding for each issue, and then labels the factors 
favoring a holding according to which party the holding favors. I ignore this complication.
27 A similar example is given in Prakken (2021, p. 577).
28 Dropping this assumption is critical to the Bench-Capon and Atkinson approach from 2017 onward 
(Bench-Capon and Atkinson 2017, 2021, 2022), which is discussed later in this section.
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(C)   18 months abroad is a reason for change and so is 60% of income earned 
abroad.

Bench-Capon (1999) uses the language of dimensions “trading off” with one 
another to describe what is happening with the two dimensions here, while Bench-
Capon and Atkinson (2017) use the language of “balancing dimensions.” I prefer 
describing the dimensions as “entangled”: you cannot tell which dimension is doing 
what, but you know what the result of both is.29

Approaches that reduce dimensions to factors, like Rigoni (2018), require disen-
tangling dimensions. In fact, the reason model underlying Horty (2019) requires dis-
entangling dimensions to some extent, as Prakken (2021) shows. The reason model 
requires that a ratio contains only pro-plaintiff factors or dimensions. Hence, if the 
ratio in the Case 1 included both the duration of the stay abroad and the percentage 
of income earned abroad, both of those would have to be pro-change-of-residence 
factors and the case could only have meaning (C). If only the 18-month duration 
was in the ratio, then the case would be ambiguous between (B) and (C); if only the 
60% of income was in the ratio, then the case would be ambiguous between (A) and 
(B). Reductive approaches require making a choice about how to interpret that past 
case to disentangle the factors, hence they are “arguably harder to apply in practice” 
(Prakken 2021, p. 581).

The reductive approaches leave more work for exogenous interpretation, while 
the alternatives do some of that work themselves. By allowing the dimensions to 
remain entangled, the non-reductive approaches do not require as much interpre-
tative work. This gives them a significant practical advantage over the reductive 
approaches. Suppose the current case is Case 2, in which the defendant has spent 
19 months abroad and earned 65% of his income aboard. Although the non-reduc-
tive approaches differ considerably, they will all find that Case 1 forces a finding of 
change of residence in Case 2 without requiring a decision between (A), (B), or (C) 
as interpretations of Case 1.30

In addition, the non-reductive approaches might be superior when the number of 
dimensions changes between the first and second case. Suppose our first case is Case 
1 (18 months abroad, 60% of income aboard, finding of change of residence) and the 
current case doesn’t have information on the percentage of income earned aboard, it 
just has that the defendant live abroad for 17 months. If you disentangle the dimen-
sions, you can get Case 1 to bind the current case: on reading (A) 18 months is a 
reason against change, so 17 months opposes change even more strongly, hence the 
result in a case with just that factor must be no change of residence.31 But, depend-
ing on how the opinion in Case 1 is written, that can seem like the wrong result. It 
might not be clear just how the 18 months is supposed to be understood. Here it is 

29 “Entanglement” in a somewhat different sense was used in (Roth and Verheij 2004).
30 The rest of this section makes use of a number of hypothetical cases. Please see Table 1 for a sum-
mary of each hypothetical case.
31 Complications may arise from whether to treat the lack of information on percentage of income 
earned as a factor. For this example, I’m assuming the only factor in the current case is the 17 months 
stay.
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not just that the reductive approach is harder to apply, but that the best strategy is to 
leave the dimensions entangled.

However, in other instances disentangling seems like the right strategy.32 Sup-
pose our first case is Case 3, with a 50-month duration, 0% income earned abroad, 
and holding for a change of domicile. Suppose our second case is Case 4, with 
50 months abroad and no information on income earned abroad. Case 3 intuitively 
means that 50  months or more is sufficient for change of domicile, regardless of 
income earned. But without disentangling the two dimensions, we cannot get that 
reading, and Case 3 cannot bind Case 4.

Similarly, suppose the past case is Case 5 (18 months abroad plus a holding for 
a change of domicile) and the current case (Case 6) has an 18-month duration and 
2% income earned abroad. Suppose the court decides against a change of domicile. 
A natural reading of Case 6 is that it distinguishes Case 5 on the basis of a reason 
against a change of domicile (2% income earned abroad). But you cannot give that 
reading if you cannot characterize 2% of income earned abroad as reason against a 
change of domicile, which requires disentangling it from the 18-month duration.

The prevailing non-reductive approaches to these difficulties are Horty (2019, 
2021)’s magnitude factors and Bench-Capon and Atkinson (2017, 2021, 2022)’s two-
stage approach. Considering Horty’s approach first, his magnitude factors state that the 
actual value of dimension in the case favors a side at least as much as reference value. 
Magnitude factors favor a particular side, but the underlying values on a dimension 
in the case create magnitude factors favoring each of the opposing sides. For exam-
ple, a stay of 12 months will generate a pro-defendant magnitude factor of “a stay of 
12 months or more” and a pro-plaintiff magnitude factor of “a stay of 12 months or 
less.” The court may also decide to use a lower reference value, so a 12-month stay 
could generate a pro-defendant magnitude factor of “a stay of 6 months or more” and a 
corresponding opposite magnitude factor. Notably, a value on a dimension could func-
tion as a “de facto factor” by creating both a pro-defendant magnitude factor and a 
pro-plaintiff magnitude factor such that one has priority over (or outweighs) the other.

In Horty’s most recent approach in Horty (2021), the ratio can only contain a set 
of magnitude factors such that each one favors the prevailing party and the set out-
weighs the magnitude factors for the other party. Hence, dimensions can be disen-
tangled: if the ratio only contains one magnitude factor, then that magnitude factor 
must outweigh its corresponding opposite magnitude factor, and that value on the 
dimension is a de facto factor. Horty denies “that there is a switching point [where 
values switch from favoring one side to favoring another], supposing instead that 
reasons favoring each side of a dispute can be found all along any given dimen-
sion, varying only in strengths” (2021, p. 284). However, a single fact that produces 
opposite magnitude factors such that one of them (call it pro-s magnitude factor) 

32 Prakken (2021) points out some similar issues with his approach when dealing with dimensions not 
mentioned in the ratio of the case. He notes that you can avoid those by essentially treating every dimen-
sion of the past case as part of the ratio and only allowing distinguishing in favor of side s if the value 
on some dimension in the current case is more favorable to s than the value on that dimension in the past 
case. That is, you can avoid the problem by using a results model approach with dimensions. However, 
that approach still will not work when the number of dimensions in each case varies.
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outweighs the other (con-s magnitude factor) seems very close to a factor, and a 
point on dimension above or below which all values produce these kinds of pairs of 
magnitude factors seems very close to a switching point.

Formally, Horty (2021, p. 274) states, “where p is some value along the dimen-
sion d, we define a magnitude factor favoring the side s as a statement of the form 
Ms

d,p
 , meaning the actual value assigned to the dimension d favors the side s at least 

as strongly as the reference value p.” Consider Case 1, which involves four magni-
tude factors. First, there is Mdef

d1,18
 , meaning the value assigned to dimension d1 favors 

the defendant at least as strongly as 18 months abroad. Then there is Mpla

d1,18
 , which is 

the magnitude factor meaning the value assigned to dimension d1 favors the plaintiff 
at least as strongly as 18 months abroad. Next there is Mdef

d2,60%
 meaning the value 

assigned to dimension d2 favors the defendant at least as strongly as 60% of income 
earned abroad. Finally, there is Mpla

d2,60%
 , meaning the value assigned to dimension d2 

favors the plaintiff at least as strongly as 60% of income earned abroad. So, each 
value on the two dimensions (18 months and 60% of income) generates two magni-
tude factors, one for each side in the case.

The ratio in a case establishes a weighing for some of the magnitude factors in the 
case, in the same way ratios do that in non-dimensional factor models. The factors in 
the antecedent of the ratio, i.e. Premise (r), all favor the prevailing side and that set 
outweighs all the opposing factors. Consider these potential ratios for Case 1, where 
the defendant prevails33:

Rule 1: {Mdef

d1,18
} → Defendant

Rule 2: {Mdef

d2,60%
} → Defendant

Rule 3: { Mdef

d1,18
,M

def

d2,60%
} → Defendant

Rule 1 entails that 
{

M
def

d1,18

}

> {M
pla

d1,18
,M

pla

d2,60%
} , and as in the non-dimensional 

factor models, if a set of factors, S1, outweighs 1 another set, S2, then S1  
outweighs every subset of S2. Hence (S1 > S2) → (S1 > S: S ∈ P(S2) ). Hence 
{

M
def

d1,18

}

>

{

M
pla

d1,18

}

M
def

d1,18
> {M

pla

d2,60%
} . This ratio seems to entail that the fact 

that the stay is at least 18 months acts like a traditional pro-defendant factor (is a de-
facto factor), since it introduces a pair of magnitude factors such that the pro-defend-
ant one is always stronger than the pro-plaintiff one: 

{

Md1,18

}def
>

{

M
pla

d1,18

}

 . Rule 1 

won’t tell us anything about the comparative weight between Mdef

d2,60%
 and Mpla

d2,60%
 . 

Rule 2 will tell us that 
{

M
def

d2,60%

}

> {Mpla

d2,60%,
M

pla

d1,18
} and hence  

{

M
def

d2,60%

}

> 
{

M
pla

d2,60%,

}

 , making 60% or great percentage of income earned abroad a de-facto 

factor. Rule 2 leaves the weight between 
{

M
def

d1,18

}

and
{

M
pla

d1,18

}

 undetermined. Rule 

33 Many more options are available. Without constraint from background cases, the court can set a ref-
erence value of the factor in the ratio as lower than the value that occurs in the case. That is, the court 
could use  Mdef

d1,12
 in these ratios, because the value of 18 months would support the defendant as least as 

much as the value of 12 months.
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3 tells us nothing about the weightings of either pair of magnitude factors, it only 
tells us that { Mdef

d1,18
,M

def

d2,60%
} > {M

pla

d1,18
,M

pla

d2,60%
} . On Rule 3 the factors remain entan-

gled. Constraint is achieved by requiring that the ratio of the current case is consist-
ent with the ordering of factors/magnitude factors from past cases. Distinguishing is 
permitted when there is a novel reason, as in the non-dimensional versions.

Horty’s (2021) approach can easily get Case 1 to bind Case 2, once we select a ratio 
for Case 1. Let the ratio for Case 1 be Rule 1. Then 

{

M
def

d1,18

}

> {M
pla

d1,18
,M

pla

d2,60%
} . But 

Case 2 satisfies Mdef

d1,18
 because a 19-month stay is at least as favorable to the defendant 

as an 18 month stay. So, Rule 1 is triggered. Further, there is no novel reason to permit 
distinguishing Rule 1. A 19-month stay is at most as favorable to the plaintiff as an 
18-month stay, because longer stays are worse for the plaintiff, and 65% income earned 
abroad is at most as favorable to the plaintiff as 60%, because higher percentages as 
worse for the plaintiff. Rule 1 shows that  Mdef

d1,18
 is stronger than a set of factors that is 

at least as strong in favor of the plaintiff as the set of all pro-plaintiff magnitude factors 
present in the case. Hence the court is bound to follow Rule 1.34

Horty’s (2021) approach assumes complete information on dimensions in both 
the current and past cases, and there are difficulties in extending it cases with incom-
plete dimensions. It can get Case 3 to bind Case 4, if it gives Case 3 the ratio 
{ Mdef

d1,50
} → Defendant , which means 

{

M
def

d1,50

}

> {M
pla

d1,50
,M

pla

d2,0%
} , where Mdef

d1,50
 is 

the magnitude factor favoring the defendant at least as much as a 50  month stay, 
M

pla

d1,50
 is the magnitude factor favoring the plaintiff at least as much as a 50 month 

stay, and Mpla

d2,0%
 is the magnitude factor favoring the plaintiff at least as much as a 

0% income earned abroad. Case 4 will trigger this rule and the only relevant pro-
plaintiff factor will be Mpla

d1,50
 . Since we already know that that 

{

M
def

d1,50

}

> {M
pla

d1,50
} 

from the background weighing, Case 3 compels a pro-defendant ruling in Case 4.35

The approach can get Case 6 to distinguish Case 5 as well. Let Case 5 have the 
ratio, {Mdef

d1,18
} → Defendant , where Mdef

d1,18
 is the pro-defendant magnitude factor for 

spending at least 18 months abroad. This induces the weighing 
{

M
def

d1,18

}

>

{

M
pla

d1,18

}

 , where Mpla

d1,18
 is the pro-plaintiff magnitude factor for having 

spent 18 months abroad. In Case 6 we have a novel reason: the pro-plaintiff reason 
associated with a 2% income earned abroad, Mpla

d2,2%
 , makes for a set of pro-plaintiff 

factors has not yet been weighed against the pro-defendant set in this case. This can 
be used to create the rule {Mpla

d1,18
,M

pla

d2,2%
} → Plaintiff , which distinguishes the rule 

from Case 5 and induces the weighing {Mpla

d1,18
,M

pla

d2,2%
} >

{

M
def

d1,18
,M

def

d2,2%

}

.
However, the approach won’t deal with a situation in which Case 7, with 

50 months abroad, no income information, and a holding of change of residence, 
happens before the current case, Case 8, with 50 months abroad and 100% of the 

34 Case 1 using any one of Rule 1, Rule 2, or Rule 3 will force the result in Case 2, a feature discussed 
infra at Sect. 5.
35 Horty (2021)’s theory can also construct Case 3 in such a way that it won’t bind Case 4. See infra at 
Sect. 5.
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income earned abroad. The ratio in Case 7 will be the same as  in Case 3, i.e.  
{M

def

d1,50
} → Defendant  with the ordering 

{

M
def

d1,50

}

> { Mpla

d1,50
} . It seems like Case 7 

should force a holding of a change of residence in Case 8, but it will not. Rather, the 
100% of income earned will introduce magnitude factors favoring and opposing a 
change of residence and the new court will have discretion in how to prioritize 
them.36 Case 8 will have four magnitude factors: Mdef

d1,50
,M

def

d2,100%
,M

pla

d1,50
,M

pla

d2,100%
 .  

{M
pla

d1,50
,M

pla

d2,100%
} is a pro-plaintiff set of factors that is not yet weighed against 

M
def

d1,50
 , and hence it could be used to distinguished Case 8.

As Cases 7 and 8 show, dimensions remain entangled on Horty’s (2021) approach 
when more than one magnitude factor occurs in the ratio. In those cases, the ratio 
entails only that those magnitude factors as a set outweigh the set of their opposite 
magnitude factors (plus any other opposing factors), so any one of those magnitude 
factors may still be outweighed by its opposite. Technically the ratio still only pro-
vides “reasons” favoring the outcome, but the intuition behind that conception of the 
ratio is largely lost. The ratio may refer to values on a dimension that produce mag-
nitude factors opposing the outcome that are much stronger than the corresponding 
magnitude factor in the ratio. We gave Case 3 the ratio of {Mdef

d1,50
} → Defendant , but 

we could have given it this ratio: {Mdef

d1,50
,M

def

d2,0%
} → Defendant . This ratio involves 

the magnitude factor in favor of finding a change in domicile that is created by hav-
ing zero percent of one’s income earned abroad, which is plainly weaker than the 
corresponding magnitude factor in favor of finding no change in domicile for earn-
ing no income abroad.

This creates some potential difficulties in the context of distinguishing, which we 
saw when Case 8 distinguished in favor of the plaintiff on the basis of a fact that 
seemed clearly to favor the defendant. In pre-dimensional versions of the factor-
based model (see Horty 2011, 2015) courts distinguished on the basis of a novel 
factor favoring the relevant outcome, i.e., the ratio in the distinguishing case had to 
include the novel opposing factor. This nicely captured the idea that distinguishing 
involved identifying an exception to the previous rule that distinguished the current 
case. But for any novel value on a dimension, there will always be two novel mag-
nitude factors, one for each side. In theory then the court could distinguish on the 
basis of a magnitude factor despite that factor having a stronger corresponding mag-
nitude factor for the opposite conclusion.

To see this, suppose the court has distinguished Case 6 from Case 5 as described 
above. That is, it distinguishes Case 5, which has the ratio {Mdef

d1,18
} → Defendant , on 

the basis of the pro-plaintiff magnitude factor of 2% of income earned abroad. It 
does so by introducing a rule that involves both that magnitude factor and the pro-
plaintiff magnitude factor for the 18 months stay abroad: {Mpla

d1,18
,M

pla

d2,2%
} → Plaintiff . 

36 This example might be taken to suggest that the extrema of dimensions be treated as factors, although 
it’s not clear that that changing from 100 to 95% of income earned abroad, for instance. As discussed 
infra at ** of the Bench-Capon and Atkinson approach addresses this issue in a slightly different way that 
enables it to treat certain values on a dimension as producing non-entangled factors.
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So we have {Mpla

d1,18
,M

pla

d2,2%
} >

{

M
def

d1,18
,M

def

d2,2%

}

  and 
{

M
def

d1,18

}

>

{

M
pla

d1,18

}

 as our 
ordering from past cases. Now we get Case 9, which just has the information that the 
individual earned 2% of her income abroad. Case 9 will involve only Mdef

d2,2%
,M

pla

d2,2%
 . 

Since simply adding the fact of 2% of income earned abroad in Case 6 tilted the 
scales in favor of no change of domicile in Case 9, it’s tempting to think the court 
here is compelled to find no change of domicile. That is, it’s tempting to assume that 
{

M
pla

d2,2%

}

>

{

M
def

d2,2%

}

 , but the ordering does not entail this. Case 9 will not trigger 
the ratio from Case 5 or Case 6, because Case 9 lacks Mdef

d1,18
 . Therefore, the court 

will have discretion in deciding Case 9. It could rule that 
{

M
def

d2,2%

}

→ Defendant , 

meaning that 
{

M
def

d2,2%

}

>

{

M
pla

d2,2%

}

.
To be clear, these problematic cases are not in conflict with anything in Horty 

(2021), because there it is assumed that every dimension is assigned a value in the 
past and current case. Rather, these cases illustrate some of the difficulties in extend-
ing that account to cases with incomplete dimensions. Recent work (Odekerken 
et al. 2023) has attempted to model dimensions to contexts with incomplete dimen-
sions, and I will discuss how this compares with my interpretive proposal in Sect. 5.

Turning to the second prevailing approach, consider the two-stage approach to 
dimensions and factors from Bench-Capon and Atkinson (2017, 2021, 2022). On 
this approach dimensions are orderings of facts from which one can derive factors, 
hence the two-stages: we move from dimensions in the first stage to the factors in 
the second stage. In addition, these models do not assume that every factor is related 
to a single dimension. Dropping that assumption means our Case 1 from this section 
has four possible interpretations, not three:

(A)  60% income earned abroad is a reason for change that outweighs 18 months 
abroad (a reason against change).

(B)  18 months abroad is a reason for change that outweighs 60% of income 
earned abroad (a reason against change).

Table 1  Hypothetical cases

Case Number Change of domicile Months abroad % Income 
earned abroad

1 Yes 18 60%
2 ? (yes, if forced by Case 1) 19 65%
3 Yes 50 0
4 ? (yes, if forced by Case 3) 50 ?
5 Yes 18 ?
6 No 18 2
7 Yes 50 ?
8 ? (yes, if forced by Case 7) 50 100
9 ? (no, if forced by Case 6) ? 2
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(C)  18 months abroad is a reason for change and so is 60% of income earned 
abroad.

(D)  60% income and 18 months (the combination of values of each dimension) 
is a reason for change (a single factor).

The new available interpretation, (D), is the one that the two-stage approach 
would assign to Case 1. The relevant factor would be something like SufficientAb-
senceGivenIncome,37 which is present when both the value on the dimension for 
income earned abroad is 60% and when the stay abroad is 18 months in length.

The two-stage models represent entangled factors as present if the values of 
dimensions lie within an area of two-dimensional space. Using just the information 
from Case 1, this would be the space that lies above both 60% on the income earned 
dimension and above 18 months on the length of stay dimension. That is, we would 
say SufficientAbsenceGivenIncome is present whenever income earned abroad is at 
least 60% and length of stay is at least 18  months. Hence the model will force a 
finding of change of domicile in Case 2 based on Case 1. SufficientAbsenceGiven-
Income could also be present for lower values on either or both dimensions, but 
the Case 1 doesn’t provide that information. Adding more cases provides additional 
constraints on when that factor is or can be present.

Although the dimensions remain entangled for Case 1, the two-stage approach 
allows for dimensions to become disentangled for certain values. For example, the 
dimension of income earned abroad might be associated with four separate factors: 
the opposing factors of InsufficientIncome (for some lower range of values) and Suf-
ficientIncome (for some higher range of values), and the opposing entangled factors 
SufficientAbsenceGivenIncome (for some middle range of values) and Insufficient-
AbsenceGivenIncome (for the remaining middle range). Likewise, the dimension of 
length of stay might be associated with the opposing factors of InsufficientLength 
(for lower values) and SufficientLength (for higher values), and the opposing entan-
gled factors SufficientAbsenceGivenIncome (for some middle range of values) and 
InsufficientAbsenceGivenIncome (for the remaining middle range). This allows the 
model to represent Case 3 as presenting two opposing (not entangled factors) of Suf-
ficientLength and InsufficientIncome, with the outcome establishing a priority for 
SufficientLength over InsufficientIncome.38 Case 4 can be modelled as a case with 
the pro-change of domicile factor SufficientLength and no other factor, so the pro-
change outcome is compelled there.

Case 5 followed by Case 6 raises questions about how to represent unknown val-
ues on a dimension. One could model Case 5 as establishing the presence of the 
factor SufficientLength for values at and above 18 months (remember, Case 1 isn’t 
in the background for Case 5). In Case 6 this factor could be present but opposed by 
the entangled factor InsufficientAbsenceGivenIncome and this would give a basis 

38 You could also represent the priority more strongly, with sufficient length being established as one of 
(Bruninghaus and Ashley 2003)’s “knock-out factors.”.

37 I’m thankful to an anonymous reviewer for explanation on this point.
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for distinguishing and finding no change of domicile.39 Case 6 could also be under-
stood as involving SufficientLength and the opposing but not entangled factor of 
InsufficientIncome, which would still give the court a basis for distinguishing.

In Case 7 we would have the factor SufficientLength established by the 50 months 
abroad, and in Case 8 we would have SufficientLength (from the 50 months) and 
SufficientIncome (from 100% income earned abroad). Since both of those factors 
point the same way, there is no discretion to decide Case 8 differently than Case 7. 
Finally, the two-stage model can get Case 6 to force a result of no change in domi-
cile in Case 9, using the interpretation of Case 6 as involving SufficientLength and 
InsufficientIncome. On that interpretation of Case 6, 2% of income earned abroad 
establishes InsufficientIncome. Hence in Case 9 we have  InsufficientIncome, and 
since this is unopposed in Case 9 the court is compelled to rule against a change in 
domicile. This last result reminds us of the importance of the interpretation of the 
past case. This forms the basis for my proposal in the next section, which uses multi-
ple interpretations to model these phenomena.

5  Incorporating interpretation for dimensions

In Sect. 3 we saw that adding interpretations to the models can provide increased 
explanatory power and better fit with the language of cases, and that insight can be 
fruitfully applied here. Start with a reductive model like Rigoni (2018), in which 
cases are modeled using factors, ratios, and dimensions, which are sets of factors 
with priorities. Then allow that past cases can have multiple interpretations for the 
values of dimensions, when there are multiple reasonable readings of opinion on that 
this point. Consider again our Case 1, which held that there is a change of residence 
when the defendant spent 18 months living abroad and earned 60% of her income 
abroad. On this proposal that case has three possible reasonable interpretations:

(A)  60% income is a reason for change that outweighs 18 months (a reason 
against change).

(B)  18 months is a reason for change that outweighs 60% of income (a reason 
against change).

(C) 18 months is a reason for change and so is 60% of income.

Instead of forcing a choice between (A), (B), and (C), let the model first check 
to see if all of the reasonable interpretations compel the same result in the current 
case. If so, then treat the current case as forced without selecting an interpretation 
for the past case. This allows the model to capture the binding force of past cases 

39 Within the two-stage approach you could also model Case 5 as containing the entangled factor Suf-
ficientAbsenceGivenIncome, if you treat “unknown” as a value on the dimension for income earned. In 
Case 6 we would then have the factor InsufficientAbsenceGivenIncome unopposed. A number of com-
plications arise from treating unknown values in this way, so I ignore it in the body text. But is an option 
available on the two stage views.
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with entangled dimensions, without further requiring that multiple dimensions in 
past cases always be treated as entangled.

The general idea is that interpretation does not require resolving every ambigu-
ity of the past opinion; only the ambiguities that could give rise to different results 
in the current case matter. If every reasonable way of resolving the ambiguity leads 
to the same result, then the current court will know it has to follow the past case. 
Returning to Case 1, interpretations (A), (B), and (C) will all compel a finding of 
a change of residence in Case 2. Keeping Case 1 but now considering Case 5, this 
approach will not compel a result in Case 5 if (A)-(C) are all equally reasonable 
interpretations. Case 3 will only admit of the reasonable interpretation of 50 months 
as a factor that outweighs any percent of income earned, which will then compel the 
right result in Case 4. Without magnitude factors, the 100% income earned abroad 
in Case 8 can only function as a pro-change factor, so Case 7 will bind Case 8. Dis-
tinguishing still requires identifying a factor favoring the losing side of the past case, 
so the trouble regarding Case 9 given a background of Cases 5 and 6 is avoided.

Allowing multiple interpretations for cases with respect to the value of dimen-
sions seems to increase explanatory power over a reductivist account like Rigoni 
(2018)’s and Horty’s alternative. However, Sect.  3 also showed that adding inter-
pretations can have significant costs. Yet, introducing interpretations in this limited 
way, as options for the valence of values on a dimension, is much more manage-
able than introducing multiple interpretations for cases in general. Here we are only 
looking at a narrow range of ambiguity—instead of every reasonable reading of the 
whole opinion, we are only looking at reasonable characterizations of dimensions. 
Further, we are only looking at a specific type of ambiguity: whether each value is 
for or against the relevant decision. For each dimension in the case, there are only 
two ways it could go, with the further restriction that at least one of them has to 
favor the prevailing side. Hence, where x is the number of relevant dimensions, the 
maximum number of interpretations is  2x − 1. Finally, although the exogenous pro-
cess has to determine which interpretations are reasonable, it does not, in this form, 
have to select one interpretation as the best.

The approach advocated here is in-line with the proposal for treating incomplete 
information on dimensions in (Odekerken et  al. 2023). That approach considers 
instances where the current (the “focus case” in their terminology) has incomplete 
information on one or more dimensions. Applied to our examples, those would 
be current cases where the number of months abroad or the percentage of income 
earned abroad is unknown. The approach holds that the current court is bound by a 
past case if every way of completing the information in the current case would make 
the past case bind it. For example, on Oderkerken et al. (2023)’s approach, Case 3 
will bind Case 4 because every value for percentage of income earned abroad would 
make Case 4 at least as good of a case for the defendant as Case 3.40

40 Interestingly, on Horty’s (2021) approach, the Case 3 won’t bind Case 4 if we give Case 3 this ratio: 
{

M
def

d1,50
,M

def

d2,0%

}

→ Defendant . However, that is the “ratio” for that case under the results model as used 
by Oderkerken et al. (2023). Horty’s approach can get Case 3 to bind Case 4, as we saw, but it depends 
on the selection of the ratio. Case 3 must bind Case 4 on Oderkerken et al.’s view.
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The approach would need to be modified so that past cases rather than current 
cases are capable of having incomplete information for a dimension, with the idea 
being that a past case binds if and only if any way of completing the dimensional 
information within it would bind. With this modification, the Oderkerken et  al. 
(2023) model will allow Case 5 to not bind Case 6, because there are ways of com-
pleting the information in Case 5 that make it stronger for the defendant than Case 
6. This would also enable Case 7 to bind Case 8, because every possible value for 
percentage of income earned abroad in Case 7 would make it at least as strong of a 
case for the defendant as Case 8.

However, the Oderkerken et al. (2023) model would need to be further modified 
to bring it in line with my proposal, because my proposal retains the reason model. 
The Oderkerken et al. (2023) model uses the results model of precedent, on which 
the weighing established by a case is that the set of all factors (or the set of the 
strongest dimensional values) favoring the winning side outweigh the set of all fac-
tors (or the set of the strongest dimensional values) favoring the losing side. The 
results model is equivalent to the reasons model if we assume that Premise (r) is the 
set of all reasons (or set of strongest dimensional values) favoring the victor. The 
reasons model allows for Premise (r) to be a subset of the reasons (or a set of weaker 
dimensional values) in favor of the victor. Considerations in favor of the reasons 
model in general are discussed in (Horty and Bench-Capon 2012; Horty 2015) and 
considerations in favor of it in the context of dimensions are discussed in (Rigoni 
2018; Horty 2021).

We saw in Sect.  4 that the two-stage approach to dimensions and factors from 
Bench-Capon and Atkinson (2017, 2021, 2022) can get the same results as applied 
to the cases as my proposal. Given what I’ve argued in Sect. 2, I can hardly claim 
that reasoning with dimensions is somehow actually interpretative and hence my 
proposal more closely models the real reasoning. Rather, I think the virtue of the 
proposal is that it provides a manageable first step towards dealing with the more 
complicated interpretive issues discussed in Sect. 3. Case law is replete with inter-
pretative language, and it’s worth seeing how closely the formal models can adhere 
to that. Dimensions provide a nicely constrained area to introduce interpretations 
and see what the complications arise. The proposal here provides the pieces for 
modeling more sophisticated phenomena, such as holdings about holdings.41 For 
example, current courts may select one of the reasonable interpretations as the inter-
pretation of the past case and make this interpretation itself precedential. A court, 
reasoning after Case 1 was decided, might choose to assign interpretation (A) to 
Case 1 in an opinion. This could be an instance of Re’s extending, if some of the 
reasonable interpretations don’t bind the current court but the court chooses one that 
is binding. Arguably, later courts (suitably situated in the hierarchy) are bound to 
read Case 1 the same way.

41 See Carey (2013).
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6  Concluding remarks: inconsistent case bases

I hope to have shown that allowing for multiple interpretations of cases or re-inter-
pretations of cases within factor-based models is a fruitful direction for further 
research. I will close with one further brief example of when interpretation can make 
a difference, which is in dealing with inconsistent case bases. Canavotto (2022) 
offers an elegant approach to deriving constraint from inconsistent case bases within 
a factor-models Fp

1
 Fd

1
 . She gives an example of two past cases:  c5 =  (X5,  r5, Plaintiff) 

where  X5 = {Fp

1
, Fd

1
 } and  r5 = {Fp

1
} → plaintiff, and  c6 =  (X6,  r6, Defendant), where 

 X6 = {Fp

1
, Fd

1
,Fd

2
} and  r6 = {Fd

1
} → Defendant. The current case is  c7 =  (X7, ?, ?), 

where  X7 = {Fp

1
, Fp

2
,Fd

2
 }. Canavotto quite reasonably arrives at result for the plaintiff 

in  c7, roughly because  c7 has got better facts for the plaintiff than both  c5 and  c6.42 
However, this seems like a set of cases begging for re-interpretation to avoid incon-
sistency, namely, for the ratio in  c6,  r6, to be revised to { Fd

1
,Fd

2
} → defendant. This 

re-interpretation won’t change the result in Canavotto reaches in  c7, but it is closer to 
what a real judge is likely to write in an opinion if it is at all plausible to read  c6 in 
this revised way. It will also potentially impact future cases differently, since  c6 now 
has a different ratio and the case base is now consistent. Considering interpretations 
can then move us closer to modeling what Dworkin called a sentimental lawyers’ 
cherished trope: the law working itself pure (Dworkin 1986, p. 400).
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