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Abstract
The first issue of Artificial Intelligence and Law journal was published in 1992. This 
paper provides commentaries on landmark papers from the first decade of that jour-
nal. The topics discussed include reasoning with cases, argumentation, normative 
reasoning, dialogue, representing legal knowledge and neural networks.

Keywords  Reasoning with cases · Deontic concepts · Knowledge representation · 
Dialogue · Neural networks

1  Introduction

Artificial Intelligence and Law began to emerge as a separate field of study follow-
ing the first International Conference on Artificial Intelligence and Law (ICAIL) 
held in Boston in 1987. As it developed through the second and third ICAILs, a 
number of topics established themselves as central to the field. Three of these were 
represented by papers in the very first issue of AI and Law journal in 1992 and all 
three of these papers are discussed in this paper.

Reasoning with legal cases is represented by Skalak and Rissland (1992), com-
mented on by Trevor Bench-Capon. Reasoning with legal cases had been introduced 
in ICAIL 1987 by Rissland and Ashley (1987) which described the HYPO system. 
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While Ashley went on to develop the CATO system with Vincent Aleven (Aleven 
and Ashley 1994), Rissland developed CABARET with David Skalak. A key fea-
ture of CABARET is that it is a hybrid system in which the reasoning with cases is 
deployed within a framework of rules. Reasoning with legal cases continued to be 
pursued throughout the decade and is also the subject of Hage et al. (1993), com-
mented on by Bart Verheij, and Prakken and Sartor (1998), commented on by Trevor 
Bench-Capon. Hage et al gives a characterisation of what makes a legal case hard, 
a notion introduced in Gardner (1987). Prakken and Sartor provide a way of repre-
senting precedent cases as sets of rules, laying the foundations for much subsequent 
investigation of reasoning with precedents1.

Modelling deontic concepts is the topic of Jones and Sergot (1992), commented 
on by Guido Governatori. In particular they identify where deontic modelling is 
essential, namely where the possibility of violation needs to be considered and rea-
soned about. Deontic concepts are also analysed in Sartor (1992), again commented 
on by Guido Governatori, where the focus is on normative conflicts.

The third topic represented in the first issue of the journal is the representation of 
legal knowledge (Bench-Capon and Coenen 1992), commented on by Michał Arasz-
kiewicz and Enrico Francesconi. The particular concern of this paper was that such 
knowledge had to be maintained to cope with legislative change and it argues that 
this could be facilitated by maintaining correspondences between the source and the 
represented knowledge. Legal knowledge representation became more prominent in 
the second decade with the growth of interest in ontologies2.

Anther topic which was important in the first decade was the use of dialogues 
to model legal procedures and legal argumentation. Gordon (1993), commented on 
by Guido Governatori, which played an important part in popularising the use of 
dialogues in AI and Law, used the technique to model a particular legal procedure. 
Dialogues are also central to both Hage et al. (1993) and Prakken and Sartor (1998).

Dialogues are often motivated by the need to model argumentation. Argumenta-
tion is prominent in Skalak and Rissland (1992) and is the subject of Loui and Nor-
man (1995), discussed by Bart Verheij, which shows how it can be useful to expand 
arguments to uncover hidden steps. During the second decade, modelling argumen-
tation became dominated by the use of argument schemes3, and explicit representa-
tion of dialogue declined in importance.

Throughout the decade there was also interest in sub-symbolic techniques, espe-
cially neural networks. This interest is represented by Stranieri et al. (1999). com-
mented on by Matthias Grabmair. This paper represents the culmination of a sus-
tained body or work, and is notable for its recognition of the need to explain the 
recommendations, and the use of argumentation to do this. As discussed in Villata 
et  al. (2022), elsewhere in this issue, sub-symbolic techniques have now become 
widespread in AI and Law, and the need for explanation remains a pressing concern.

1  See for example Sect. 10 of Sartor et al. (2022) elsewhere in this issue.
2  See sect.  4 and 5 of Sartor et  al. (2022) and sect.  2 of Araszkiewicz et  al. (2022) elsewhere in this 
issue.
3  See sect. 3 of Sartor et al. (2022) elsewhere in this volume.
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The papers discussed here represent significant contributions to a range of topics 
that emerged during the formative years of AI and Law.

2 � Arguments and cases: an inevitable intertwining (Skalak 
and Rissland 1992). Commentary by Trevor Bench‑Capon

When the AI and Law community came together at the first ICAIL in 1987, it was 
perceived that there was a division between approaches based on the formalisa-
tion of legislation in rule-based languages such as Prolog (e.g. Bench-Capon et al. 
(1987), Sherman (1987) and Biagioli et  al. (1987)), and those concerned with 
the modelling of precedent cases (e.g. Rissland and Ashley (1987) and Goldman 
et al. (1987)). Often this division was seen as reflecting the difference between the 
Civil Law system prevalent in Europe and the Common Law system of the USA. 
The rules versus cases debate was the topic of a panel both at the 1987 ICAIL and 
the 1991 ICAIL (Berman 1991). One major contribution of Skalak and Rissland 
(1992), which describes arguments and their theory as embodied in the CABARET 
system (Rissland and Skalak 1991), was to show that this was a false dichotomy: 
not only are the two approaches not in conflict, but they are complimentary to one 
another, and the use of both in combination is inevitable in a full account of legal 
argumentation.

Edwina Rissland had previously developed her ideas about reasoning with legal 
cases with her PhD student, Kevin Ashley, on the HYPO project (Rissland et  al. 
(1984) and Rissland and Ashley (1987)). HYPO addressed the domain of US Trade 
Secrets Law. While Ashley went on to develop CATO (Ashley and Aleven (1991) 
and Aleven and Ashley (1994)), also in the Trade Secrets domain, with his PhD 
student, Vincent Aleven, Rissland continued her exploration of reasoning with legal 
cases in the CABARET project with her new PhD student, David Skalak, and this 
work forms the basis of Skalak and Rissland (1992). For CABARET, the domain 
was changed to Home Office Deduction, which concerns a Federal income tax 
allowance for people who need to provide themselves with office facilities at home.

Unlike Trade Secrets, Home Office Deduction is governed by a specific piece 
of legislation, namely Section 280A of the Internal Revenue Code, and the paper 
focused on Section  280A(c)(1) which contained the essence of the statute. Sec-
tion  280A(c)(1) comprises three clauses and seems to lend itself to a straightfor-
ward rule-based representation, in the manner of Sergot et  al. (1986). Such rules, 
however, contain terms which require interpretation: for example the home office 
must be used exclusively as the principal place of business for the convenience of 
the employer. All the italicised terms must be established through case law: drafters 
of legislation typically leave room for interpretation in the light of the circumstances 
of particular cases, since it is rarely possible to define conditions which will give 
the desired outcome in every possible situation in advance of the consideration of 
particular states of affairs. This means that there will be situations not clearly cov-
ered by the rules: in the famous phrase of Gardner (1987), “the rules run out”. Thus 
while the reasoning must be to some extent what they term specification-driven to 
identify what claimants must establish to make good their entitlement, e.g. that the 
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office is used for the convenience of the employer, it must also be case-driven in 
order to establish how the particular facts of the situation meets these requirements, 
and this should be consistent with decisions in previous cases.

“By ‘specification-driven’ we mean that the arguer specifies what the ideal 
case for his situation might be, independently of what cases exist in the case 
base. By ‘case-driven’ we mean that the arguer creates and defines arguments 
according to what cases actually exist and are available to him.” Skalak and 
Rissland (1992), p 10.

In pure rule-based approaches such as Sergot et al. (1986), the case-based element 
was left entirely to the user. In HYPO, the aim was to generate arguments which 
the user would assess, and so the specification was in the mind of the user. But for 
a complete system, both are needed. Ashley and Aleven (1991) also recognised in 
CATO that the structure of the domain required representation and organised its 
factors into a hierarchy with the base level factors children of more abstract fac-
tors, above which are issues. Issues play the role of the terms needing interpretation 
found in legislation in CABARET - the things which must be established in order 
to prove a case. Although CATO organised its arguments by issue, the rule-based 
component was not explicit because, like HYPO, the aim was not to decide a case, 
but only to present the arguments. The framework of rules in which the factor based 
reasoning is deployed was only made explicit for CATO when the concern became 
prediction in Issue Based Prediction (IBP) (Brüninghaus and Ashley 2003). IBP 
formed a significant component of the system described in Ashley and Brüninghaus 
(2009)4.

This structure for domain knowledge, with a top layer of rules interpreted 
through, and interleaved with, reasoning with cases, is now the acknowledged way 
of representing legal knowledge. For example it was the basis of Grabmair’s value 
judgement formalism (Grabmair 2016) and methodologies such as ANGELIC (Al-
Abdulkarim et al. 2016).

As well as establishing the structure that would become standard for representing 
legal domains, high level rules taken from statutes or framework precedents (Rig-
oni 2015) interpreted using precedent cases, Skalak and Rissland (1992) was also 
influential in its emphasis on argumentation, an aspect which has become increasing 
central to AI and Law (and AI in general) over the last three decades. The emphasis 
in this paper, however, is, like HYPO, very much on the generation of arguments 
rather than their assessment to predict and justify outcomes, which was the typical 
emphasis in later approaches.

Arguments are generated in Skalak and Rissland (1992) with a three-tiered 
approach using argument strategies, realised using argument moves, which are 
implemented using argument primitives. The appropriate strategy is selected by ref-
erence to the rule governing the case and the point of view. If the rule conditions 
are met and the point of view is positive, the hit must be confirmed but if the point 
of view is negative, the rule must be discredited. If the rule conditions are not met, 
the miss must be confirmed for a negative point of view, or the rule broadened for a 

4  See Sect. 7 of Sartor et al. (2022), elsewhere is this issue.
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positive point of view. The move is determined by the precedents available and their 
dispositions.

Once the strategy has been selected, the precedents are used to select a move. 
Depending on the outcome in the precedent and the strategy being employed the 
precedent must be analogised to or distinguished from the current case. These 
moves are then implemented through detailed comparison of the features of the cur-
rent case and the precedent to determine the degree and nature of the matches and 
mismatches between the two5. For instance, when broadening a rule, citing a prec-
edent with the desired outcome that also failed to satisfy a rule antecedent, can be 
used to argue that since the missed condition was not necessary in that case, it is not 
needed in this case either.

In Skalak and Rissland (1992), the argument moves are limited to those which 
can be produced using the form of argument the authors term a straightforward 
argument, in which the facts of a current case are compared with a precedent case 
with the desired outcome. The paper, however, gives a taxonomy of argument 
forms used in legal argumentation, which include a variety of additional forms of 
argument.

Some of these other forms have also been widely studied: notably slippery slope 
arguments (e.g. Walton (2015)), and Weighing or balancing arguments. The latter 
has been extensively studied in AI and Law both qualitatively (e.g. Lauritsen (2015) 
and Gordon and Walton (2016)) and qualitatively (e.g. using Reason Based Logic 
(Hage et al. (1993)6 and Hage (1996)), Bench-Capon and Sartor (2003) and Bench-
Capon and Prakken (2010)).

Some of the other forms have not, however, been much studied outside Skalak 
and Rissland (1992) itself. These argument forms are mainly rhetorical. Straw Man 
is used disparagingly by an opponent to describe an argument with an allegedly 
obvious flaw. Make weight and ‘throw the dog a bone’ are similarly weak and can 
only be used in conjunction with stronger arguments. Hedging arguments are only 
used in case the main argument fails. Finally there is the Turkey, chicken and fish or 
‘double negative’ argument, where it is argued that the current case is so unlike the 
cases where a rule’s conditions were held not to have been established that the rule 
should apply to the current case. Later argumentation approaches such as Prakken 
and Sartor (1998)7, tend to be normative, defining a rational procedure for testing 
the tenability of a claim, rather than generating realistic disputes, and so do not con-
sider such rhetorical aspects. The paper concludes with a detailed discussion of how 
these different forms can be deployed in the CABARET framework to enrich the 
argumentation.

Rissland and Skalak further pursued (with M Timur Friedman) argument genera-
tion in the BankXX project (Rissland et al. (1996) and Rissland et al. (1997)). This 
interesting project used heuristic search to construct arguments by finding building 
blocks, such as collections of facts, cases as dimensionally-analyzed fact situations, 

5  These primitives play the role of the factor partitions in Wyner and Bench-Capon (2007) and the func-
tions in Prakken et al. (2015) used in the instantiation of their argument schemes.
6  See Sect. 7.
7  See Sect. 9.
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cases as bundles of citations, and cases as prototypical factual scripts, as well as 
legal theories represented in terms of domain dimensions. BankXX did not have 
many successors, but the argument style proposed in Skalak and Rissland (1992) 
remains current. The notion of producing an argument with a hybrid approach, using 
a rule-driven strategy implemented using case-driven argument moves, remains a 
central way of providing justification of case outcomes. In the 90s this was mainly 
pursued using dialogue games. Examples include Hage et al. (1993)8, Prakken and 
Sartor (1996), Prakken and Sartor (1998)9, and Bench-Capon et  al. (2000). Later, 
however, as computational models of argumentation became prevalent, argument 
schemes (essentially the forms of Skalak and Rissland (1992)), as introduced in 
Walton (1996), became widely used. Here the scheme plays the role of the rule, 
with the critical questions indicating the moves to be made in response, but there 
is a wide variety within this basic approach. Examples include Verheij (2003b)10, 
the three approaches to representing Popov v Hayashi in a special issue of the jour-
nal (Atkinson 2012)11, (Bench-Capon (2012), Gordon and Walton (2012), Prakken 
(2012)), Prakken et al. (2015) and Grabmair (2017), all of which reconstruct arguing 
with cases in terms of argument schemes. This form of argumentation is now also 
advocated as a means of explaining the prediction of Machine Learning approaches 
in e,g. Branting et al. (2021)12.

The current use of argumentation in AI and Law focuses on the inferential rather 
than the rhetorical aspects and so several of the forms identified by Skalak and Riss-
land are no longer considered. None the less the influence of the paper, both it terms 
of bringing together rule and case based approaches to provide a coherent structure 
for knowledge of legal domains, and its emphasis on argumentation, studied through 
an analysis of the different forms/schemes used to generate arguments, remains very 
significant.

3 � Deontic logic in the representation of law: towards a methodology 
(Jones and Sergot 1992). Commentary by Guido Governatori

Although this paper was published in the first volume of the Journal, its topic and 
contribution are still very relevant for the development of AI and Law solutions. 
Jones and Sergot discuss the role of deontic logic for the representation of norms. 
The debate repeatedly recurs with new systems and implementations which ignore 
the discussion being proposed, including recent approaches from the current Rules 
as Code movement (Shein 2021), whose aim is exactly the representation of law 
as computer programs. Jones and Sergot (1992) focuses exactly on this point and 
argues that, in general, deontic logic is required to succeed in this task. Neverthe-
less, and correctly, the contribution does not advocate any specific logic.

10  See sect. 3 of Sartor et al. (2022) elsewhere in this issue.
11  See Sect. 9 of Sartor et al. (2022), elsewhere in this issue.
12  See Sect. 7 of Villata et al. (2022), elsewhere in this issue.

8  See Sect. 7.
9  See Section 9.
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Deontic Logic was proposed by von Wright (1951) as a logic to model normative 
expressions on obligations, permissions and related notions. It received substantial 
attention from the philosophical and computer science communities (with a confer-
ence dedicated to it, DEON, e.g. Liu et al. (2021)). However, as the paper mentions, 
no applications had been created at the time the paper was written, and the investiga-
tion concerned how deontic logic(s) could be applied. The situation has not changed: 
studies on how to use it for legal reasoning have proliferated, but with some notable 
exceptions, applications have not been developed13.

The argument in favour of deontic logic in the paper runs as follows: First, the 
paper analyses the claim (Bench-Capon 1989) that modal deontic expressions 
(e.g., “must”, “shall”, “ought”) often do not necessarily require to be represented 
by deontic modal operators. Moreover, they agree that many fragments of law can 
be successfully modelled without deontic logic and deontic operators for practical 
purposes. Then, they mention the work by Herrestad (1991) to point out that there 
are situations that cannot be properly represented without deontic logic. Then the 
paper investigates the cases requiring deontic notions: Jones and Sergot agree that, 
in general, it is possible to distinguish two types of norms: definitional or constitu-
tive norms (called qualification norms in the paper) and regulative norms, and that 
for specific situations and the purpose of a particular application “a decision has 
to be made about what needs to be represented and what not” (Jones and Sergot 
1992, p. 55). Thus, for some applications, a purely definitional formalisation might 
be adequate. Then, they delineate what type of situations benefit from the explicit 
formalisation of deontic notions.

The situations where deontic notions are beneficial are identified as cases where 
the provisions account for violations and when violations of (primary) obligations 
trigger other obligations. Thus, the paper argues about the ideal vs actual dichot-
omy: obligations (and other deontic notions) describe what is ideal (according to 
a normative system) and it is not necessarily accomplished in actual cases. Hence, 
in general, what is actual and what is ideal do not necessarily coincide. However, 
those two aspects must co-exist and determine further legal consequences; typically, 
normative systems contain provisions to account for penalties and other compen-
satory measures (called Contrary-to-Duty obligations). To illustrate these notions, 
the paper addresses two possible application lenses where regulations (normative 
systems) can be used (1) as system specifications or (2) as sets of norms directed 
to users. The two aspects are illustrated by the same (simple) example (part of the 
Imperial College Library regulations). While the purposes of the two scenarios are 
different, they share the same concern: how to address situations diverging from the 
ideal case (though for different reasons). Hence, the paper concludes that deontic 

13  Since 1992, the journal has published 19 articles discussing techniques based on or adopting some 
form of deontic logic. Of those contributions, only four of them discuss actual applications based on 
deontic logic (contracts (Governatori et al. 2018), decision support (Islam and Governatori 2018), and 
compliance management ( Hashmi and Governatori (2018), and Ardila et al. (2021)).
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operators are advantageous when building a system that conforms with norms or 
which provides norms for the user, used by them to decide on how to act.14

Finally, the paper identifies some methodological aspects to determine whether 
deontic logic is useful for a formalisation. The first consideration is that while 
often deontic concepts are introduced by expressions with a modal auxiliary such 
as ‘must’, ‘should’, ‘ought’, the linguistic expression is just a surface indicator and 
“never a faithful guide for content” (Jones and Sergot 1992,  p.62). Such expres-
sions can be used with a different meaning, and expressions without the auxiliary 
can convey the same meaning (for instance, most provisions in the Italian Criminal 
Code adopt the expression “whoever does ...is punished with ...” to express prohibi-
tions, and modern Australian legislative instruments typically use the form “it is an 
offence under Section X to do Y when Z”). Thus, for Jones and Sergot, the main 
considerations to determine whether to use deontic operators are:

1.	 Is there any meaningful sense in which the provision at hand can be said to 
be violated?

2.	 Does such violation result in a new state of affairs which needs to be repre-
sented explicitly for the purposes at hand? (Jones and Sergot 1992, p. 59)

The contribution briefly touches on the issue of using a rudimentary version of 
deontic logic where the deontic expressions are conflated in, for example, proposi-
tions allowing “the consistent assertion of ‘oughtA’ and ‘not-A’ and the derivation 
of ‘permittedA’ from ‘oughtA’, but which otherwise remained silent on the logical 
properties of the deontic modalities” (Jones and Sergot 1992,  p.  57). They argue 
that the purpose of the formalisation should dictate this, but the risk is to miss some 
challenging problems that could emerge. But, when one engages in deontic logic, 
non-trivial questions have to be addressed (the paper mentions the choice of what 
detachment principles to use and whether they have to be taken in a restricted form 
or not (Jones and Sergot 1992, p. 58)).

As we alluded to above, the paper mentions the result by Herrestad, where adopt-
ing a first-order logic for the representation of the deontic concepts could lead to 
counterintuitive results. What about different logics? Governatori (2015) shows an 
example where a naive and apparently intuitive formalisation of a legal scenario in 
(Linear) Temporal Logic ends in some paradoxical results. However, it is impor-
tant to notice that the findings reported in Herrestad (1991) and Governatori (2015) 
are not impossibility results. Indeed, Governatori (2015) discusses a procedure 
to recover a meaningful representation in (Linear) Temporal Logic. Knowing the 
expected legal outcome of a scenario allows us to provide suitable formal represen-
tation in a chosen logic. However, this is somehow against the aim of the formalisa-
tion itself, since the representation is to be used to predict and investigate the pos-
sible outcome of a legal case.

14  For example, questions of conforming to norms have arisen recently in the context of autonomous 
vehicles, e.g. (Prakken 2017; Bench-Capon and Modgil 2017; Bhuiyan et al. 2020)) and contracts (Gov-
ernatori 2005).
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To conclude, the lesson learnt from this seminal contribution by Jones and Ser-
got is that deontic logic is essential for the full understanding and representation of 
normative systems. However, specific applications can dispense with it when their 
purpose is somehow limited and can be restricted to the qualification aspects of 
normative systems. Furthermore, a similar argument applies to non-deontic logic. 
Still, suitable formalisations in such logics might fail to provide appropriate concep-
tual models of the normative system that is represented or not provide sound results 
especially when issues of conforming to or violating the norms arise. Finally, care-
ful consideration should be paid to the properties of the deontic operators, and thus, 
their study, after thirty years of this contribution, is still relevant and still needed.

4 � Isomorphism and legal knowledge based systems (Bench‑Capon 
and Coenen 1992). Commentary by Enrico Francesconi and Michał 
Araszkiewicz

Bench-Capon and Coenen (1992)15 which appeared in first issue of AI and Law jour-
nal, represents a very important reference point in the AI and Law domain, in par-
ticular in the field of legal knowledge representation. It was an effective contribution 
to the early ’90s debate about the extent to which legal reasoning can be reduced to 
reasoning with rules.

According to Thorne McCarty, a possible solution to such a question is the 
development of systems based on “deep conceptual models” of the relevant domain 
McCarty (1984). On the other side, Bench-Capon and Coenen (1992) argued that, 
for most practical applications, an expert system can be based on a formalisation 
of the legislation itself, which should be a faithful representation of the legal rules. 
This introduced the key concept of Isomorphism, which inspired much AI and Law 
research in the following years. Far from being opposite, these positions can be seen 
as complementary, because they look at the same objectives from two perspectives: 
top-down and bottom-up, respectively.

Bench-Capon and Coenen (1992) in particular introduces and contributes to the 
identification the characteristics of the concept of “isomorphism”, as an approach to 
building knowledge-based systems in the legal domain, starting from a faithful rep-
resentation of data, according to a well-defined correspondence between source doc-
uments and the representation of the information they contain used in the systems.

According to Bench-Capon and Coenen, one of the main benefits of the imple-
mentation of “isomorphism” is the separation between the data and the logic man-
aging such data. In particular, following an isomorphic approach to create a legal 
knowledge base and a related set of rules, it is possible to say of any item in the 
knowledge base that it derives from some self-contained unit in the source material. 
A main motivation is to facilitate maintenance, which is highly desirable given the 
frequency of amendments to legislation.

This idea gave rise to an interesting debate on this matter, as witnessed by the 
objection of Marek Sergot (based on the experience of Sergot et  al. (1991) and 

15  This was an extended version of Coenen and Bench-Capon (1991).
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reported in Bench-Capon and Coenen (1992)). Sergot argued that it is appropriate 
to follow an isomorphic approach if the legislation is itself well structured, but oth-
erwise this approach might become cumbersome. However, legislation is very often 
not well structured16. In such a case, isomorphism would lead to a poorly structured 
knowledge base, one which fails to correspond to the ‘real world’ problem.

Nevertheless, Bench-Capon and Coenen considered an isomorphic approach to 
be valid, because many of the problems with expert systems come from a mismatch 
between the rule based conceptualisation of the expert systems and the conceptu-
alisation of the user. The structure of legislation is what we have to manage and it 
is this that is familiar to the users; moreover, all legislation is typically subject to 
modifications and having a knowledge base with a different structure will compli-
cate maintenance. According to the authors, isomorphism has advantages in terms 
of the development methodology, verification, validation, use and maintenance of 
systems, as it gives a correspondence between user and system conceptualisations, 
and so makes the behaviour of the system more transparent to the user.

In the paper a practical case study of isomorphic development is presented 
related to the development of a regulation based Knowledge Based System (KBS) 
for British Coal using the Make Authoring and Development Environment (MADE) 
(Coenen and Bench-Capon 1992).

The result of the analysis of sources of law is a set of rules (Rule Base) and a 
hierarchical set of objects (Class Hierarchy). Such a knowledge base is codified in 
an intermediate representation MIR (Make Intermediate Representation), based 
on Bench-Capon and Forder (1991), which is amenable for computation, while 
allowing the rule definitions to be traced back to the original source material and 
vice-versa.

It is worth noting that the intermediate representation (MIR) involving a set of 
objects (Class Hierarchy) and related properties, assumes a form that would be later 
known as an “ontology”. Moreover, MIR is compiled in an executable target repre-
sentation (CMIR) allowing reasoning, as do current reasoners for ontologies (e.g. 
Pellet (Sirin et al. 2007)). Therefore, Bench-Capon and Coenen (1992) describes a 
knowledge representation approach which will be later considered an inspiration of 
other works using semantic web technologies for knowledge modeling and tools for 
extracting knowledge from legal texts17.

The isomorphic approach to the development of legal knowledge bases has been 
acknowledged in influential contributions to the state of the art in the 1990s, includ-
ing Gordon’s monograph on computational modeling on procedural justice (Gordon 
1995) and Prakken’s volume on logical tools for modeling of legal argument (Prak-
ken 1997a); in the latter case, the term “structural resemblance” was preferred but 

17  The MIR methodology was followed by Pepijn Visser in developing his own ontology (Visser 1995) 
for Dutch Unemployment law. Subsequently Visser and Bench-Capon worked together on a series of 
papers on ontologies including Visser and Bench-Capon (1998) which is discussed in section 2 of Arasz-
kiewicz et al. (2022), elsewhere in this volume.

16  For example, The Indian Pension Rules modelled in Sergot et  al. (1991): “In common with many 
other examples of legislation and regulations, especially those that refer to periods of time, the Pen-
sion Rules arc imprecise and very casual about many of the key concepts. They are certainly not precise 
enough to be formulated directly as an executable program” (p 119).
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it was also indicated that it covers all the various senses of the term “isomorphism” 
used in the earlier literature. Although focus switched to ontologies from the mid 
90s, isomorphism was revisited in Bench-Capon and Gordon (2009) where it was 
shown that several different representations of a given piece of legislation could be 
considered isomorphic and that such differences matter, in terms of where the bur-
den of proof is allocated, in terms of the explanations produced, and in terms of the 
operational procedures that are reflected.

5 � Normative conflicts in legal reasoning (Sartor 1992). Commentary 
by Guido Governatori

Sartor (1992) addresses the issue of how to use logic and formal systems to handle 
normative conflicts in the context of legal reasoning. The first topic examined in the 
paper is the type and sources of normative conflicts. Specifically, three causes of 
“incompatible legal qualifications” are identified (Sartor (1992), p209): 

1.	 the dynamics of the legal systems,
2.	 the legal protections of conflicting interests, and
3.	 the uncertainty concerning the content of legal sources.

A key issue is that “not all normative conflicts can be [...] or should (given the posi-
tive function of certain normative conflicts, such as those between rules and excep-
tions) be prevented by the legislator” (Sartor (1992), p209).

It then proceeds with a methodology to map textual provisions/norms into a 
formalisation.

that can be represented by

where x1,… , xn are the variables appearing in conclusion and condition, → is the 
classical material implication of first-order logic, and ← is the logic programming 
implication. In addition, it is possible to specify an ordering among the rules. Thus, 
the expression name1 > name2 , where name1 and name2 are the predicates naming 
two rules, means that rule name1 takes precedence over rule name2 in case they both 
apply and the conclusions conflict.

The paper argues that the representation and the naming convention are particu-
larly useful to capture exceptions and identifies two types of exceptions: exceptions 
to norms and exceptions to effects. We have an exception to a norm when the norm 
is unambiguously identified, but it does not apply in a particular situation. An excep-
tion to an effect is when a situation does not entail the legal qualification (conclu-
sion) of a norm ( Sartor (1992), p213). An advantage of this formulation, which 
has not been widely adopted in subsequent work on the formalistaion of normative 
systems, is that it does not require different forms to distinguish rebutting defeaters 

(1)name(x1,… , xn) ∶ conclusion ← condition

(2)name(x1,… , xn) → (concusion ← condition)
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(exceptions to effects) from undercutting defeaters (exceptions to norms). A rule for 
¬conclusion is a rebutting defeater of (1), while a rule for ¬name is an undercutter 
defeater of the rule in (1).

After setting up the theoretical background, the paper presents in Section 2 three 
case studies (based on the Italian legal system) to ground the discussion on the con-
flicts and show how to address the issues using the proposed formalisation.

The first example concerns the dynamic aspects of legal systems, where the paper 
argues that a way in which a legislator can “eliminate a certain legal content p in 
circumstances q” is to enact the rule

and establish that the new rule is stronger than any rule for p (Sartor (1992), p215). 
Sartor further argues that this approach provides a minimal amount of modification 
to the legal system since only one new rule has to be introduced, and conflicts are 
avoided by the conflict resolution mechanism of the underlying formalism.

In the second example, Sartor discusses the issue of reasoning with rules and 
exceptions. Similarly to the previous scenario, the analysis is based on rules model-
ling (part of) Italian Tort Law. After the norms have been formalised based on the 
approach he proposed, the focus is on the issue of whether it is possible to represent 
exceptions using completions. For instance, given the rules

where the ordering of the rule is n > mi (rule n prevails over rule mi ). It is possible 
to rewrite the rules as

with an (apparent) equivalent representation. Sartor argues that the two representa-
tions are not the same in the context of legal reasoning. He claims that the reformu-
lation above is based on “the (erroneous) opinion that legal norms are only prima 
facie in conflict so that contradictions can be eliminated by means of interpretation” 
(Sartor (1992), p218). The consequence of this opinion is that we can translate any 
set of conflicting norms into a set of non-conflicting norms, and the two sets are 
logically equivalent for any case. He argues that this is not the case and gives two 
reasons:

–	 Non-monotonic reasoning;
–	 The dialectic of rules and exceptions.

(3)n ∶ ¬p ← q

(4)n(x) ∶ p ← q1 ∧⋯ ∧ qn

(5)
m1(x) ∶ ¬p ← r1

⋮

(6)ml(x) ∶ ¬p ← rl

(7)p ← q1 ∧⋯ ∧ qn ∧ ¬r1 ∧⋯ ∧ ¬rl
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For non-monotonic reasoning, the argument is that a legal-decision maker has to 
use the available information when a decision is made. However, if more details 
were available, the outcome could have been different. The two representations are 
equivalent provided the legal-decision maker has complete knowledge of all (possi-
ble) facts of a case; thus, the equivalence holds only for a logically omniscient legal 
decision-maker (for a discussion of this aspect see Governatori et al. (2009)).

For the dialectic aspect, the key issue is that the transformation is not resilient 
to modifications in the underlying legal system. Every time new rules are promul-
gated or norms are amended or abrogated, a new transformation must be created 
to ensure the correspondence between the provisions in the legal system and their 
formalisation.18

The third and final example illustrates a scenario where multiple interpretations 
are possible; each representation corresponds to an interpretation, where the legal 
decision-maker must first decide between the alternative interpretations before they 
can take a (justified) decision (Sartor (1992), p219).

The paper then presents two systems to deal with conflicting norms: Brewka pre-
ferred sub-theories (Brewka 1991) and AGM theory change framework  (Alchour-
rón et al. 1985). The two systems are designed for different purposes and intuitions. 
Brewka’s approach is to reason with a (possibly) inconsistent set of rules, and AGM 
to revise an inconsistent set of rules. For AGM, Sartor examines the notion of safe 
contraction proposed by Alchourrón and Makinson (1985) that introduced a (non-
circular) ordering to determine the minimal set of elements (of a set of norms) for 
a conclusion p. Thus, if one wants to contract p (making p no longer a conclusion 
of the set of norms), safe contraction allows for the identification of the elements 
that can be “blamed” for p, and these elements can be discarded. Sartor studies con-
ditions under which Brewka’s approach and AGM framework produce the same 
outcomes.

Then the paper briefly examines the logic proposed by Alchourrón (1986), based 
on the intuitions developed by Alchourrón and Makinson (1982), to handle incon-
sistent rules and to reason with them to derive (a consistent set of conclusions), 
instead of revising the theory. Technically, the mechanism employed by the logic 
is the same as safe contraction. Both Brewka (1991) and Alchourrón (1986) use 
ordering over rules to solve contradictions. Sartor (1992) (p. 228) points out the dif-
ferences between the two approaches and draws some conclusions on their use for 
legal reasoning. Brewka’s approach is useful for partial incompatibility: “A norm 
n1 is incompatible with stronger norms contained in the legal system, but there are 
possible cases where n1 is applicable.” Thus, partial incompatibility is suitable for 
derogation sensu stricto, all incompatible norms are valid, and their conflicts are 
handled by the hierarchical order of the legal system. Alchourrón’s proposal corre-
sponds to total incompatibility: when a norm is weaker than a conflicting norm there 

18  Incidentally, both Di Giusto and Governatori (1999) and Maranhão (2001) independently developed 
techniques corresponding essentially to the intuition outlined by Sartor (and extending it to cover the 
full propositional language) to compile conflicts away in the context of the revision of rules/norms when 
contradicting rules are present.
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are no cases where the weaker norm can be applied; thus, the weaker norm is tacitly 
abrogated.

The final part focuses on how the establish the hierarchical ordering of a legal 
system. This follows from the analysis in the paper supporting the claim that “rea-
soning with inconsistencies in the law relies on the hierarchical ordering ≤ over the 
legal systems” (Sartor (1992), p 229). The paper shows how to map several well-
understood criteria from legal theory (e.g., lex superior, lex posterior, ...) into an 
ordering over rules.

The analysis of the types of conflicts, the use of non-monotonic reasoning to rep-
resent exceptions, and the differences between derogation (use of exceptions) and 
abrogation (changes in the legal system) have provided important insights for the 
development of techniques for legal reasoning over the past thirty years. It is very 
relevant for the current investigation to properly understand what techniques are 
appropriate for specific legal reasoning applications.

6 � The pleadings game (Gordon 1993). Commentary by Guido 
Governatori

The Pleadings Game (Gordon 1993) is the result of Gordon’s doctoral research, and 
an extended version including all background material is available in his doctoral 
dissertation published as Gordon (1995). The work is described as an exercise in 
computational dialectics whose aim is to provide a computationally-oriented model 
of Robert Alexy’s discourse theory of legal argumentation (Alexy 1989).

The Pleadings Game is a game between two parties, the plaintiff and the defend-
ant, meant to model the pleading part of a legal proceeding for a civil case (in the 
US legal system)19. However, Gordon remarks that his “model is more akin to the 
common law practice than the ‘modern’ law of civil procedure in the United States" 
(Gordon (1993), p241). The main difference is that in the latter the parties are not 
required to provide arguments, but only to assert or deny “essential facts” that they 
believe are relevant to the dispute. The aim of the game is to determine the legal and 
material facts in a case. The parties take turns in exchanging arguments about the 
issues of the case. First-order sentences and defeasible rules form the arguments; 
more specifically, the parties can concede, deny, defend claims, and declare defea-
sible rules. Thus, rules (defeasible or not) can be asserted during the game. Accord-
ingly, the parties can argue about the validity of the rules, and in this sense, the rules 
are pieces of “evidence” in the game.

The paper starts by highlighting the principles on which the game is based:

–	 No party can contradict itself;
–	 A party who concedes that a rule is valid must be prepared to apply it to every set of 

objects that satisfy its antecedent.

19  To be precise, it comprises both the pleading and the trial, but in the trial, there is only one single 
player, the judge, and as remarked by Lodder in his review of Gordon’s PhD thesis (Lodder 2000), it is 
not a very interesting game.
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–	 .An argument supporting an issue may be asserted only when the opponent has 
denied the issue.

–	 A party may deny any claim made by the opponent if it is not a necessary conse-
quence of its own claims.

–	 A party may rebut a supporting argument for an issue it has denied.
–	 A party may defeat the rebuttal of a supporting argument for one of its own claims 

if the claim is an issue.

While, as we mentioned above, the model is based on Alexy’s framework (Alexy 
1989), it does not fully implement it: the differences are discussed on pages 242-3 
of Gordon (1993). It is important to notice that the Pleadings game proposed by 
Gordon is not about deciding the issues for a case (this part is reserved for the 
trial game), but to identify the issues to be decided in the trial.

The issues to be decided are encoded as first-order formulas, and how these 
formulas interact is described by a set of rules corresponding to the encoding 
of Article Nine of the Uniform Commercial Code (UCC) of the United States. 
The formulas and the rules are used to form arguments and counterarguments. 
The computational model to determine the consequences of the arguments and 
counterarguments (and thus resolve the issue) is based on the non-monotonic 
logic of conditional entailment by Geffner and Pearl (1992). Gordon’s motivation 
for choosing such a logic is the ability to represent exceptions. Furthermore, he 
argues that Article Nine of the UCC requires both explicit and implicit excep-
tions, even though he notices that from a practical point of view, the vast majority 
are covered by explicit exceptions. Explicit exceptions are divided into two cases:

–	 a section does not apply because another section does apply;
–	 a section does not apply because specific conditions under which it does not apply 

are satisfied.

The logic of conditional entailment has at its heart the notion of a default, an expression 
of the form p ⇒ q , where p is the antecedent, and q is the consequent of the default, 
and it employs specificity to resolve conflicting defaults. However, for explicit excep-
tions, to “cancel” the applicability of a default instance � under some condition q we 
can use the expression (if q then (not � )). However, the paper provides nota-
tion for a more convenient encoding of the rules. Thus, for example, section 9-105 of 
Article Nine of the UCC, which defines what goods are, is encoded as follows 

(rule s9-105 (x)
if (movable x)
then (goods x)
unless (or (money x) (instrument x))).

 where s9-105 is the identifier of the rule, x is the parameter of the rule, the if 
part contains the conditions or antecedent of the rules, then specifies the conclu-
sion of the rules, and unless the exceptions to it. The formalism allows for the 
reification of rules; accordingly, it is possible to use the identifier of a rule or a rule 
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instance as a term in another rule; a useful feature to facilitate the encoding of rules 
containing references to other rules20. Furthermore, the paper shows the semantics 
of rules and their instances, how to model priority of rules, and how to encode legal 
principles such as Lex Superior and Lex Posterior.

After the detailed presentation of the computational model, the paper moves to 
the description of the procedure of the game, defining what moves (consisting of 
speech acts) the parties are allowed to play and termination conditions. To summa-
rise, after a complaint is made, establishing the main claim (a proposition in the 
underlying logical language) of the game, the game begins with the first move by 
the defendant, where the defendant can concede or deny the claim. If the claim is 
denied, the plaintiff has to provide an argument supporting the claim. An argument 
is a set of formulas and a rule whose combination entails (or rejects) a proposition. 
If the plaintiff succeeds in making an argument, then the turn passes to the defend-
ant, who can concede, deny, or defend an argument or a rule, or declare new rules. 
When a rule is conceded, the rule becomes valid and is no longer disputable. The 
game continues with alternate moves by the players until there are no relevant state-
ments to be answered, at which point some issues may remain unresolved. Discus-
sion of an issue ends when it has been (1) conceded, (2) denied twice, or (3) coun-
tered. When an issue is conceded or countered, then the two parties agree on it. 
When an issue has been denied, and the denial has been denied, it is left unresolved 
without further discussion at this stage, and it is passed to the trial.

The central part of the paper is dedicated to the detailed formalisation and pres-
entation of a case based on Article Nine UCC. In addition to the formalisation of 
the piece of legislation, the paper describes the game corresponding to the case 
step-by-step.

The final part of the paper is dedicated to discussing a mechanism (and some 
related technical issues, e.g., computational complexity of the problem) to create 
(adduce) arguments and visualise them, including mechanisms to attach, rebut, and 
support arguments. Gordon himself went on develop these aspects in his Carneades 
system (Gordon 2013). This final part can be seen as a contribution to the develop-
ment of the field of formal argumentation, an example of AI research that largely 
started in the AI and Law realm21. Furthermore, the Pleadings Game was one of the 
first computationally-oriented models to represent a legal procedure as a dialogue 
game. It inspired a great deal of further work from a variety of researchers on the 
use of dialogue games to model different aspects of non-monotonic and legal rea-
soning (see, for example, Hage et al. (1993)22, Prakken and Sartor (1996), Prakken 
and Sartor (1998)23, Bench-Capon et al. (2000), Hage (2000), Walton (2003), Prak-
ken (2008), Wardeh et al. (2009) and Burgemeestre et al. (2011)).

20  While this feature was proposed in other work contemporary to the work of Gordon, see, for exam-
ple, (Sartor 1992), a deeper investigation has been neglected until the recent work by Governatori and 
Olivieri (2021) that explicitly addresses the issue of modelling legal references.
21  For the contribution of AI and Law research to Argumentation and AI in general, see Bench-Capon 
and Dunne (2007).
22  See Section 7.
23  See Sect. 9.
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7 � Hard cases: a procedural approach (Hage et al. 1993). Commentary 
by Bart Verheij

The paper Hard Cases: A Procedural Approach by Jaap Hage, Arno Lodder and 
Ronald Leenes appeared in the journal in 1993 (Hage et al. 1993). The paper has 55 
pages and 11 sections (plus an appendix). It currently has been cited by 127 schol-
arly sources.24

7.1 � Overview

The paper’s starting point is that the nature of legal reasoning is not logical, but 
procedural. Very briefly, in a logical view of legal reasoning, the outcome of a legal 
case is determined by given factual and legal input. In contrast, in the paper’s proce-
dural view of legal reasoning, the outcome of a legal case depends on what happens 
in the actual legal procedure and what the participants actually do. It is an assump-
tion of the paper that the existence of hard cases shows the essentially procedural 
nature of legal reasoning.

The paper provides a theoretical discussion and defence of the procedural per-
spective on legal reasoning, followed by a characterization of a dialogical model of 
legal reasoning that can represent such a procedural perspective: Dialogical Reason 
Based Logic. A case study of an actual Dutch hard case about post-traumatic neuro-
sis is used for illustration and assessment of the approach. Along the way, the topic 
of hard cases is treated from the perspective of legal theory, and then defined in 
terms of the paper’s procedural approach. The paper further contains an extensive 
discussion of related work in the field of AI and Law by Berman and Hafner (1987), 
Gardner (1987) and Gordon (1991, 1993) (see also Hafner and Berman (2002) and 
Gordon (1995)). It is further discussed how the procedural approach to legal reason-
ing changes what is to be expected of a legal decision support system, and how such 
a system should be designed.

The paper is densely written and rich in ideas. A few are highlighted here: hard 
cases and good lawyers; procedural justice; and the design of legal decision support 
systems.

7.2 � Hard cases and good lawyers

In the paper, the procedural view on legal decision making is applied to hard cases. 
Here a case is considered to be hard if determinng the outcome of the case neces-
sarily involves arational, non-logical reasoning. One can think of situations where 
judicial discretion is needed, e.g., when logically there is no outcome or there is an 
inconsistency, or of situations that are not logical in the classical sense, e.g., when 
the allocation of burden of proof, the validity of principles and rules, or the proce-
dural rules themselves are at issue.

24  Google Scholar, scholar.google.com, accessed February 18, 2022.
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In other words, a case is hard if the outcome is not determined by logically valid 
reasoning on given factual and legal premises. To define hard cases, Dialogical Rea-
son-Based Logic (DRBL) is presented, which is a framework of procedural rules for 
two dialogue participants (representing the sides in a legal case) and an arbiter (rep-
resenting a decision maker, such as a judge). The appendix lists 42 rules that semi-
formally describe DRBL. A dialogue consists of dialogue moves by the participants 
and possibly one or more arbiter decisions.

It can happen that the participants in a debate do not need an arbiter, and can 
arrive at an outcome themselves. Then the case is easy or clear. But in a hard case, 
a debate participant can call for an arbiter decision, and if the other side does not 
object, the arbiter then provides a decision. The setting of DRBL hence allows for a 
definition of hard cases, as follows: A case is hard if, in the dialogue about the case, 
the arbiter actually decides about a claim (p. 135). The arbiter decision can concern 
the main topic of the dialogue, or a topic in a sub-discussion. In an example dia-
logue (p. 136), it is discussed whether the rule that loans must be repaid is excluded 
given the circumstance that the loan is more than thirty years old. In the example, a 
call to the arbiter is used to determine the validity of this exclusion rule.

This perspective on hard cases also gives a characterization of a good lawyer: 
someone who can show that a seemingly clear case is actually hard, and that a deci-
sion by an arbiter is required.

7.3 � Procedural justice

The paper’s approach is presented in the context of a Rawlsian discussion of pro-
cedural justice,25 in which three categories are distinguished. The first is perfect 
procedural justice, where there exists an external standard of just outcomes, and 
a procedure that guarantees such an outcome. Dividing a cake is an example. 
The second is imperfect procedural justice, where there also exists an external 
standard of just outcomes, but procedures cannot guarantee such an outcome, and 
instead can only aim to approximate that. Fact finding in criminal law is an exam-
ple. The third is pure procedural justice, where there does not exist an external 
standard of just outcomes, and instead the justness of an outcome is determined 
only by the correct application of the procedure. Elections are an example.

Hage et al. (1993) emphasizes that the approach presented is one of pure pro-
cedural justice. Quoting from the paper, ‘Only by correctly applying the rules 
of law, we can arrive at valid legal conclusions, and these conclusions are valid 
because they are the result of correct application of the rules.’ (p. 118) And: ‘In 
our opinion, judging cases should be compared to elections and to gambling, 
rather than to dividing a cake or to a criminal procedure.’ (on that same page).

The emphasis on pure procedure plays a key role in the discussion of the dis-
tinction with related work by Gordon (Sect. 9, p. 152-8 of the paper). For Gor-
don, hard cases are characterized in terms of the existence of a winning strategy 
in a dialogue game, or better: the non-existence. This can happen when a case 

25  See Miller (2021) for an extensive discussion of the philosophy of justice and John Rawls’ analysis of 
the role of procedure.
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is overdetermined (a notion close to logical inconsistency) or underdetermined 
(there are multiple possible answers with no determined choice). In Gordon’s 
approach to hard cases, there is no dependence on the actual procedure. But in the 
approach by Hage, Leenes and Lodder, the non-existence of a winning strategy is 
only one of the two parts of the definition of a hard case, as follows. The first part 
is that the non-existence of a winning strategy shows the necessity of an arational 
step, i.e., a call to the arbiter. The second part of the definition of a hard case is 
that such an arational step (in the form of a call to the arbiter) is in fact taken by 
the participants.

Consider now a given decision dialogue that actually has been performed, and 
that either led to a decision between the parties only, or to a decision that required 
a call to the arbiter. The approach then leads to four possibilities. First a call to the 
arbiter was not necessary, and was not made. Then the case was easy. Second a call 
to the arbiter was not necessary, and was nevertheless made. Then the case was also 
easy, since an unnecessary call to the arbiter does not make a case hard. Third a call 
to the arbiter was necessary, and was also made. Then the case was hard. And fourth 
and finally a call to the arbiter was necessary, but was nevertheless not made. Then 
the case was easy after all: the participants did not recognize that a call to the arbiter 
was necessary, and found a solution themselves. Summarizing, only in the third of 
these four possibilities the case was hard.

Note that the approach by Hage, Leenes and Lodder uses a criterion of hard 
cases that applies after the decision has been made (after the dialogue has finished), 
whereas Gordon provides a criterion for hard cases that can be applied before the 
case goes to court.

7.4 � The design of legal decision support systems

The paper contains a discussion of how the procedural perspective on legal decision 
influences the design requirements for legal decision support systems (Sect. 3), as 
follows. A system should allow for decision procedures that can lead to internally 
consistent, but mutually inconsistent outcomes. Also it should be possible to add or 
withdraw information during the decision procedure. Such input information might 
come from outside the system. Furthermore there should be rules of procedure, and, 
ideally, these should themselves be represented, and thereby possibly become the 
subject of the discussion. The system should therefore also be able to check whether 
the procedural rules are followed. Hence, the paper argues against AI systems 
that autonomously make decisions given certain initial input. Rather such systems 
should support or guide a discussion between the participants in the procedure. Here 
the paper also took a position in the discussion in the Netherlands about whether 
computers could decide legal cases (following the lecture by van den Herik (1991)).

With respect to the design of legal decision support systems for the handling of 
hard cases, the approach in this paper does not seem to differ much from what Gor-
don also proposed: both acknowledge that the procedural context should be taken 
into account, and that non-logical decisions using judicial discretion can be neces-
sary. Also the wider AI and Law discussions at the time recognized the necessity of 
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handling the opposing sides in the setting of a debate. In particular, the HYPO pro-
ject (Rissland et al. 1984; Rissland and Ashley 1987; Ashley 1990) emphasised the 
process of argumentation involving arguments for both sides, using actual and hypo-
thetical decisions as sources for the arguments and as examples of how to resolve 
the conflict (see Rissland (2013) for a historical perspective). Another example is 
the paper by Bench-Capon and Sergot (1988), discussing that the arguments for and 
against positions need to be represented when handling open texture.

A particular innovation in the approach by Hage, Leenes and Lodder is that 
such conflicts between arguments are explicitly modeled in the logical language of 
DRBL, in a way that aims to do justice to how conflicts are handled in the law. 
There are sentences expressing that one claim is a reason for or against another, 
and there are sentences that express whether the reasons for a claim outweigh those 
against, or the other way around. For instance, in the approach, meta-rules such 
as Lex Posterior and Lex Superior may provide reasons for the interpretation of a 
legal rule, which can be conflicting in a specific example. In such a situation, the 
approach allows the explicit representation of how the conflict between the reasons 
is resolved. By its focus on concrete, defeasible, context-dependent logical represen-
tations, the paper can be regarded as a precursor of the later research on argumenta-
tion schemes (Walton et al. 2008), for which the basis was laid at the 2000 Bonskeid 
symposium (Reed and Norman 2004), with applications in law ( Bex et al. (2003), 
Verheij (2003b)26, Atkinson and Bench-Capon (2021)).

In their approach to hard cases, Hage, Leenes and Lodder aim to connect the rep-
resentations of the logical, the adversarial and the procedural levels of legal argu-
ment (cf. the discussion of these levels in Prakken (1995)). Hage later provided a 
book length presentation of his logical views on the statements about the reasons for 
and against claims, their weighing and the validity and exclusion of rules and their 
application (Hage 1997). Hage (2000) continues the discussion of the role of logic 
and dialogues in establishing the law. Lodder (1999) expands the approach to a dis-
cussion of legal justification using a dialogical approach. Leenes (2001) addresses 
the handling of burden of proof in a dialogue setting, using the Dutch civil proce-
dure as a case study.

7.5 � Final remarks

The paper can be considered as part of the tradition in AI and Law that recognizes 
that legal reasoning is an interactive process in which decisions are constructed, also 
and especially when cases are hard (Gardner 1987; McCarty 1997; Hafner and Ber-
man 2002; Bench-Capon and Sartor 2001). More specifically the paper is one of 
several contributions to the development of the dialogue perspective in AI and Law 
in the 1990s, and (considering its citations) has influenced subsequent work on dia-
logues, argumentation systems and legal reasoning. For instance, the assessment of 
conflicts in legal reasoning was studied in a dialogue setting by Prakken and Sartor 
(1996) citing this paper. Vreeswijk (1997) refers to the paper in his study of formal 

26  See sect. 3 of Araszkiewicz et al. (2022) and sect. 3of Sartor et al. (2022) elsewhere in this issue for 
discussions of Bex et al. (2003) and Verheij (2003b) respectively.
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argumentation in which arguments are treated as a kind of defeasible proofs. The 
Carneades model of argument and burden of proof (Gordon et al. 2007) takes a pro-
cedural and dialogical perspective, and connects to Reason-Based Logic (inciden-
tally in a monological version).

The paper was written when Jaap Hage was supervising Arno Lodder, Ronald 
Leenes and myself during our PhD research, hence the concepts and thoughts in 
this paper have strongly influenced my research in AI and Law (Verheij 2020). In 
particular, the logical approach to legal reasoning underlying this paper led to the 
formalization of Reason-Based Logic in my dissertation (abstracting from the dia-
logue setting), which was applied to the modeling of the relations between rules 
and principles, and different styles of rule-based analogical reasoning (Verheij et al. 
1998). The semi-formal representations of the elements of legal reasoning inspired 
my work on argumentation schemes (Verheij 2003b). The perspective on legal deci-
sion support systems was one of the inspirations for my work on argument assis-
tance software (Verheij 2005). Also when Heng Zheng, Davide Grossi and I recently 
proposed a formal theory of kinds of hard cases (Zheng et al. 2021a), we turned to 
this paper.

All in all, the paper still stands as a highlight among the 1990s boom of strong 
papers studying monological and dialogical argumentation in the context of AI and 
Law. It strikes a rare and excellent balance between careful legal theory, thorough 
consideration of legal practice, and the explicit modeling of legal decision making. 
By providing a realistic case study, the paper shows that its approach is not sterile, 
but applicable to the actual analysis of cases. The paper’s exposition of when a case 
is hard, and how good lawyers show that a case is hard, provides highly relevant 
insights for the development of legal technology supporting the hybrid collaboration 
between humans and machines (Akata et al. 2020).

8 � Rationales and argument moves (Loui and Norman 1995). 
Commentary by Bart Verheij

The paper ‘Rationales and argument moves’ by Ronald Loui and Jeff Norman 
appeared in the journal in 1995 (Loui and Norman 1995). The paper has 31 pages 
and 4 sections. It currently has been cited by 127 scholarly sources.27

8.1 � Overview

The paper addresses the topic of rationales in legal decision making, and aims to 
contribute to the formal explication of various kinds of argument moves that use 
rationales.

A key idea is that the rationales used in an argumentative dialogue can be inter-
preted as the summaries (‘compilations’) of extended rationales with more struc-
ture. By unpacking such summary rationales, new argument moves are possible, in 

27  Google Scholar, scholar.google.com, accessed February 19, 2022.
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particular new ways of attacking the argument. For instance, the following dialogue 
template is in the spirit of the paper:

A: I claim C because of reason R.
B: Unpacking your reasoning, you seem to claim C because of R using addi-
tional reason S. I disagree with S, because of reason T. Hence I disagree with 
your claim C because of R.
A: I agree with your reason T, but I was not using S. Instead I used U, hence 
my claim C because of reason R.

In this format (not appearing in the paper like this), dialogue participant A makes 
an argument, and participant B unpacks that argument in a certain way, and uses that 
unpacking in an attack. Subsequently A partially concedes, but disagrees with the 
unpacking, thereby defending the original position. Below we give more concrete 
examples.

The paper distinguishes rationales for rules and rationales for decisions. In the 
authors’ terminology, rule rationales express mechanisms for adopting a rule, while 
decision rationales express mechanisms for forming an opinion about the outcome of 
a case. As kinds of rule rationale, the authors distinguish compression, specialization 
and fit (referred to as c-rationales, s-rationales and f-rationales). The kinds of decision 
rationale are disputation and resolution (d-rationales and r-rationales). Another dis-
tinction used is that between object-level and meta-level disputation, where c-, s-, and 
d-rationales occur in object level disputes, and r- and f-rationales in meta-level discus-
sion. The use of two of these kinds of rationale is illustrated below in sample dialogues. 
The five rationales are described as examples of ‘compilation rationales’, that is ration-
ales ‘that compile pieces of past disputations, past lines of argument, past preferences 
of one argument over another, past projections from cases’ (p. 160). For each of the 
five kinds of rationale, structures and attacks are discussed, followed by abstract exam-
ples. The paper does not claim or intend a full formalization of rationales and argument 
moves, but hopes to support further work by ‘future automaters of rule-based and case-
based legal reasoning’ (p. 188).

We illustrate the use of rationales by unpacking a compression rationale and a reso-
lution rationale.

8.2 � Unpacking a compression rationale

Here is an example of a small dialogue in which a compression rationale is unpacked, 
attacked and subsequently defended, following the basic format at the start of this com-
mentary. The unpacking here has the form of adding an intermediate step, thereby 
interpreting a one step argument as a two step argument. We use a legal example (in the 
context of Dutch tort law), noting that the original paper focuses on abstract examples 
involving propositional constants a, b etc. (cf. p. 174 in the paper).

A: I claim that there is no duty to pay the damages ( ¬��� ) because of the act that 
resulted in damages ( ���).
B: Unpacking your reasoning, you seem to claim ¬��� because of ��� using the 
additional intermediate reason that there is a ground of justification ( ��� ). I disa-
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gree with ��� , because the act was unlawful ( ��� ), so there is no support for ��� . 
Hence there is also no support for ¬���.
A: I agree with your reason ��� and that hence there is no support for for ��� . 
But I was not using ��� as an intermediate step supporting ¬��� . Instead I used 
the intermediate step that there was no causal connection between the act and the 
damages ( ¬��� ), hence my claim ¬��� because of ���.

A graphical summary of this dialogue is shown in Fig. 1. Normal arrows indicate a 
supporting reason and arrows ending in a cross indicate an attacking reason. All abbre-
viated statements are considered to be successfully supported, except those that are 
struck-through. Writing the first argument by A as ��� → ¬��� , B replies in the second 
move by interpreting the argument as actually having two steps ��� → ��� → ¬��� , 
and then attacks the unpacked argument on the intermediate step with the argument 
��� , so that that ��� and ¬��� are no longer supported. But then in the third step A can 
concede that ��� but give the unpacking as ��� → ¬��� → ¬��� , providing an alter-
native way to support ¬��� , thereby still maintaining ��� → ¬���.

8.3 � Unpacking a resolution rationale

Again we give a mini-dialogue, illustrating how the authors approach the idea of 
resolution rationales and argument attack. The example unpacks an argument as 
using the weighing of two conflicting reasons.

A: I claim that there is a duty to pay the damages ( ��� ) because of the act that 
resulted in damages ( ���).
B: Unpacking your reasoning, you seem to claim ��� because of ��� using 
the weighing of two reasons, one for the duty to pay (the high probability of 
damages, ��� ) and one against (the mild nature and low scale of the possible 
damages, ��� ). I disagree with this weighing, because the nature and scale of 
the possible damages here was exceptionally low and so outweighs the high 
probability of damages. Hence I disagree with your claim ��� because of ���.
A: I agree with your weighing of the two reasons you mention. But I was 
using an additional reason for the duty to pay (it was easy to take precaution-
ary measures, ��� ), and the two reasons for the duty to pay taken together 
( ��� ∧ ��� ) outweigh the one reason against (ntr). Hence my claim ��� 
because of ���.

A graphical summary is shown in Fig. 2. If we write A’s argument in the first 
dialogue move as ��� → ��� , then in the second move B unpacks A’s reasoning 
by claiming that there are reasons for and against ��� , namely ��� and ��� , but 
whereas A had preferred ��� , B claims that ��� ≺ ��� . According to B’s weighing 
of these two reasons, the conclusion should therefore be ¬��� . In the third step, A 
agrees with B’s weighing of the two reasons, but adds a third reason ( ��� → ��� ) 
that turns the outcome to the other side, since ��� ∧ ��� ≻ ��� , reinstating ���.
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8.4 � Later developments

This paper was published in the middle of the 1990s, in a period of especially active 
research efforts investigating the formal structure of argumentation with rules and 
cases, by taking inspiration from the law. The paper refers for instance to work avail-
able then by Ashley, Branting, Gordon, Hage, Pollock, Prakken, Rissland, Sartor, 
Simari and Vreeswijk (see for instance Ashley (1990), Branting (1993), Gordon 
(1995), Hage et  al. (1993), Pollock (1992), Prakken and Sartor (1996), Rissland 
(1983), Simari and Loui (1992) and Vreeswijk (1997)).

Since the paper appeared, research on computational argumentation and the mod-
eling of reasoning with rules and cases in law has continued (for references and 
overviews see e.g. Atkinson et al. (2017), Baroni et al. (2020), Prakken and Sartor 
(2015) and Verheij (2020)). We briefly mention three relevant developments: argu-
ment structure, argumentation schemes and argumentation semantics.

First, argument structure has been widely studied since the paper appeared. In 
particular, the argument structure and its evaluation as suggested in Fig. 1 can be 
reconstructed in various proposals for structured arguments and their evaluation, 
such as DefLog (Verheij 2003a). An alternative approach to representing argument 
structure is ASPIC+ (Prakken 2010).

Second, there is connection between unpacking and argumentation schemes 
(Walton (1996) and Walton et al. (2008)). Argumentation schemes can be thought 
of as concrete, defeasible reasoning patterns that can be used to suggest moves in 
an argumentative dialogue. Representation formats for argumentation schemes (e.g., 
Verheij (2003b) and Atkinson and Bench-Capon (2007)) include critical questions 
which can be used to object to the argument. Thus, in the compression rationale 
Isn’t the act unlawful? could be seen as a critical question to A’s argument. Note 
however, that this scheme does not uncover the structural relation that B considers to 
be the problem of A’s argument, namely that A has used a problematic intermediate 
step via ��� . One could say that the scheme allows B to add a possible counterargu-
ment ( ��� ), but not to unpack the chain from ��� to ¬���.

Third we mention the connection between argumentation semantics and unpack-
ing. The paper was published in the same year as Dung’s influential work on the 
evaluation of sets of argument attack relations  (Dung 1995), that soon became 
the standard reference for all work on the semantics of argumentation (see Baroni 
et  al. (2020) for a historical perspective at the occasion of Dung’s paper’s 25th 

Fig. 1   Unpacking a compression 
rationale
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anniversary). In Dung’s work arguments are entirely abstract and so the nature of the 
attacks is hidden. But the use of rationales shows that the arguments may comprise 
a number of steps, and which step is attacked may be important. DefLog (Verheij 
2003a) and ASPIC+ (Prakken 2010) provide different means of locating attacks in 
terms of the argument structure. The formalism in Verheij (2017) uses a different 
approach to the semantics of arguments, by defining notions of argument validity in 
such a way that both a packed and related unpacked arguments are valid.

8.5 � Final remarks

The paper showed at the time of publication, and still shows now, a playful and cre-
ative use of formal syntax, focusing on ideas, and not so much on mathematical 
constraints and definitions. Also its scholarly writing style remains distinctive in its 
independence. The high level general message of the paper stands: arguments can be 
combined, summarized, packed and then again unpacked in argumentative dialogue, 
and that formal syntax can help for analyzing such compilation and decompilation 
processes. Considering later research about these and similar ideas, there seems to 
be little work that directly connects to compilation and decompilation. References to 
the paper typically mention the process of unpacking, or to its cataloguing of vari-
ous structures of argument moves. We suggested that later work on argument struc-
ture, argumentation schemes and argumentation semantics is relevant for the investi-
gation of unpacking arguments. Still it seems that the formal, syntactic connections 
between arguments, rules and cases are not yet ready to fully address argument com-
pilation and decompilation in its various forms as discussed by Loui and Norman, 
and that further work would be valuable.

9 � Modelling reasoning with precedents in a formal dialogue game 
(Prakken and Sartor 1998). Commentary by Trevor Bench‑Capon

Although Skalak and Rissland (1992) (see Sect. 2) showed that knowledge of the 
rules governing the domain in question and knowledge of cases to enable interpreta-
tion of these rules were both essential to a complete account of legal reasoning, the 
style of reasoning with rules remained different from the style of reasoning with 
cases. The two were intertwined, but not unified. One major contribution of Prak-
ken and Sartor (1998) was that it provided a way of representing precedents as rules, 
allowing a uniform representation of both case and statute knowledge. There is much 

Fig. 2   Unpacking a resolution 
rationale
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else in the paper, but this means of representing precedents as rules remains the 
standard way of incorporating precedents into logic based approaches (e.g. Bench-
Capon and Atkinson (2021)), and was a key influence on the series of current formal 
accounts of precedential reasoning initiated by Horty (Horty 2011)28, summarised in 
Prakken (2021). Before describing the representation of precedents as rules in detail, 
however, we should provide some context to the paper.

Throughout the 90s a widespread method of representing the adversarial and pro-
cedural aspects of legal reasoning was through the specification of dialogue proto-
cols and games. 1993 saw the publication of both Gordon (1993) (see Sect. 6) and 
Hage et al. (1993) (see Sect. 7). The former used its dialogue to identify contested 
issues, but more typical of what was to come was Hage et al. (1993), which mod-
elled decision making in hard cases. The various dialogue games had a number of 
different foundations. Some were based on particular logics: Gordon (1993) used 
Conditional Entailment (Geffner and Pearl 1992) while Hage et  al. (1993) used a 
dialectical version of Reason Based Logic (Hage 1993). In Bench-Capon et  al. 
(2000) two dialogue games were presented: one based on the existing dialogue game 
DC (Mackenzie 1979) and another based on the argument scheme of Toulmin (Toul-
min 1958). Prakken and Sartor had proposed a dialogue game for resolving norma-
tive conflicts in Prakken and Sartor (1996) based on the argumentation semantics for 
logic programming of Dung (1993)29. Prakken and Sartor (1998) uses this dialogue 
game to model precedents.

The dialogue game presented in Prakken and Sartor (1996) differs from the other 
games mentioned above in that it is intended only to provide a proof theory for an 
argumentation-based semantics. This contrasts with the intention to model legal 
procedures (Gordon 1993) or to regulate debates between human and/or artificial 
agents as in Hage et al. (1993) and Bench-Capon et al. (2000). In Prakken and Sartor 
(1996) each side takes it in turn to put forward an argument. After an initial argu-
ment has been presented, the opponent presents an argument attacking that argument 
(as in the two party immediate response games found in the argumentation literature 
(Vreeswik and Prakken (2000) and Dunne and Bench-Capon (2003)). The game ter-
minates when no moves are possible, the winner being the player to make the last 
move. An argument is acceptable if the proponent has a winning strategy. In Dung’s 
framework and Dunne and Bench-Capon (2003) all attacks succeed as defeats, but 
Prakken and Sartor (1996) allows priorities between arguments, so that a stronger 
argument may resist the attack of a weaker argument. The dialogue game in Prakken 
and Sartor (1996) is first presented with fixed priorities and then extended to allow 
arguments about priorities, so that legal principles such as Lex Superior, Lex Specia-
lis and Lex Posterior can be represented, and priorities between rules derived within 
the system. In Prakken and Sartor (1998), with its focus on case-based reasoning, 
these priorities come from decisions in precedent cases rather than legal principles. 
Prakken and Sartor (1998) also extends the original game by modelling some case 
based reasoning moves (broadening and distinguishing) to enable the participants to 

28  See Sect. 10 of Sartor et al. (2022), in this issue.
29  This paper was a precursor of Dung’s abstract argumentation frameworks (Dung 1995). Prakken sub-
sequently developed a dialogue game based on those frameworks in Prakken (1997b).
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introduce new premises. It this short section, it impossible to do justice to all aspects 
of the paper, and so I will focus specifically on an account of how precedents can be 
represented.

An argument is a sequence of ground instances of rules, where a rule comprises 
a head representing the conclusion, and a body which is a conjunction of rule conse-
quents representing the antecedent. Facts are represented by rules without anteced-
ents. Given that arguments rely on rules, if precedents are to be used as the basis of 
arguments, they need to be represented as rules of this form. In CATO (Aleven and 
Ashley 1995), cases are associated with a set of factors, some pro-plaintiff and some 
pro-defendant, and an outcome. The pro-plaintiff factors offer reasons to find for the 
plaintiff and the pro-defendant factors offer reasons to find for the defendant. Now, 
if we have a decided case, C, containing pro-precedent factors P and pro-defendant 
factors D, then the conjunction of all factors in P will be the strongest30 reason to 
decide C for the plaintiff and the conjunction of all factors in D the strongest reason 
to decide C for the defendant. The outcome in the case will show which of these two 
reasons is stronger. This means we have three rules: 

r1	 P → plaintiff;
r2	 D → defendant;
r3	 C → r2 ≺ r1 if the decision was for the plaintiff and C → r1 ≺ r2 if the decision 

was for the defendant.

This representation sees precedents as providing a one step argument from factors 
to outcome, which was the view taken in subsequent approaches such as Bench-
Capon (1999) and the formalisations of precedential constraint stemming from 
Horty (2011). Prakken and Sartor (1998), however, argue strongly that precedents 
should be seen in terms of multi-step arguments. Often the importance of precedent 
will be with respect to a particular issue in the case (Branting 1991). Thus if we par-
tition the factors according to the issues of the case, using, for example, the abstract 
factor hierarchy of Aleven (2003), we can get a finer grained representation of the 
argument. We now represent the case as P1 ∪ D1 ∪ ... ∪ Pn ∪ Dn , where Pi are the 
pro-plaintiff factors relating to issue i and Di are the pro-defendant factors relation to 
issue i. We can now produce a set of three rules for each issue: 

r4	 Pi → IP
i
 , where IP

i
 means that issue i is found for the plaintiff;

r5	 Di → ID
i

 ; where ID
i

 means that issue i is found for the defendant;
r6	 C → r5 ≺ r4 if the issue was found for the plaintiff in C and C → r4 ≺ r5 if the 

issue was found for the defendant in case C.

30  This assumes that the conjunction of two factors favouring the same side will always be stronger that 
the factors individually. This assumption is queried in Prakken (2005), where an apparent counter exam-
ple is given. However, such situations can be avoided by modelling the domain differently, using differ-
ent factors for which the original “factors” are facts (e.g. Horty and Bench-Capon (2012), footnote 17). 
Arguably it is a necessary feature of factors that they always favour a particular side, and this should hold 
whatever the context set by other factors (Bench-Capon 2017).
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We now write a set of three rules, using the issues in the antecedents to show how 
the issues determine the outcome. Suppose we have a case with three issues, of 
which two were found for the plaintiff and one for the defendant but the defendant 
won the case. This would give the rules: 

r7	 IP
1
∧ IP

2
→ Plaintiff

r8	 ID
3
→ Defendant

r9	 C → r7 ≺ r8

Not only does this more faithfully reflect the reasoning in the case, but it has the 
practical advantage that an inference is not blocked by a distinction which is irrel-
evant because it pertains to a different issue. This two step reasoning, from facors to 
issues and then from issues to outcome was later used in IBP (Brüninghaus and Ash-
ley 2003) and Grabmair’s VJAP (Grabmair 2017). More recently it has been argued 
that adopting this finer grained representation would improve the formal accounts of 
precedential constraint (Bench-Capon and Atkinson 2021). Even finer granularity 
would be possible, to give rise to three step arguments, but that will often associate 
too few factors with each sub-issue to be useful.

If the new case has an exact match with plaintiff and defendant rules for which 
a preference exists, it can be decided from the precedents. The same is true when 
any differences, such as when the new cases has an additional factor for the winning 
side, only strengthen the case for that outcome. Often, however, the available prece-
dent cases contain an additional factor for the winning side, so that the rule does not 
match, or the new case contains an additional factor for the losing side, so that there 
is a stronger reason for the other side, for which no preference can be shown. This 
means that there will be no way, based on existing precedents, to choose between 
them. This gives a safe model of precedential constraint in terms of factors, but does 
not constrain as many cases as one might wish. Using a finer grained representation 
improves the situation, but the problem remains.

To allow reasoning about cases not constrained by the precedents Prakken 
and Sartor (1998) uses two argument moves taken from cased based reasoning 
approaches such as CATO and CABARET (See Sect  2), to provide heuristics for 
introducing new premises that case extend the current theory. These moves are rule 
broadening and distinguishing.

Rule broadening can be used when no rule matches but some rule fails on only 
one of the literals in the antecedent. Although this does not seem a reasonable move 
in the case of rules derived from statutes, it is a sensible move for the rules derived 
from precedents, since not all the reasons may have been needed to defeat the oppo-
nent. Consider a precedent with factors P ∪ D , found for the plaintiff. Now although 
we can be certain that P is a stronger reason than D, it may well have been that a 
subset of P would also have been sufficient to defeat D. If this is so, a we can prefer 
the rule P1 → plaintiff where P1 is a subset of P which does hold for the current case.

Distinguishing is where we have a precedent P → plaintiff as above, but this time 
the current case contains an additional pro-defendant factor d. Now although P is a 
stronger reason than D, the reason in the precedent, it is arguably not as strong as the 
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reason available in the new case D ∪ d. Thus introducing this additional rule for the 
defendant will enable an attack on the plaintiff rule not available without so extend-
ing the theory.

The additional premises introduced by rule broadening and distinguishing are 
termed introducibles in Prakken and Sartor (1998). They do note, however, that the 
resolution of a dispute involving introducibles requires a decision from an arbiter or 
judge to determine whether the broadened rule does in fact remain stronger than the 
opposing rule, or the distinction is significant31. Whereas the a fortiori arguments 
show the new case to be constrained, arguments with introducibles may be accepted, 
and so become precedents for future use, but they may also be rejected, leaving the 
case law unchanged.

This method of modelling precedents provided the inspiration for Bench-Capon 
(1999), with plaintiff and defendant reasons represented as two separate partial 
orders and precedents as ordering links between them. If a new case cannot link the 
orders in a way which does not introduce a cycle, it is constrained by the precedent 
base. These notions were made rigorous in Horty (2011) and Horty and Bench-
Capon (2012)32. Here the basic notions of Prakken and Sartor (1998), without rule 
broadening, are termed the results model, which Horty attributes to Larry Alexan-
der (Alexander 1989). To replace rule broadening, Horty advocates the use of the 
reason model, which he attributes to Greg Lamond (Lamond 2005). In the reason 
model the precedent is itself held to give a rule with a subset of the factors for the 
winning side. How this subset is determined is not stipulated by Horty, but the sug-
gestion is that this can be discovered from reading the decision, perhaps by adopting 
the ratio decendi of the case. Distinguishing is then the way of showing that case 
is not constrained by the precedent base. Horty’s account is not seen as a dialogue, 
but as a question of whether or not the decision in a new case is constrained, and so 
no additional premises can be introduced, which is why rule broadening and distin-
guishing are built into his representation and use of the rules. For a formal compari-
son of the results and the reason models see Prakken (2021).

In Prakken and Sartor (1998) no argument is given for whether or not an intro-
ducible should be accepted by the arbiter. In Bench-Capon and Sartor (2003) the 
suggestion of Berman and Hafner (1993)33 was applied to the rule based representa-
tion of precedents. Here the preferences revealed by precedents were held to apply 
not to the sets of factors, but to the values promoted or demoted by following the 
pro-plaintiff or pro-defendant rules. Because several different sets of factors ground 
a rule promoting the same value, this preference is applicable to many more cases 
that those using the precise reasons of the precedents.

The dialectical principles of Prakken and Sartor (1998) were further developed by 
Prakken into the abstract framework for representing structured arguments, ASPIC+ 
(Prakken (2010) and Modgil and Prakken (2014)). Here the tree of arguments and 
counter arguments generated by the dialogues of Prakken and Sartor (1998) become 

31  Such an appeal to an arbiter is a defining notion of a “hard case” in Hage et al. (1993), discussed in 
Secion 7.
32  See Sect. 10 of Sartor et al. (2022), elsewhere in this issue.
33  See Section 2 of Sartor et al. (2022), elsewhere in this issue.
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the subarguments and attacks on them found in ASPIC+. ASPIC+ has been widely 
used in general AI argumentation (e.g. Modgil and Prakken (2013)) and applied to 
AI and Law in Prakken et al. (2015) and Prakken (2019).

There are several highly influential ideas in Prakken and Sartor (1998). For the 
general field of AI argumentation it can be seen as the forerunner of ASPIC+ (Prak-
ken 2010), which provides a framework for structured argumentation intended to 
generate arguments that can then be evaluated using Dung’s abstract framework, 
providing a link between the argument structure essential for the modelling of real 
disputes, and the formal properties of abstract argumentation. For AI and Law in 
particular its method of representing precedents as rules can be seen as providing 
the key means to unify rule and case based reasoning, and the foundations for cur-
rent formal accounts of precedential reasoning.

10 � Hybrid rule ‑ neural approach for the automation of legal 
reasoning in the discretionary domain of family law in Australia 
(Stranieri et al. 1999). Commentary by Matthias Grabmair.

The 1999 paper by Stranieri, Zeleznikow, Gawler, and Lewis contributes a case 
study on a system called “Split-Up” that models discretionary property division 
decisions in divorce proceedings in Australian Family law by means of argument 
chains, rule systems, and neural network implementations. The domain is formal-
ized into a set of 94 factors that form the basis of a consultation dialogue with the 
user guided by an argument chain traversing all relevant case information at the end 
of which the system predicted an asset split percentage. Factors are organized in a 
hierarchy and allow the derivation of higher-level legal information up to the over-
all determination of the outcome. The authors model each aggregative inference by 
either using rules (including transition networks) or by crafting a neural network. 
Their knowledge representation methodology in making the choice between the two 
for each higher-level concept centers around classifying it along two dimensions:

–	 open-textured-ness versus well-defined-ness (i.e., the degree to which a legal 
term encompasses a potentially large set of possible fact patterns); and

–	 bounded-ness versus unbounded-ness (i.e., the extent to which all relevant legal 
concerns for a decision about the concept can be exhaustively enumerated by an 
expert).

All neural networks used a single hidden layer and provide a minimal machine 
learning inference mechanism between the values of the legal concepts forming 
input and output in the respective case. Their parameters were trained using real 
historical family law data and the system’s split percentage outputs are compared 
with those produced by experts in a small evaluation experiment. Split Up’s contri-
bution to the field lies in its nuanced composition of expert-crafted rules and neu-
ral networks trained from data that is faithful to a factor-based model of Australian 
family law, and which forms an early example of transparent and explainable use of 
machine learning techniques in legal decision support systems. It is cited as among 
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the pioneer applications of neural networks in modelling legal inference (e.g., Steg-
ing et  al. (2021)). Xu and Yuan (2009) emphasize Split-Up’s extension of purely 
rule-based modeling and explain it in the same context as hybrid systems extending 
rules with case-based reasoning (e.g. Skalak and Rissland (1992)34).

Split Up was a long running project and the 1999 paper is the culmination of 
a series of publications that began with Zeleznikow and Stranieri (1995) and 
Zeleznikow et  al. (1995) and continued with Zeleznikow and Stranieri (1997), 
Zeleznikow and Stranieri (1998), and Stranieri and Zeleznikow (1998). It influenced 
several other projects in the field of decision and negotiation support. For example, 
Mackenzie et al. (2015) developed an experimental system to support criminal law 
sentencing and guilty plea negotiations, explicitly taking inspiration from Split Up 
and employing neural networks as part of their system. Miah et  al. (2020) cite it 
as an example of explainable decision support in their work on a prototype clini-
cal decision support system focusing on sleep disorder diagnosis and treatment. In 
follow up work, Yearwood and Stranieri (2006) formalize the notion of a “generic/
actual argument model” (GAAM), which they describe as underlying Split Up. The 
formalism derives from the Toulmin argument model (Toulmin 1958) and focuses 
on parties instantiating “actual” arguments from “generic templates” by means of 
a variable-slot-value representation. Notably, the GAAM does not force the use of 
particular inference procedures, thereby allowing Split Up’s concept-by-concept 
choice between rules or neural networks. Moulin et  al. (2002) recognized this as 
having been “left implicit in Toulmin’s formulation: an inference procedure, algo-
rithm or method used to infer an assertion from datum”.

Given the prominence of deep learning in the current landscape of AI and Law 
research, Split Up naturally stands out as among the first uses of neural networks in 
the field. Even earlier, Bochereau et al. (1991) trained a neural network on a small 
collection of French Council of State opinions and extracted decision rules from 
the trained model via a combinatorially generated validation dataset. Bench-Capon 
(1993) explored the use of basic hidden layer models on synthetic data to predict 
outcomes and derive input feature weights, albeit with mixed results. Notably, these 
works focused on the application of neural networks to identify how influential cer-
tain information is for the decision (i.e., rules and feature importances) and did not 
engage in comparative benchmarking towards the best prediction performance, as 
is common today. Their input variables directly corresponded to decision-relevant 
information elements of legal case configurations, and the experiments centered 
around exploring whether and how neural networks could model legal reasoning. 
This marks another difference to modern deep learning, where models are intended 
to emulate human cognition on as raw as possible data with very little expert-
informed feature engineering. A critical survey published during the same period 
(Hunter 1999) argued that legal reasoning is not akin to sensory pattern recognition, 
and that the use of neural networks for models of legal decision making is to be 
scrutinized against relevant legal theory. It points out the lack of ability of statisti-
cal methods to justify their predictions in the same satisfactory way as it is possible 
in symbolic inference. Additionally, the limited availability of suitable, sufficiently 

34  See the discussion in Section 2.
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large, datasets constrained the scope of neural network research for modeling legal 
inference at that time.

These obstacles may be among the reasons why the use of neural networks in 
published AI and Law work declined sharply between 1999 and 2017. To some 
degree, this appears to correlate with the general trend in machine learning in that 
period, which saw widespread use of other model architectures, like tree- and forest-
based models as well as kernel-driven support vector machines. Neural networks 
continued to be used for cognitive tasks, but it was not until around 2012, when 
large convolutional networks trained on graphics processors achieved breakthrough 
performance in computer vision, that neural models quickly became the dominant 
technology. Shortly after, recurrent neural architectures, like the long-short-term-
memory network (or LSTM (Hochreiter and Schmidhuber 1997)), and soon atten-
tion-based models (e.g. Du and Huang (2018)), similarly took over general natural 
language processing. This development eventually reached the AI and Law commu-
nity and led to a surge in the use of such models for the analysis of legal text from 
around 2017 onwards. Early works include, for example, contract element extraction 
(Chalkidis et al. 2017), sentence modality classification (Neill et al. 2017), as well 
as requisite and effectuation segment recognition in statutory text (Nguyen et  al. 
2018)35.

Notably, this revival of neural models in AI and Law did not resume modeling 
legal reasoning as tackled by the models in the 1990s, but has rather been focusing 
on tasks where they are most suitable: cognition-like processing of textual data with 
minimal feature engineering on large corpora, enabled by the increasing number of 
publicly available textual datasets for legal NLP research. As in mainstream NLP, 
transfer learning from large language models has become the dominant approach 
(see, e.g., Zheng et al. (2021b)). Overall, one can observe increased focus on bench-
marking models along quantitative metrics, typically with regard to high level clas-
sification/prediction goals such as case outcome variables and document-level key-
words (e.g., Chalkidis et al. (2022)). This forms a contrast to Split Up’s use of NNs 
as specialized components that model discretionary decisions via statistically trained 
parameters in an otherwise symbolic decision process.

Some recent work re-engages with the idea of combining NNs with structural 
models of legal inference and argumentation. For example, Holzenberger and 
Van Durme (2021) apply deep neural NLP models to identify argument slots from 
the text of legal rules (e.g., the “taxpayer”,“income”, etc.) and find suitable filling 
elements from fact descriptions (e.g., names of persons, monetary amounts). The 
instantiated schemas allow the derivation of an answer to a question about a case 
that is coupled with the elements of the legal provision, and the black-box inference 
of the NN model is predominantly used for cognition-like functions, such as iden-
tifying concept-mentions in the statute and unifying them with entity-mentions in 
the case text. This facilitates explainability and aligns with the traditional paradigm 
of modeling legal reasoning as argumentative inference in synergy with statistical 
learning.

35  See sect. 5 of Villata et al. (2022), elsewhere in this issue.
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In conclusion, Stranieri et al. (1999) and the Split Up system form an important 
example of an early real-life application using a Toulmin-inspired argument model. 
While its influence as an early adopter of neural networks is limited, its implementa-
tion of judicial discretion by means of small network components remains a refer-
ence point along the path to more advanced explainable AI and Law applications.
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