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Abstract Logic-based approaches to legal problem solving model the rule-gov-

erned nature of legal argumentation, justification, and other legal discourse but

suffer from two key obstacles: the absence of efficient, scalable techniques for

creating authoritative representations of legal texts as logical expressions; and the

difficulty of evaluating legal terms and concepts in terms of the language of ordi-

nary discourse. Data-centric techniques can be used to finesse the challenges of

formalizing legal rules and matching legal predicates with the language of ordinary

parlance by exploiting knowledge latent in legal corpora. However, these techniques

typically are opaque and unable to support the rule-governed discourse needed for

persuasive argumentation and justification. This paper distinguishes representative

legal tasks to which each approach appears to be particularly well suited and pro-

poses a hybrid model that exploits the complementarity of each.

Keywords Logical representation � Empirical methods � Prediction � Hybrid
reasoning

1 Introduction

Automation of legal reasoning and problem solving has been a goal of Artificial

Intelligence (AI) research from its earliest days. The logical character of legal texts,

norms, and argumentation suggests that formal logic can function as a model capable

of representing legal rules, case facts, and inference based on the application of rules to

facts (Allen 1957). Development of general-purpose techniques for automated

inference over logical rules (e.g., Newell et al. 1959), provided a method for

implementing this approach in the form of logic-based legal reasoning systems.
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Initially, these systems were purely notional, without any actual implementation,

e.g., Mehl (1958) (tax law), McCarty (1977) (tax law), Meldman (1975) (torts). But

by the 1980s, a number of researchers had implemented working systems based on

manually created logical representations of rules e.g., Sergot et al. (1986) (British

Nationality Act), Peterson and Waterman (1985) (product liability). With the

optimism characteristic of AI in that era, researchers of the day were confident that

the transformation of the law by automated systems was imminent. Broad adoption

of legal AI systems never occurred, however. Instead, AI and law remained a niche

research area with little practical impact (see, e.g., Oskamp and Lauritsen 2002).

Institutional resistance to automation played a role in this phenomenon, but a more

fundamental obstacle has been the difficulties of scaling the logic-based approach to

the dimensions of complex, dynamic, real-world legal systems. These difficulties

arise from two fundamental technical challenges: efficient and verifiable represen-

tation of legal texts as logical expressions; and evaluation of legal predicates based

on facts expressed in the language of ordinary discourse.

In recent years, a new area of research has emerged that performs legal problem

solving using knowledge induced from collections of legal documents or other large

data sets. Emergence of this data-centric approach coincided with development of

techniques for statistical analysis of very large data sets, including large text

corpora. By making it possible to rapidly process large data sets, such as all the

cases of a given court or all the statutes of a given jurisdiction, these techniques can

provide new perspectives on the properties of legal systems, such as the graph

topologies of citation networks, the evolution of legal doctrines, and the probability

of decisions or other case outcomes. This has led to a proliferation of legal

technology companies (631 as of this writing, by one estimate),1 most focused on

lucrative applications in litigation support.

The rapid growth of the data-centric approach raises important issues about its

relationship to logic-based approaches: does the data-centric approach render

previous approaches obsolete, or are there distinct tasks for which one approach is

clearly preferable or tasks for which the two approaches are complementary?

Section 2 reviews the capabilities and challenges of the logic-based approach,

and Sect. 3 presents four categories of data-centric approaches. To place the

comparison of logic-based and data-centric approaches in context, Sect. 4 identifies

which approach appears most appropriate for each of a number of categories of legal

tasks. The paper concludes with a proposal for a hybrid approach that exploits the

complementarity of the two approaches.

2 The logic-based approach and its discontents

A typical architecture of the pioneers of AI and law is shown in Fig. 1 (Meldman

1975). Starting from the top, legal text is manually formalized in a logical

representation. This representation is accessed by an inference engine (e.g., a

1 http://tech.law.stanford.edu/ [Accessed: 12 November 2016].
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resolution theorem prover or its equivalent) in response to queries generated by a

natural-language processing in response to discourse with the user.

The earliest implemented systems, such as the British Nationality Act as a Logic

Program (Sergot et al. 1986) typically used a slightly simpler model, illustrated in

Fig. 2. The omission of the natural-language discourse processing module means

that queries are posed, and results provided, in the form of Horn clauses, a subset of

First-Order Predicate Calculus.

2.1 The challenge of representing texts in logic

Logic-based systems are capable of inferring legal conclusions from appropriately

formalized rules and facts. However, as mentioned briefly above, two key obstacles

have impeded their acceptance: the challenge of efficiently and verifiably

representing legal texts in the form of logical expressions; and the difficulty of

evaluating legal predicates from facts expressed in the language of ordinary

discourse. Each of these challenges is discussed in turn.

2.1.1 Fidelity and authoritativeness

A basic assumption of logic-based approaches is that it is possible to create a logical

formalization of a given legal text that is a faithful and authoritative expression of

the text’s meaning.

Fig. 1 Jeffrey Meldman’s 1975
architecture for a conversational
legal reasoning system
contained the key elements used
in systems for legal analysis in
subsequent decades
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Three elements of this assumption can be distinguished: (1) that legal texts have a

determinate logical structure; (2) that there is a logical formalism sufficiently

expressive to support the full complexity of legal reasoning on these texts, and (3)

the logical expression can achieve the same authoritative status as the text from

which it is derived.

The assumption that legal texts have a determinate logical structure is at odds

with the observation that a single logical proposition may be expressed in

multiple distinct alternative natural-language constructions, and that a single

natural-language construction may have multiple logical interpretations.2 There

have been multiple efforts to develop conventions for ‘‘normalized’’ statutory

language such that a statute enacted in such a representation would have an

unambiguous logical structure, e.g., Allen (1982), but there have been only brief

episodes in which legislative bodies were persuaded to adopt such an approach,

e.g., Gray (1987). In the absence of such a convention, a logical representation

of a statutory rule is simply one interpretation among many possible

interpretations. The difficulty of reaching a consensus about the logical

interpretation of statutes is exacerbated by dissimilarity between the surface

form of statutory texts and the text’s underlying logical structure. Correct

interpretation of a given legal provision often requires knowledge of other parts

of an overall statutory scheme. Efforts to directly map from even the most

carefully structured statutes founder on conventions of statutory writing, such as

incorporation by reference and counterfactuals, that have no direct counterpart in

the syntax of typical formal logics (Sergot et al. 1986; Bench-Capon and Coenen

1992; Bench-Capon and Gordon 2009).

Even if a determinate logical interpretation of a legal text can be found, it

must be expressed in a formalism that supports the inferences needed to achieve

the legal task for which the text has been formalized. There is an extensive

Fig. 2 An architecture for legal
logic programming

2 This many-to-many mapping is the result, at least in part, of the many pragmatic functions of natural

languages beyond simply expressing propositional content.
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literature on logics specialized for the deontic, defeasible, and temporal

characteristics of legal reasoning and argumentation. However, there is no

consensus as to the most appropriate logic for a given task; instead, the choice is

an exercise in judgment.

Finally, the institutional imprimatur of a validly enacted legal text does not, in

general, extend to a formal logical representation of that text. Unless a legislature or

other law-enacting institution actually enacts a legal rule in logical, as opposed to

textual, form or decrees that a logical expression is to be treated as equivalent to a

legal text, a logical representation will remain simply one interpretation of the legal

text among many. Attorneys could argue that a given logical interpretation is

incorrect and that the conclusions of an automated legal reasoning system based on

that interpretation are therefore also incorrect.

In summary, the assumption that it is possible to create a logical formalization of

a given legal text that is a faithful and authoritative expression of the text’s meaning

is not justified. Instead, one can create various alternative logical representations

corresponding to alternative interpretations of the legal text. The particular logical

formalism can be chosen based on a trade-off between simplicity and optimality for

a given legal task, but the representation itself, and therefore all inferences drawn

from it, has no officially sanctioned status.

2.1.2 Practicality

Representing legal texts in formal logic is a highly specialized skill, requiring

insight into the subtleties of both legal writing and logic. The process is both labor-

intensive and error-prone. Because of these factors, formalization of legal texts in

logic has not yet been shown to be scalable to large or frequently changing legal

texts, but instead has typically been limited to boutique applications in which there

is a small set of relatively stable rules and the investment required for representation

in legal form can be amortized across a great many users.3

2.2 The language gap

A second challenge to logic-based approaches arises from the gap between the

abstract legal terms-of-art and ordinary discourse. Even if legal rules are formalized

with perfect fidelity, the terms in the rules are typically impossible for a layperson to

interpret. Contrast, for example, the description that a layperson might use to pose a

legal query from the terms into which an attorney would reformulate this query:

Lay Person
The bookkeeper at my job didn’t give me my paycheck last month. Instead,

she signed my name on it, cashed it, and left town. I don’t know where she

went. I asked my boss to give me a new check for my salary, but he said that

he had already paid me once and that he didn’t have to pay me again. He says

3 For an example of an attempt to scale up formalization of legislation, see (van Engers and Nijssen

2014).
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that if anyone owes me the money, it is the bookkeeper. Is he right that he

doesn’t owe me my wages anymore?

Attorney
Under Article 3 of the Uniform Commercial Code, is a payer’s obligation to a

payee discharged by a negotiable instrument if the negotiable instrument is

paid to a third party over a forged endorsement?

A legal reasoning system for negotiable instruments under Article 3 of the Uniform

Commercial Code (UCC) would consist of logical expressions containing terms like

‘‘discharge of obligation,’’ ‘‘forged endorsement,’’ and ‘‘payer’s obligation,’’

reflecting the language of the UCC. A system for negotiable-instruments law with

the architecture depicted in Fig. 2 could be usable by attorneys but would be

incomprehensible to a lay person unfamiliar with the UCC’s technical language.

2.2.1 Open texture

The gap between legal terms of art and ordinary discourse goes much deeper than lay

persons’ unfamiliarity with legal terminology. Legal concepts are characterized by

‘‘open texture,’’ e.g., vagueness (‘‘manifestation of assent’’), variable standards (‘‘due

care,’’ ‘‘a reasonable time’’), defeasibility (the rule against motor vehicles in the park

may not apply to ambulances), and ambiguity (‘‘my son’’ used in the will of a person

with 2 sons). These complexities are not limited to legal concepts (Lakoff 1987), but

logic-based legal reasoning systems nevertheless require some approach to assigning

truth values to legal terms that function as predicates in logical expressions.

Various approaches to open-texture have been explored. One approach is to

apply canons of construction, which are heuristics for interpretation of legal

provisions dating back to Roman law and elaborated over centuries of legal practice.

Applying canons of construction is a skilled legal activity, and attorneys can and do

argue about the applicability of competing canons (Brudney and Ditslear 2005). To

the best of my knowledge, no AI project has attempted to formalize the process of

selecting and applying canons of construction.

A second approach to open texture is to restrict the scope of the system to prima

facie reasoning, that is, assume that the facts to which the formalized rules are

applied constitute a clear case (Branting 2000a). In this approach, the output of the

system would come with an implicit proviso that the open-texture of the legal terms

might create counterarguments or even negate or invalidate the output. By contrast,

a fully agnostic approach would generate a set of alternative outputs corresponding

to alternative truth-value assignments to each legal predicate. This would produce

an unwieldy proliferation of alternative solutions.

Starting in the late 1980s, the dominant approach to open texture has been Case-

Based Reasoning (CBR), which involves evaluating whether a legal predicate is

satisfied by a given set of facts by comparing those facts to exemplars for which the

truth value of the predicate is known, either as a matter of institutional imprimatur,

as with legal precedents, or through consensus, as with prototype cases. Fact

situations that resemble both positive and negative instances of a legal predicate

give rise to competing analyses under this approach, but unlike the fully agnostic
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approach, differences in degrees of similarity give rise to a natural ordering of the

persuasiveness of case-based arguments.

While CBR is a principled approach to the problem of reasoning about open-

textured legal terms and has been demonstrated to lead to accurate legal analyses,

current and previous CBR systems take as input not natural language, but formal

representations painstakingly engineered to facilitate computational comparison

between cases, such as factors (Aleven and Ashley 1996) or semantic nets (Branting

2000b).4 As with representing legal rules in logic, representing cases in represen-

tations specialized for CBR requires a specialized combination of legal and AI

skills, is laborious and error-prone, and has therefore not been scalable.5

2.3 Institutional approaches

Despite many successful small-scale demonstrations of legal problem solving by

logic-based systems, the challenges of establishing fidelity and authoritativeness,

the necessity of large amounts of highly specialized human expertise, and the gap

between legal language and ordinary discourse has prevented large-scale develop-

ment or adoption of logic-based legal systems. However, the first of these three

problems could be addressed by institutional changes under which rule-enacting

bodies (e.g., legislatures or regulatory bodies) enacted rules in logical, computer-

executable form. This could be accomplished either of two ways: (1) through an

officially sanctioned text-to-logic compiler together with a rule editor that restricted

the syntax and vocabulary of rules to expressions parseable by the rule editor; or (2)

enacting rules in logical, computer-executable form together with an officially

sanctioned logic-to-text realizer. By producing officially sanctioned rules, either

approach could open the door to improved legislative and regulatory consistency

(e.g., logical evaluation of consistency with existing rules or automated evaluation

with prototype cases intended to be covered by new rules), improved voluntary

compliance, since executable rules could be used by members of the public to test

alternative actions or situations, and improved administration, since the consistency

of procedures, forms, websites, and other entities that mediate between rules and

citizens could be subject to formal verification.

Unfortunately, the idea of enactment of rules in executable form is, for the most

part, incomprehensible to rule-making bodies. Experiments with enactment of rules

in executable form are likely to come only when there are well-publicized projects

that demonstrate the benefits of automated interpretation of legal rules. Moreover,

this institutional reform does not address the language gap; even if a set of logical

rules is an authoritative and faithful representation of the intention of the rule-

creating body and even if there are positive and negative exemplars of the legal

concepts in those rules, there will often remain a gap between problem-fact

descriptions and the language of rules or exemplars.

4 While there have been experiments in automating the extraction of predefined factors from curated

collections, e.g., Brüninghaus and Ashley (2001), this work depended on a pre-existing set of factors

manually engineered for each domain.
5 For a discussion of other approaches to open texture, see Bench-Capon and Visser (1997).
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3 The rise of data-centric legal systems

Recent advances in both Human Language Technology (HLT) and techniques for

large-scale data analysis (‘‘Big Data’’) have vastly increased capabilities for

automated interpretation of legal text. These advances have coincided with a rapid

expansion of interest in automated processing and understanding of legal texts on

the part of industry, government agencies, court personnel, and the public. The rapid

development of large-scale data analytics has attracted many researchers into legal

text analysis who have little familiarity with the aims or methods of more traditional

logic-based approaches.

As notionally illustrated in Fig. 3, data-centric approaches can, under some

circumstances, finesse the two key impediments to logic-based systems: rule

formalization and the language gap. However, as described below, data-centric

techniques typically address somewhat different legal tasks than logic-based

approaches; in general, they are better-suited for tasks that involve exploitation of

knowledge latent in legal documents and corpora or that require empirical or

statistical characterization of a case than tasks that depend on generation or analysis

of highly rule-governed discourse or documents.

Three areas of recent data-centric research can be distinguished: (1) case-

oriented, (2) document-oriented, and (3) corpus-oriented. Each will be described in

turn, followed by a discussion of opportunities for hybrid logical/data-centric

models.

Fig. 3 A data-centric approach can finesse the most challenging impediments to logic-based approaches
for some classes of legal tasks
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3.1 Case-oriented approaches

One strand of data-centric legal technology focuses on the significant characteristics

of cases considered as a whole, such as duration, costs, and potential awards or

punishments, and probability of success of claims, motions, or other pleadings. An

area of particularly active commercial activity is litigation assistance, that is,

providing information to improve the probability of success at trial. Often such

information takes the form of prediction of case events, such as the probability of

success of a given action as a function of particular attorneys, judges, courts, etc.

Recent startups marketing such predictive services include Lex Machina,6

LexPredict,7 and Premonition.8 These litigation-assistance tools are in the tradition

of a long history of proprietary prediction systems in the insurance industry, e.g.,

Peterson and Waterman (1985).

Prediction is often an important component of the legal advice provided by

attorneys. For example, an attorney’s advice to a client about whether a certain tax

shelter is legal or about the likelihood that a judge will find an argument persuasive

may be based on a combination of weighing the relative strengths of alternative

competing legal arguments and predicting the behavior of judges and other

participants in the legal disputes based on the attorney’s experience. Data-centric

prediction can thus be viewed as an automation of the component of an attorney’s

expertise that is based on experience. The driving force behind adoption of

predictive systems is the expense of corporate litigation. Even a small, competitive

advantage can be extremely valuable in, e.g., a high-stakes patent-infringement

case. Factors shown to be predictive include factors unrelated to the merits of the

case, such as the nature of the suit, attorneys, forum, judge, and parties, (Surdeanu

et al. 2011) as well factors that may be related to the merits, such as lexical features,

events, narratives, and procedural history [see discussion in Aletras et al. (2016)].

A limitation of predictive analytics is that a probability unaccompanied by a legal

justification is not useful for actually producing legal arguments, documents, or

discourse, although it may guide the decisions about what argument, document, or

discourse to create. The opacity of statistical or machine-learning-based decision

algorithms has led the EU to enable a ‘‘General Data Protection Regulation’’ that

guarantees the right to ‘‘an explanation of the decision reached after (algorithmic)

assessment’’ (Goodman and Flaxman 2016a).

On the positive side, predictive systems have the potential to compensate for

institutional biases that sometimes favor unnecessary litigation. A study by Loftus

and Wagenaar showed that attorneys systematically overestimated their probability

of success at trial (Loftus and Wagenaar 1988). More accurate information about the

expected costs and rewards of litigation could help clients make more informed

decisions about whether to go to trial or to settle.

6 https://lexmachina.com/ [Accessed: 27 November 2016].
7 https://lexpredict.com/ [Accessed: 29 November 2016].
8 https://premonition.ai/ [Accessed: 27 November 2016].
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3.2 Document-oriented approaches

A second strand of data-centric legal technology focuses on analysis of individual

documents.

3.2.1 Information extraction

Information extraction is the process of identifying named entities such as places,

persons, organizations, dates, claims, etc., as well as extracting more complex

information, such as events and narratives. A relatively mature technology,

information extraction has been applied to identify named entities in legal texts

(Dozier et al. 2010), legal claims (Surdeanu et al. 2010), and descriptions of events

and narratives giving rise to legal claims (Vilain 2016). Most approaches to

information extraction require annotated corpora to train the extraction models.

3.2.2 Automated summarization

An important work product in legal research consists of summaries of case facts,

decisions, and other legal documents. Case summaries are an important part of the

services delivered by legal publishers such as Lexis-Nexis and Thomson Reuters.

Traditionally, summarization is performed by junior personnel at law firms or

editorial staff at legal publishers.

While automated summarization has been an active research area for many years,

the most popular approach has been extractive summarization in which the

summary consists of a subset of the text in the original document. While this

approach has been applied to patent-claim analysis (Brügmann et al. 2014), it

appears in general to work much better for expository texts such as news article,

which have an inverted pyramid structure that separates summary text from

explanatory and background text, than for legal text genres characterized by

complex discourse structures.

More recent work focuses on abstractive summarization, an alternative approach

that selects content appropriate for a summary and combines it into coherent text.

One recent approach to abstractive summarization involves Deep Learning, i.e.,

neural network techniques (Rush et al. 2015). Legal Robot is a Silicon Valley

startup that is applying Deep Learning to legal text summarization.9 An alternative

data-centric approach harvests parenthetical descriptions that judicial opinions

routinely place after a citation to another case. The parenthetical descriptions of a

given case by citing cases are assembled into a single summary. This approach is

under development at the startup CaseText10 [as described by Pablo Arrendondo

and Ryan Walker in Branting and Conrad (2016)].

9 https://www.legalrobot.com/ [Accessed: 2 December 2016].
10 https://casetext.com/ [Accessed: 2 December 2016].
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3.2.3 Parsing statutory text

The bottleneck of manual representation of legal texts as logical rules, described

above, could be ameliorated if legal texts could be automatically parsed into

executable logical rules. Many factors make such parsing challenging, including the

distinctive vocabulary of law, the unique characteristics of legal texts (such as the

extreme length and syntactical complexity of legal sentences and deeply nested

bulleted lists), and a lack of consensus about the target representation into which

legal texts should be compiled.

However, recent work has suggest that, with the help of resources tailored for this

genre, extension of standard tools of the HLT community should make the

conversion of statutory text to machine-interpretable rules increasingly feasible

(Buabuchachart et al. 2013). Recent IARPA-sponsored work demonstrated how

statutory text can be parsed into a standard rule-markup representation, with the

biggest single apparent barrier being that there are no tree banks comparable to the

Penn Tree Bank11 for statutory text (Morgenstern 2014). For other recent efforts at

parsing statutory text, see Wyner and Peters (2011).

3.2.4 Predictive retrieval and form completion

Legal information retrieval is an essential part of modern legal practice. Two recent

projects demonstrate how modern text analytics can permit real-time interactive

retrieval of legal texts to operate predictively in the form of cognitive assistants.

Schwartz et al. (2015) have developed a Microsoft Word plug-in that uses Latent

Dirichlet Allocation (LDA) to identify and suggest prior authorities on the same

topic as the paragraph that the user is typing. The system is an intelligent citation

assistant that constantly updates its topic model of the document that the user is

writing and proactively searches for documents whose topic-model similarity

indicates relevance to the user’s topic.

Similarly, Proactive Legal Information Retrieval and Filtering12 is a system by

Brian Carver and Yi Zhang at the University of California at Berkeley that infers

models of the users’ interests from the query histories and uses these models to

anticipate the user’s next queries. Both projects illustrate how user modeling

through topic or goal detection can permit a system to anticipate, cache, and suggest

potential resources for achieving users’ document-oriented goals.

A related idea is to anticipate form-fillings actions to reduce the time and effort

necessary to complete forms. There is often redundancy among fields of documents

such that the value of the contents of one field may be predictable based on the

contents of other fields. Under these circumstances, supervised concept learning can

be used to infer values for and pre-populate text fields based on values in other fields

and on previous values.

11 http://www.cis.upenn.edu/*treebank/home.html. The Penn Treebank Project annotates naturally-oc-

curring text for linguistic structure.
12 http://citris-uc.org/ctrs-groups/project/proactive-legal-information-retrieval-and-filtering/.
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An early prototype of this approach was used in a cognitive assistant for routine

form completion described in Hermens and Schlimmer’s 1994 ‘‘Machine-learning

apprentice for the completion of repetitive forms’’ (Hermens and Schlimmer 1994).

Hermens and Schlimmer found that the best-performing algorithm reduced the

number of keystrokes required for form completions by 87% as compared to the no-

learning method.

3.3 Corpus-oriented approaches

The third strand of data-centric legal technology focuses on the properties of entire

collections of legal texts, including network structures, temporal and sequential

characteristics, and content distribution.

3.3.1 Network analysis

Individual legal rules seldom exist in isolation, but instead typically occur as

components of broader statutory, regulatory, and common-law frameworks

consisting of numerous interconnected rules, regulations, and rulings. Such systems

can be modeled as networks in which nodes represent rules, cases, or textual

divisions of legal authorities, such as sections of regulations or statutes, and edges

represent relationships between nodes, such as citations, amendment history, or

semantic relations, such as topical similarity.

There is an active legal network analysis research community, including

workshops on Network Analysis in Law (NAiL 2013; NAiL 2 2014; NAiL 3 2015).

A particularly active area of network analysis involves citation networks of judicial

decisions, such as U.S. Supreme Court decisions. Network metrics such as degree,

betweenness, and centrality can provide insights into the importance or influence of

particular decisions, the evolution of legal doctrine, and the behavior of, and

alliances among, judges (Chandler 2005).

Statutory citation network visualizations can be useful for multiple stakeholders

in the legal systems. For legislative drafters, regulated agencies, and citizens,

citation networks can provide a mechanism for visualizing complex structures at

multiple scales, including both the global structure and substructures relevant to

particular topics or domains (Bommarito and Katz 2009).

For agencies, typical applications include identifying subgraphs of citation

networks that correspond to the rules governing a particular scenario or domain,

e.g., the authority relationships among agencies and officials responsible for

responding to public health emergencies, or the network of regulations that might be

applicable to drone operations. For agencies governed by regulations that are

frequently amended, a network representation can help visualize the effects of

amendments as changes propagate through the citation network.

For legislative drafters, network visualizations can facilitated ‘‘copy-and-edit’’

operations whereby an existing regulatory scheme, e.g., for manned aircraft, can be

adapted for a different but related area, e.g., unmanned aircraft, and can help

identify provisions that should be modified to maintain consistency in response to a

given amendment.
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Citation networks are relatively easy to create. In common-law decision

networks, citations to prior cases and other legal authorities tend to be expressed

in a consistent fashion, with clear semantics (e.g., affirmed, reversed, followed, etc).

Similarly, citations between regulatory and statutory provisions are typically

syntactically clear, but the semantics of these links are typically not standardized

(Sadeghian et al. 2016).

However, the relationships most important for understanding the structure and

dynamics of statutory and regulatory systems are not necessarily the citation links.

Semantic or topical similarity, or applicability to similar legal entities, for example,

may be more important in many applications. For example, if one would like to

derive, or verify the correctness of, an administrative process governed by a set of

rules, the citation structure of the rules may be a weak proxy for the procedural or

administrative relationships created by the rules. Improved methods for deriving

such implicit relationships is an important issue for legal network research.

3.3.2 Argumentation mining

Argumentation mining consists of a set of techniques for detecting and extracting

discourse elements of individual texts or collections of texts related to justification,

disputation, or other aspects of argumentation (Mochales and Moens 2011). Most

argumentation-mining research has addressed non-legal genres, but interest in

mining legal arguments is growing rapidly (see, e.g., Savelka and Ashley 2016;

Walker et al. 2014; Nay 2016; Wyner et al. 2010).

3.3.3 Legal landscapes

A legal landscape is a global characterization of the state of the law relevant to a

given set of tasks. Understanding the legal landscape can be important for legal

planning and decision making. For example, a patent landscape is the collection of

existing patents relevant to (e.g., representing prior art similar to) a given topic.

Automated Patent Landscaping (Abood and Feltenberger 2016) addresses the task

of identifying all patents related to a given topic using a semi-supervised machine

learning model to prune an initial high-recall set of candidates down to a high-

precision subset.

A related problem is detection concept drift in legal concepts. This problem was

addressed by applying machine learning to cases manually represented as sets of

features in Rissland and Friedman (1995), but current language processing

technology is making unsupervised approaches to legal landscape analysis

increasingly feasible. For example, vendors of text-analytic-based litigation services

mentioned above, such as Lex Machina,13 market the ability to predict the likely

outcome of an action in a given litigation context based on a global analysis of the

prior outcomes of similar actions. While the academic research literature seems to

contain few examples of unsupervised legal landscape analysis, work in this area

may become increasingly common.

13 https://lexmachina.com/ [Accessed: 27 November 2016].
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3.3.4 Judicial database analysis

The transition from paper to electronic filing, which began in many jurisdictions in

the late 1990s, has transformed how courts operate and how judges, court staff

personnel, attorneys, and the public create, submit, and access court filings.

However, despite many advances in judicial access and administration brought

about by electronic filing, courts are typically unable to interpret the contents of

court filings automatically. Instead, court filings are interpreted only when they are

read by an attorney, judge, or court staff member.

A court docket is a register of document-triggered litigation events, where a

litigation event consists of either (1) a pleading, motion, or letter from a litigant, (2)

an order, judgment, or other action by a judge, or (3) a record of an administrative

action (such as notifying an attorney of a filing error) by a member of the court staff.

Docket events can be viewed as illocutionary speech acts: if well-formed and in the

right context, they change the state of the litigation and, potentially, the legal

relationships between the litigants.

Because documents are typically accompanied by metadata generated at the time

of filing (e.g., parties, court, judge, intended docket event, etc.) docket databases can

be viewed as large annotated corpora to which machine learning algorithms and text

analytics can be applied. The knowledge latent in these datasets may be as useful for

courts and the public as for attorneys.

Many of the predictive litigation services mentioned above make use of docket

databases purchased from the U.S. federal judiciary. However, courts themselves

are only in the early stages of exploiting this latent information to improve court

administration.

One application is filing-error detection, a significant issue for courts in which

electronic filing has replaced the docket clerks who formerly checked paper

submissions for accuracy and completeness. Text classification and information

extraction techniques have been applied to detect filing errors, such as filing a

document to a wrong case or as a wrong type (e.g., filing a motion as an order or an

exhibit as a separate filing event from the document to which it is attached) or

omitting critical information (Branting 2016).

Another application is improving court management by predicting resource

allocation factors, such as case duration, probability of settlement prior to trial,

probable trial duration, etc., from case-specific information such as cause of action,

amount in controversy, attorneys, parties, and, ultimately, the description of the

facts and issues in controversy.

3.4 The opacity of data-centric approaches

Data-centric approaches promise the benefits of scalability and obviation of

laborious human encoding of legal texts in logical formalisms. However, the

benefits come at the cost of decreased transparency and explanatory capability. As

mentioned above, the EU’s ‘‘General Data Protection Regulation’’ is intended to

guarantee an explanation for algorithmic assessment of rights (Goodman and

Flaxman 2016a, b). In the United States there has been controversy over use of
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recidivism risk assessment (Angwin et al. 2016) and sentencing models (Sidhu

2015) that are biased but whose opacity makes challenging their conclusions

impossible. There is active research both in understanding and reducing bias in

empirical models (Chouldechova 2016) and in making neural network models of

text analysis more comprehensible, e.g., Li et al. (2016). However, application of

data-centric models for adjudication or assessment of rights or penalties remains

quite problematical. Data-centric approaches may be better used as tools for

increasing the comprehensibility of legal texts and corpora and the predictability of

legal systems than as black-box components of those systems. Data-centric

approaches have the potential to increase access to justice and the predictability and

efficiency of legal systems, but are capable of misuse.

4 Legal tasks amenable to each technique

The relative merits of logic-based and data-centric approaches depend on the

particular legal problem-solving tasks to which they are applied. It is therefore

important to distinguish among the variety of different legal tasks.

The legal systems of democratic nations comprise a multiplicity of legal policies,

statutes, norms, and regulations. The complexity of the interactions among these

authorities and between these authorities and the behavior of citizens defies concise

summary. However, it is possible to enumerate some basic categories of tasks

relevant to the main stakeholders in the legal system, who include citizens, judges

and magistrates, attorneys, legislators and regulatory rule makers, government

agencies, scholars and teachers, and juries. A tentative assessment is proposed

below for each such category as to the degree to which one approach or the other is

likely to be more appropriate.

1. Analysis Among the first tasks proposed for automation was analysis,

determining and justifying the legal consequences of a given set of facts. Many

more complex legal tasks depend on the fundamental ability to draw legal

conclusions from facts based on a given set of rules. In the earliest systems,

analysis consisted of deduction over logical representation of legal rules and

facts. Later work, particularly in common-law domains, incorporated case-

based reasoning into the analytic process as an approach to grounding abstract

legal predicates in the specific case facts. In general, these case facts were

themselves represented in some logical formalism rather than in free text.

Since legal conclusions and justifications are ordinarily expressed in terms of

legal rules, legal analysis seems the ideal application for logic-based

reasoning. Data-centric approaches seem ill-suited except in the case of

evaluating a single legal predicate, in which case an explanation in terms of

relevant similarities and differences to exemplars (e.g., precedents) can

sometimes be acceptable.

2. Retrieval Information retrieval (IR) in the legal context consists of finding

legal texts useful for one of the other tasks in this enumeration.
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IR is probably the earliest application of data-centric techniques to legal

problem solving.

3. Prediction Predictability is a fundamental characteristic of well-functioning

legal systems (Lindquist and Cross 2017). The input to a typical prediction task

consists of case facts, claims, a forum, and other contextual information, such as

attorneys, judges, etc. Typical desired outputs include the likelihood that a claim

or motion will prevail, the expected judgment or award, or the case duration.

Prediction is a very natural and increasingly popular data-centric application, in

part because it can be framed as a classification or regression task, forwhich there

are very extensive resources. Since this requires nothing more than a corpus of

fact/outcome pairs, it is highly scalable but, depending on the inductive method,

may have negligible explanatory capability. However, predictions may be

acceptable simply on the basis of past accuracy of the predictive model. Logic-

based approaches to prediction typically require comparing the persuasiveness

of alternative justifications for a given legal conclusion. Human attorneys may

provide both types of explanation: empirical, based on past experience; and

logical, based on the relative persuasiveness of competing arguments.

4. Argument generation Legal discourse typically consists of arguments for or

against a given legal conclusion, because unsupported legal assertions have

little persuasive weight. Legal adjudication typically consists of the choice of

the most persuasive of two conflicting arguments. Many case-based reasoning

systems were designed to produce alternative arguments on a given legal issue.

The logical character of legal arguments makes this a task for which logical

approaches are currently much better suited. However, there is growing

interest in discourse generation using neural networks (see, e.g., Serban et al.

2016), so eventually these techniques may be applicable to argumentation, but

currently this seems to be solely the ambit of logic-based approaches.

5. Dialectical argumentation Some legal discourse, such a pleadings in court

cases, have a dialectical character in which each party asserts arguments in

response to prior assertions or arguments by the other party. This requires the

ability not just to generate a well-structured argument, but to recognize what

argument is appropriate at a given stage of discourse.14

Since dialectical argumentation seems to require argument generation as a

subtask, one might think that it is even less amenable to data-centric

approaches. However, there are some cases in which empirical analysis is

informative. For example, sequences of court pleadings can be analyzed using

sequence models, such as Conditional Random Fields (Lafferty et al. 2001), to

learn the most likely next event or the event most likely to lead to a given

outcome. So, both logic-based and data-centric approaches may be appropriate

to dialectical argumentation, the former addressing the precise logical

character of the individual argumentation steps, the latter on the regularities

that can be induced from collections of dialectics.

14 See Prakken (2005) for a review of the history of argumentation schemes in automated legal

reasoning.
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6. Document drafting Much of the work product of attorneys typically consists

of creating individual documents to achieve legal goals, e.g., pleadings, trust

instruments, wills, contracts, orders, or decisions (Lauritsen and Gordon

2009).

Past AI models of document drafting have been logic-based. As mentioned

above, discourse generation through neural networks is in its infancy. Recent

work on inducing document plans from corpora for use in generating new

documents is a promising development that may enable data-centric methods

to contribute to the document drafting task (see, e.g., Konstas and Lapata

2013).

7. Planning An important activity of many attorneys is structuring transactions

or enterprises to achieve particular legal goals, such as reducing taxes or

conveying ownership.

In general, legal planning appears to be a highly rule-governed activity,

requiring logical representations of both legal rules, states, and actions

(Sanders 1994). Recent work has demonstrated how plans for tax evasion and

for detecting tax evasion can be developed by genetic algorithms (Hemberg

et al. 2015). However, the chromosomal representations in this project were

manually engineered, so this approach is a kind of hybrid of symbolic and

inductive techniques.

8. Legislative drafting Legislative drafting often involves changes to large and

complex statutory or regulatory texts that comprise many interacting

provisions. Crafting an amendment to a legislative text requires understanding

how the changes will effect other provisions so that the goals of the changes

can be achieved while maintaining consistency with the rest of the text.

As discussed above, network models of legislation, e.g., Koniaris et al. (2015),

are an area of active research. The full potential of these models is still being

explored, but network analysis promises improved analysis and consistency-

checking for legislators.

9. Trend analysis Identifying past and predicting future changes in legal

doctrine or outcomes.

Trend analysis is a paradigmatic application of data-centric techniques, since it

involves temporal analysis over many examples rather than logical inference.

Most current work in this area appears to be in the area of litigation support,

discussed above.

10. Adjudication Resolving conflicting claims based on factual evidence and

legal arguments constitutes the task of adjudication. There are human-rights

and jurisprudential reasons that adjudication should remain a matter of human

discretion. However, routine disputes can often be settled inexpensively

through automated Alternative Dispute Resolution (ADR) techniques. If the

decision in an adjudication can be anticipated, proposed work products such as

proposed orders can be pre-drafted, increasing administrative efficiency.

One approach to decision support for adjudication makes use of logical models

of the rules that the adjudicator will apply. For example, a decision support

system can back-chain from a top-level adjudicate goal, querying the

adjudicator at each decision point and either instantiating a document
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template with values gathered during the inference process (Pethe et al. 1989)

or constructing the document through unification as a side effect of the

inference (Branting et al. 1998; Branting 1998). An alternative, data-centric,

approach organizes and analyzes data relevant to a decision, highlighting the

similarities and differences between the instance case and prior cases (Schild

1998; Tata 1998). More modern data-centric approaches have the potential to

inform adjudicators about relevant aspects of a case’s record and context, in

much the same way that data-centric litigation support tools can greatly

enhance the insight of litigators into a case.

11. Legal document auditing and quality control The widespread adoption of

electronic case management systems has greatly improved the efficiency of

document handling. However, by eliminating docket clerks who formerly

checked filings for completeness and correctness, electronic filing introduces a

small but steady stream of erroneous documents into court dockets. Manually

auditing these documents is tedious for staff and expensive for court

administrators. Automating the detection of document filing errors would

significantly improve court administration.

Data-centric approaches are a promising approach to automated error

detection. As discussed above, court dockets can be treated as annotated

corpora. Models induced from prior audit actions can be used to detect new

errors, significantly reducing courts’ audit loads. Error detection at submission

time can reduce the number of errors reaching the audit staff and can reduce

the frustration and delays experienced by attorneys as a result of inadvertent

filing errors.

5 Conclusion

This paper has contrasted the capabilities and limitations of logic-based and data-

centric approaches to legal problem solving. The previous section distinguished

representative tasks for which the logic-based approach is more suitable from those

for which the data-centric approach is preferable. The larger theme of this

discussion, however, is that these two approaches are complementary. Many forms

of legal argumentation and discourse are structured around precise rules that are

modeled well by logic. Other aspects of legal problem solving, such as grounding

the semantics of legal terms in the language of ordinary discourse, identifying

global characteristics of systems of laws, or predicting legal events, have no natural

fit within the logical framework but are better suited to empirical analysis.

However, many tasks could benefit from both approaches. Figure 4 sets forth a

notional model in which the AI and law model for legal analysis proposed by

Meldman in the 1970s is updated in two ways. First, logical representations of rules

are created by a ‘‘logic-aware’’ rule editor that gives rise to an authenticated logical

representation of the rules intended by the drafters. Subgoals arising from inference

over this representation, consisting of legal concepts or predicates, are evaluated on

the basis of an inductive model consisting either of exemplar-based reasoning over
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legal precedents expressed in text or of models induced from such precedents. In

this approach, data-centric reasoning would bridge the language gap between legal

precedents and problem descriptions, while understandable and persuasive justifi-

cations were produced from the legal rules.

Use of data-centric methods to evaluate predicates arising in legal rules seems

currently to be a much more achievable goal than a logic-aware rule-drafting tool

carrying an official imprimatur. In the near term, hybrid systems may be developed

that are similar to previous hybrid rule/CBR systems except that they will not

require the manual case representation of, e.g., Ashley (1990), Rissland and Skalak

(1991), and Branting (2000b). This means that they will be scalable with respect to

new precedents even though conversion of rule texts into a logical representation

would continue to be manual.

In the meantime, the financial rewards to developers of data-centric systems are

such that development in this area is likely to continue apace. It will be the

Fig. 4 Logic-based and data-centric approaches play complementary roles in a hybrid model of legal
reasoning
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challenge of the AI and law community to integrate these new technologies with

older logic-based techniques to fully exploit the complementarity of the two

technologies.
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