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Abstract In order to design and implement electronic institutions that incorporate

norms governing the behavior of the participants of those institutions, some crucial

steps should be taken. The first problem is that human norms are (on purpose)

specified on an abstract level. This ensures applicability of the norms over long

periods of time in many different circumstances. However, for an electronic insti-

tution to function according to those norms, they should be concrete enough to be

able to check them run time. A second problem is that norms describe which

behavior is desirable and permitted, but not how this is achieved in an institution. In

the ‘‘real world‘‘ regulations often indicate procedures for implementing and

enforcing the law. Likewise we should devise means to annotate the norms with

practical aspects such as enforcement mechanisms, sanctions, etc. in order to get

requirements for an institution that will enforce norms (by either constraining

behavior within the norms or reacting to violation of the norms). The choice of

which kind of mechanism is chosen is not a normative one, but usually based on

criteria of efficiency and/or feasibility of the mechanism. In this paper we present

our view on how to approach these problems and other related issues to be solved in
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order to develop e-institutions capable to operate in complex, highly regulated

scenarios.

Keywords Multi agent systems � Electronic institutions � Norms �
Norm enforcement

1 Introduction

Internet, as an extension of the real world, is affected by the regulations of one or

several countries on activities carried out through the web. For instance, Electronic

Commerce activities between two parties are regulated by the law of the parties’

countries plus international commerce treaties. In the Health Care field, highly

regulated, the citizens’ rights are precisely defined and regulated by national and

international laws. How to make sure that such norms and regulations are met on the

activities and information exchanges through Internet? How to create mechanisms

to enforce norm compliance, and therefore, increase trust between individuals and

companies?

In most software and agent methodologies, these external regulations, along with

the internal norms and regulations of the organization to be modelled, are seen only

as extra requirements in the analysis phase of the system. If either the external or the

internal regulations change (as they usually do from time to time), it becomes very

hard to track all the changes to be done in the implementation, as there is no explicit

representation of the norms and regulations, but a chain of design decisions that

were guided by the norms’ requirements (i.e., if norms are embedded in the agents’

design and code, all the design steps have to be checked again and all the code

verified to ensure compliance with new regulations). The alternative is to have an

explicit representation of the norms.

Research on Distributed Artificial Intelligence has created the concept of

Electronic Institutions. As their human counterparts, an Electronic Institution is an

entity defining a set of norms over the behavior of individuals inside the institution.

Recently, research in electronic institutions has focused on the use of Software

Agent technology. An Agent-Mediated Electronic Institution (e-institution for short)

belongs to a new and promising field where interactions between a group of

(software) agents are regulated by means of a corpora of explicit norms, expressed

in a computational language that agents can interpret. An e-institution (Dignum and

Dignum 2001; Esteva et al. 2001) is a safe environment mediating in the interaction

of agents. The expected behavior of agents in such an environment is described

by means of an explicit specification of norms, which is (a) expressive enough,

(b) readable by agents, and (c) easy to maintain.

1.1 Challenges in the field

In our view, there are basically four issues to be solved in order to successfully

design e-institutions in complex, highly regulated scenarios:
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I1 Abstractness of human regulations: Human regulations are written in a very

abstract way, open to several interpretations to make the legal text stable for a

long time. This abstraction poses a problem when trying to implement them on

computers, where meanings should be precise and unambiguous.

I2 Operationalisation of norms: Usually norms are formally specified in languages

based in deontic logic, which is expressive enough to cover some of the

concepts that appear in regulations (obligations, permissions, prohibitions), has

formal semantics and allows the verification of sets of norms. However,

deontic-based languages are declarative in nature and do not fully express the

operational impact of the norms in the behavior of the multiagent system.

I3 Implementation of norms from the institutional perspective: Agent platforms

should be extended with mechanisms to detect attempts from the agents to

break the norms. This issue is not only relevant in open scenarios where non-

trusted agents may enter into the platform, but also in scenarios with trusted

agents, as sometimes these agents may break the norms unwillingly (e.g., not

detecting that a norm applied in a given situation).

I4 Methodology to design electronic institutions: Although there are some toolkits

and some frameworks to build electronic institutions, currently there is no

methodology which covers all the aspects, from the specification of the abstract

norms to the connection with their implementation, both from the institutional

and the agent viewpoints.

In our opinion, all four issues above are very important to create agent-mediated

electronic institutions able to take into account domain regulations during the design

phase and also to enforce compliance of agent behavior to those regulations during

run-time. Depending on the characteristics of the application domain (openness,

frequency of regulations’ change, potential negative impact of breaking a norm)

some of these issues will be more or less relevant. For instance, in the Health Care

domain, some norms may be breakable without harm to a given patient, while others

may endanger the patient’s health. An additional issue would be to have agents

which can understand a given set of norms and be able to reason the suitability of

their behavior against the norms. Although it would be desirable to have such agents

it is not crucial for the success of e-institutions, as by issue I3 regulations’

compliance is ensured by the institution, and we cannot assume in an open scenario

that all agents interacting within an e-institution would be capable of normative

reasoning to self-ensure proper behavior.1

The rest of the paper is organized as follows. Our view on I1 is explained in Sect.

2. Our approach on I2 and I3 is explained in Sects. 3 and 4. Our view on I4 is briefly

explained in Sect. 5. Finally in Sect. 6 we summarize our approach and point to

some ongoing work.

1 The reader interested in the issue of norm-aware agents can find more details in Castelfranchi et al.

(2000).
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2 Explaining abstractness in human regulations

In Dignum (2001), Vázquez-Salceda and Dignum (2003), it has been variously

stressed how the design of norm-governed multi-agent systems has to cope with the

inherent abstractness of norm formulations. Human regulations are usually written

in a quite abstract language and are open to interpretation. The main reason for this

is to cover with the same legal text the major number of cases and therefore be

stable for longer periods of time. This abstraction and capability of multiple

interpretations that are positive for humans pose a problem when trying to

implement them on computers, where meanings should be precise and unambig-

uous. Attempts in the past to build Legal Knowledge-Based Systems capable to

automate rules of interpretation for any situation had to confront the open texture of

norms (Hart 1994). In the case of e-institutions the open texture interpretation

problem is reduced by fixing a context for interpretation (the system does not need

to handle all possible interpretations of a norm, but the interpretation which is valid

in the context of the e-Institution). Therefore, when designers try to include the

norms in the design process of an e-Institution, at least two steps should be

performed:

– An interpretation of the norms in the context of the e-institution should be

provided (usually by close collaboration with legal experts on the domain), and

– Such interpretation should be then connected to the processes and structure of

the implemented e-institution.

The second step is explained in Sect. 3. First step of the problem can be distilled

in the question:

How are norms, which are specified by means of abstract terms (e.g.,

‘‘personal data which are not strictly relevant for the transplant activities
should not be included in the transplant data base’’), connected to norms

specified instead via more concrete ones (e.g., ‘‘data about age may be
included in the transplant data base’’)?

Our approach: In previous work (Dignum et al. 2002a, b) we have focused on the

formal definition of norms by means of some variations of deontic logic that include

conditional and temporal aspects (Broersen et al. 2004; Dignum et al. 2004), and we

provided formal semantics. However there are complex ontological issues to be

fixed in order to solve the open texture interpretation problem. Our view is that

Institutions provide structured interpretations of the concepts in which norms are

stated. To put it in a nutshell, institutions do not only consist of norms, but also of

ontologies of the to-be-regulated domain. For instance, whether something within a

given institution counts as personal data and should be treated as such depends on

how that institution interprets the term ‘personal data’.

This perspective on institutions, which emphasizes the semantic dependencies

between abstract and concrete norms, goes hand in hand with acknowledged

positions in the study of social reality and legal systems. In fact, institutions can be

seen as complex systems of norms, which consist of regulative as well as
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non-regulative components2, that is to say, which do not only regulate existing

forms of behavior, but they actually specify and constitute—via classification—new

forms of behavior. The abstractness of norms is precisely the effect of such a

‘‘constitution’’: non-regulative components of institutions connect concrete con-

cepts, such as ‘age’ to abstract ones such as ‘personal data’. The basic brick of this

constitution consists of statements of the following general logical form: ‘‘X counts
as Y in context C’’ (Searle 1995; Jones and Sergot 1993). Two ingredients are

displayed in this sentential form: a relation between two concepts X and Y, (for

instance, ‘age’ and ‘personal data’), and a relativization of it to a specific context C

(for instance, ‘national hospitals’)3. In Grossi et al. (2005b), (2005a), (2006), we

proposed, investigated and applied a framework for formally representing such

statements, where the relation between X and Y is interpreted as a standard concept

subsumption, but which holds only in relation to a context C: ‘‘age is a subconcept

of personal data in the context of national transplantation policies’’. Counts-as

statements are therefore studied as contextual subsumption relations: C : X � Y .

The key idea of the framework consists in tailoring the semantic machinery of

Description Logic (Baader et al. 2002), with the framework developed in Ghidini

and Giunchiglia (2001) to model context in logic. As a result, it becomes possible to

formally represent, in a framework based on computationally appealing logics, how

concepts expressed in the abstract language of the norms, can be related to concepts

belonging to more specific languages, and in particular, to the language used at the

implementation level.

In addition, this approach enables a further noteworthy feature consisting in the

possibility of representing a number of fundamental notions for the understanding of

contextual ontologies, such as the notions of core and penumbra of the meaning of a

concept which we borrowed from legal theory (Hart 1958) and which we formally

analyzed in Grossi et al. (2005b):

[Suppose a] legal rule forbids you to take a vehicle into the public park.

Plainly this forbids an automobile, but what about bicycles, roller skates, toy

automobiles? What about airplanes? Are these, as we say, to be called

‘‘vehicles‘‘ for the purpose of the rule or not? [...] There must be a core of

settled meaning, but there will be, as well, a penumbra of debatable cases in

which words are neither obviously applicable nor obviously ruled out.

The possibility of capturing these notions in a rigorous setting, allows to properly

represent the domain by ontologies that provide the connection from the abstract

terms in the human regulations to the ones used in the e-institution. As we will see

in Sect. 5, the creation of such ontologies should be a key aspect during the formal

specification process of the regulations (and the terms appearing in them) that will

impact the behavior of agents within the e-institution.

2 See for example, Ross (1968), Alchourrón and Bulygin (1986), Jones and Sergot (1993), Bulygin

(1992) and Searle (1995).
3 The importance of the notion of context for specifying and representing institutions has been advocated

also in Dignum (2002), Vázquez-Salceda (2004).
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3 From declarative to operational

Current work on normative systems’ formalization (mainly focused in Deontic-like

formalisms (Lomuscio and Nute 2004)) is declarative in nature, focused on the

expressiveness of the norms, the definition of formal semantics and the verification

of consistency of a given set. The declarative aspects of norms are important to

check whether a given action or situation is permitted, obliged or forbidden (at a

certain moment). However, norms also have an operational aspect, as norms should

guide (or at least influence) the behavior of the agents. Although norms can be

implemented by just putting enough constraints on the behavior of the agents such

that the norms will never be violated, one has to define which constraints are to be

used exactly, and who (or what) will check that the constraints always hold.

Our approach: In our view, in order to implement norms it is not enough to

include a model-checking module by, e.g., implementing a theorem prover that,

using the norms semantics, checks whether a given interaction protocol complies

with the norms. The implementation of norms should also consider (a) how the

agents’ behavior is affected by norms, and (b) how the institution should ensure the

compliance with norms. The former is related to the implementation of norms from
the agent perspective, by analyzing the impact of norms in the agents’ reasoning

cycle (work on this perspective can be found in Boella and van der Torre (2004),

Boella and van der Torre (2004), Castelfranchi et al. (2000)). The latter is related to

the implementation of norms from the institutional perspective, by implementing a

safe environment (including the enforcing mechanisms) to ensure trust among

parties.

As we discussed in Vázquez-Salceda et al. (2004), we need to specify the

operational semantics of the norms to ensure this institutional perspective of norms.

In general an operational semantics for norms always comes down to either one of

the following: (1) Defining constraints on unwanted behavior; or (2) Detecting
violations and reacting to these violations.

The choice between these two approaches is highly dependent on the amount of

control over the addressee of the norms. Preventing unwanted behavior can only be

achieved if there is full control over the addressee (as the constraints are

programmed into the agents beliefs and goals); in cases where such control is

lacking one should define and handle violations. As we assume the external agents

to be black-boxes, i.e., the internal states of the agents cannot be observed nor

controlled, we will focus on the latter method of enforcement.

In order to detect and react to violations, norms need to have a declarative as

well as an operational meaning. For this purpose we extend normal deontic

representations of norms with extra fields to express the operational aspects of the

norm. For expressing the declarative part of the norm any kind of deontic logic

can be used, however, since the norms need to be useable by agents, a machine-

readable format should be used. We proposed in Vázquez-Salceda et al. (2004) to

use the following format for expressing norms that can be conditional or have

temporal aspects:
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Definition 1 (Norm Condition)

NORM CONDITION :¼Nða; ShIFCiÞj
OBLIGEDða ENFORCEðNða; ShIFCiÞÞÞ

N :¼OBLIGEDjPERMITTEDjFORBIDDEN

S :¼PjDO AjP TIME DjDO ATIME D

C :¼ formula

P :¼ predicate

A :¼ action expression

TIME :¼BEFOREjAFTER

This machine-readable declarative representation lacks operational meaning, as it

includes no information about violation management, detecting the activation and

deactivation of norms, and responses to violations of norms. These elements are

necessary for the implementation of norm enforcement as the process of

enforcement is composed of the following sub-processes:

(a) The detection of when a norm is active,

(b) The detection of a violation on a norm, and

(c) The handling of the violations.

Before it can be determined whether a norm is violated, it has to be checked

whether the norm is actually active. Detecting the activation of the norm (when

the condition C holds) and the deactivation of the norm (when predicate P or

action A is fulfilled or C does not hold) are related to the declarative meaning of

the norms. An additional issue is to establish the allowed reaction time between

the activation and deactivation of obligations, i.e., the time that is allowed for the

completion of the obligation when it becomes active but when the reaction time

has passed.

Deadlines represent a special case in the implementation of conditional norms, as

they are not that easy to check. Deadlines require a continuous check (second by

second) to detect if a deadline is due. If the institution has lots of deadlines to track,

it will become computationally expensive. We proposed in Vázquez-Salceda et al.

(2004) to include within the agent platform a clock trigger mechanism that sends a

signal when a deadline has passed. The idea is to implement the clock mechanism as

efficiently as possible to avoid burden on the agents.

The second sub-process of the enforcement is about detecting the actual violation

of the norm (for which the norm must be active). In an agent platform with several

agents performing different actions at the same time, a question arises on how to

implement the detection of the occurrence of actions. The agents enforcing norms

may become overloaded on trying to check any action at any time. To solve this

problem we proposed in Vázquez-Salceda et al. (2004) to create two platform

mechanisms: (1) a black list mechanism of actions to be checked, and (2) an action
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alarm mechanism that triggers an alarm when a given action on the black list

attempts to start or is done. This trigger mechanism has to do no further checks, only

to make sure the enforcer agent is aware of the occurrence of the action. The action

alarm can only be done with actions defined in the e-institutions’ ontology.

It is easy to see that a protocol or procedure satisfies a norm when no violations

occur during the execution of the protocol. The real problem in norm checking lies,

however, in determining when that violation occurs. For instance, in criminal

investigations, a police officer should not have more (sensitive or private)

information than needed for the investigation. So an officer is doing fine as long

as no violation occurs (i.e., he does not have unneeded information). The real

problem is that the ‘‘need for information‘‘ is difficult to ascertain, unless the system

is implemented in a way where, e.g., officers should indicate how the requested

information contributes to a given case. In some cases this could be formally

checked at run-time, while in other cases it might be marked as ‘to be checked’ and

then checked by people afterwards.

Therefore, the implementation of norm enforcement is dependent on two

properties of the checks to be done: (a) the checks being verifiable (i.e., a condition

or action that can be machine-verified from an institutional point of view, given the

time and resources needed) and (b) the checks being computational (i.e., a condition

or action that can be checked on any moment in a fast, low cost way). Using these

two properties, we can analyse their impact on the implementation of norm

enforcement (explained in more detail in Vázquez-Salceda et al. (2004)):

– Norms computationally verifiable: Verification of all predicates and actions can

be done easily, all the time.

– Norms not computationally verifiable directly, but by introducing extra
resources: The condition or action is not directly (easily) verifiable, but can

be so by adding extra data structures and/or mechanisms to make it easy to

verify. The action alarm and clock trigger mechanisms are examples of extra

resources.

– Non-computationally verifiable: The check can be machine-verified but it is too

time/resource consuming to be verified at any time. Verification should not be

done all the time, but can be delayed, done periodically or at random.

– Observable from the institutional perspective, but not machine-verifiable: That

is, verifiable by other (human) agents that have the resources and/or information

needed. Such checks should be delegated appropriately.

– Indirectly observable from the institutional perspective: These can be internal

conditions, internal actions (like reasoning) or actions which are outside the

ability of the system to be observed or detected. To solve this, other observable

conditions or actions might be found and used to (indirectly) detect a violation.

The declarative norm representation of definition 1 is extended using these

operational aspects to encapsulate the operational meaning of the norm. This gives

us the following norm frame:
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Definition 2 (Norms)

NORM :¼NORM CONDITION

VIOLATION CONDITION

DETECTION MECHANISM

SANCTION

REPAIRS

VIOLATION CONDITION :¼ formula

DETECTION MECHANISM :¼faction expressionsg
SANCTION :¼PLAN

REPAIRS :¼PLAN

PLAN :¼ action expressionj
action expression; PLAN

In this format, the norm condition-field is denoting when the norm becomes

active and when it is achieved. The violation condition is a formula derived from the

norm to express when a violation occurs (e.g., for the norm OBLIGEDðða;PÞ IF CÞ
this is exactly the state when C occurs and P does not, that is, the state where the

norm is active, but not acted upon). The detection mechanism is a set of actions that

can be used to detect the violation. The set of actions contained in the sanction-field

is actually a plan which should be executed when a violation occurs (which can

contain imposing fines, expulsing agents from the system, etc.). Finally, the repairs
contains a plan of action that should be followed in order to ‘undo’ the violation. An

example of an annotated norm is shown in Fig. 1.

4 Implementing norms

Given the operational representation of a norm, how does one proceed to

implementing that norm in an e-institution (such as ISLANDER, Esteva et al.

Fig. 1 Example norm
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(2001))? What elements in the e-institution are needed for this implementation,

given that the norm enforcement is supposed to be done by a distributed set of

(internal) agents? And how do the norms represented in the formalism of definition

2 translate to these enforcement mechanisms?

Our approach: The ISLANDER formalism (Esteva et al. 2001) provides a formal

framework for institutions (Rodrı́guez-Aguilar 2001). This formalism views an

agent-based institution as a dialogical system where all the interactions inside the

institution are a composition of multiple dialogic activities (message exchanges).

The messages (or illocutions) are structured through agent group meetings called

scenes that follow well-defined protocols. Furthermore, the AMELI platform

(Esteva et al. 2004a) allows the execution of e-institutions, based on the rules

provided by ISLANDER specifications, wherein external agents may participate.

To implement norm enforcement in the ISLANDER framework, we need to

introduce mechanisms for detecting violations and expressing the actions that have

to be taken by the internal agents upon the detection of a violation (i.e., the

sanctions and repairs). The former is done by specifying integrity constraints
(derived from Esteva et al. 2004b), which are used by the system to detect and

register the violations of norms. The latter is expressed by dialogical constraints,

which are in fact obligations to the enforcers to execute the sanctions and repairs

once a violation has occurred.

Definition 3 Integrity constraints are first-order formulae of the form

n̂

i¼1

utteredðsi;wki
; iliÞ ^

m̂

j¼0

ej

 !
! ?

where si are scene identifiers, wki
is a state ki of scene si, ili is an illocution scheme li

of scene si and ej are boolean expressions over variables from illocution schemes ili .
Integrity constraints define the set of states that should not occur within the e-

institution. They express that a certain combination of illocutions (actions) and

expressions lead to a violation of a norm. Integrity constraints are derived from the

norm frame of definition 2, as the violation condition of the norm frame expresses

exactly the left-hand side of the constraint.

Definition 4 Dialogical constraints are first-order formulae of the form:

n̂

i¼1

utteredðsi;wki
; i�liÞ ^

m̂

j¼0

ej

 !
)

n̂0

i¼1

utteredðs0i;w0ki
; i0�li Þ ^

m̂0

j¼0

ej

 !

where si, s0i are scene identifiers, wki
, w0ki

are states of scenes si and s0i respectively, i�li ,
i0�li are illocution schemes li of scenes si and s0i respectively, and ej, s0i are boolean
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expressions over variables from illocution schemes ili . These boolean expressions

can include functions to check the state of the institution.

The idea of dialogical constraints is that it expresses an obligation to the

enforcers. A dialogical constraint expresses that if a certain situation (expressed at

the left hand side of the constraint) arises, namely the violation of a norm (i.e., the

violation condition of definition 2 holds), the enforcer is obliged to see to it that a

series of actions is performed (expressed at the right-hand side of the constraint).

The integrity constraints and dialogical constraints introduced in the previous

definitions are the building blocks for operationalising norms in the ISLANDER

framework. Integrity constrains are implemented in the infrastructure of the e-

institutions, thereby providing the means to detect violations of norms, where

dialogical constraints are implemented in enforcing agents which use them to

determine the illocutions that should be uttered when a norm has been violated.

In order to connect the annotated norms in Sect. 3, all the observable events and

actions appearing in the norms should be mapped into utterances. For instance a

norm such as OBLIGEDðða DO AÞ IF CÞ should be translated into

OBLIGED ðutterðS;W ; IÞ IF CÞ taking into account that the state S and world W
of the e-institution will correspond to the applicable state meant by the norm, and

that I is an illocution performed by a to implement A. More details on this

translation process can be found in Garcı́a-Camino et al. (2005).

5 A methodology for electronic institutions

Comprehensible methodologies to design electronic institutions must be able to

describe the characteristics of a normative environment (its regulations, its

constraints, its organizational structure and its domain language). These method-

ologies should also guide the translation process from the human regulations to the

final mechanisms implemented to enforce the norms in the agent platform.

Furthermore, each step of the process should have properly defined formal

semantics. Although there are currently some toolkits and some frameworks to build

electronic institutions, currently there is no methodology which covers all the

aspects, from the specification of the abstract norms to the connection with their

implementation (both from the institutional and the agent viewpoints), including the

mechanisms to enforce them.

Our approach: In previous work we have presented OMNI (Organizational

Model for Normative Institutions), an integrated framework for modeling agent

organizations that allows the balance of global organizational requirements with the

autonomy of individual agents. OMNI also integrates the norms that regulate

interaction between agents, as well as the contextual meaning of those interactions

into one framework. OMNI is composed by three dimensions: the Normative

Dimension, the Organizational Dimension and the Ontological Dimension (Fig. 2).

When applying OMNI for the design of e-institutions, the design process is

divided in three abstraction levels (the Abstract Level, the Concrete Level and the

Implementation Level), which ease the transition from the very abstract human
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norms and regulations to the very concrete interaction protocols and enforcement

procedures implemented in the system.

The Abstract Level is the first step in the process. In order to make a requirement

analysis of the problem the statutes of the institution to be modelled are defined.

Such statutes are composed by:

– A set of the overall objectives of the institution (in the form of goal statements),

– A set of values (in the form of abstract normative statements) that direct the

fulfilling of the objectives, and

– The context where the organization performs its activities.

The analysis of the context is important in those scenarios where the behavior of

the agents in the electronic institution should comply with regulations and

restrictions that are imposed by the context. In these cases the ontologies already in

use in the context should be identified, along with any set of regulations that may

affect the behavior of the electronic institution. The Abstract level includes a model

ontology, which is a meta-ontology defining all the concepts of the framework itself,

such as norms, rules, roles, groups, violations, sanctions and landmarks.

The Concrete Level specifies the analysis and design process, starting from the

abstract values and objectives defined in the previous level, refining their meaning

in terms of norms and rules, roles and concrete ontological concepts. In this level

the three dimensions are highly inter-connected: norms and rules in the normative

dimension influence the roles, groups and scenes in the organizational model, while

all terms are defined in the ontological dimension (see Fig. 3).

It is in this level where the full list of norms is created, following the annotated

format presented in Sect. 3. In parallel the Concrete Domain Ontology is constructed,

handling ontological abstractness by means of the counts-as relationship as described

in Sect. 2. It is important to note the key role of this ontology, as it gives formal

semantics to the terms that appear not only in the norms and rules but also in the

definition of the roles, the groups and the actions available within the e-institution.

The Implementation Level describes the implementation of the design in a given

multi-agent architecture, including the mechanisms for role enactment, the

Fig. 2 The OMNI framework
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mechanisms for norm enforcement and the implemented ontologies. As we

explained in Sect. 4, we use the AMELI platform for execution of e-institutions, so

in this level (1) all actions and events in the norms should be translated into

utterances and events that can be handled by the AMELI platform, (2) the Social

and Interaction Structures should be mapped into roles, scenes and scene scripts in

the ISLANDER framework, (3) the Concrete Domain Ontology should be mapped

into the Procedural Domain Ontology and the Specific Communication Acts

Ontology (the ontologies to be used at run-time), including the aforementioned

mapping of actions into utterances.

6 Conclusions & ongoing work

In this paper we have presented our view about the issues to be solved in order to

develop successful electronic institutions, able to operate in highly regulated

environments, and we have described our approach on each of them. In short, the

solution to the open texture of norms consists on the definition of the context of use

of the norms (the e-institution), which fixes the interpretation of the norms. The

interpretation step is not trivial, but as it is bounded to a given context, an ontology

precisely defining an unambiguous interpretation can be defined with the help of

legal experts in the domain. Then the declarative aspects of norms should be

extended with operational descriptions specifying how norms are checked, and how

detected violations to these norms should be handled. Finally norms should be

implemented from the institutional perspective by providing operational norm

enforcement mechanisms connected to the norms’ operational descriptions. The

complexity in all these steps in the e-institutions design process requires also the

creation of methodologies guiding the designer and covering all the aspects, from

the abstract norm specification to the connection with their implementation.

Most of the work presented in this paper is on-going, and we can summarize it in

the following research lines: (1) to define a formal language to specify norms for

Fig. 3 Connection between the multi-level ontology, the norms and the organization structure
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agents, a language should be expressive enough for complex, highly regulated

scenarios and machine-parseable; (2) to formally connect a specification of a set of

norms (in the above-mentioned language) with an operational specification of the

accepted behavior inside an e-Institution; (3) to formally define ontologies which

can cope with the abstractness present in human regulations, and which can properly

connect such abstract concepts with the concepts used in the e-institution

implementation; (4) to refine the OMNI framework to create a methodology and

the tools to support designers in the specification, analysis, design and implemen-

tation of e-Institutions for highly-regulated environments; and (5) to extend e-

Institutions platforms (such as AMELI) with the enforcement mechanisms needed

to check compliance of norms by the agents interacting in the platform.

Currently there is a close collaboration with the eInstitutions group at IIIA to

extend EIDE by introducing our norm model into ISLANDER, and adding

enforcement mechanisms to the AMELI run-time platform.
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