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Abstract
In this paper, we present a model of pathos, delineate its operationalisation, and 
demonstrate its utility through an analysis of natural language argumentation. 
We understand pathos as an interactional persuasive process in which speakers 
are performing pathos appeals and the audience experiences emotional reactions. 
We analyse two strategies of such appeals in pre-election debates: pathotic Argu-
ment Schemes based on the taxonomy proposed by Walton et  al. (Argumentation 
schemes, Cambridge University Press, Cambridge, 2008), and emotion-eliciting lan-
guage based on psychological lexicons of emotive words (Wierzba in Behav Res 
Methods 54:2146–2161, 2021). In order to match the appeals with possible reac-
tions, we collect real-time social media reactions to the debates and apply sentiment 
analysis (Alswaidan and Menai in Knowl Inf Syst 62:2937–2987, 2020) method 
to observe emotion expressed in language. The results point to the importance of 
pathos analysis in modern discourse: speakers in political debates refer to emotions 
in most of their arguments, and the audience in social media reacts to those appeals 
using emotion-expressing language. Our results show that pathos is a common strat-
egy in natural language argumentation which can be analysed with the support of 
computational methods.
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1  Introduction

Appeals to emotions have accompanied argumentation since the dawn of rheto-
ric. Following the introduction of the Aristotelian triad of logos, ethos, and pathos 
(Aristotle 2004), it has been recognised that the persuasive power of public speech 
can derive not only from the strength of the arguments or the trustworthiness of 
the rhetor but also from the ability to elicit, ignite, and regulate the emotions of the 
audience.

In modern argumentation studies, the place of emotion has been theoretically 
established through seminal works of  Walton (1992), Gilbert (2004) and oth-
ers (Micheli 2010; Plantin 2019). These scholars have laid the conceptual ground-
work and have primarily focused on theoretical considerations or detailed linguis-
tic analyses. Recent advances allow to capture pathos and emotions both in natural 
language annotation (Hidey et al. 2017) and in psychological experiments (Villata 
et al. 2017). Contributing to this landscape, this paper introduces a novel model and 
methodology. Our approach advances previous work in two significant ways: first, at 
the theoretical level, we propose a clear distinction between the appeal to emotions 
on the part of the speaker and the emotional reactions experienced by the audience. 
Second, we offer a methodology and tools from both psychology and computational 
linguistics, accompanied by an empirical evaluation of these tools within the con-
text of natural language argumentation. As a material for pathos analysis, we use 
pre-election debates, such as the following example from a debate preceding Pol-
ish parliamentary election, by a representative of the left-wing party Razem, Adrian 
Zandberg:

Example 1  Adrian Zandberg (Oct 10, 2019; TVP):
Conclusion: We should quit coal by 2035. It is not the question of ambition, but of 

elementary responsibility.
Premise: Because the climate crisis is not, Mr, Bosak, an ideology. It is what 

practically all scientists have been telling us: human impact on the climate will 
mean, for our children’s and grandchildren’s generations, dramatic problems. It 
will not only mean drought in summer, not only higher food costs, not only the lack 
of water in the cities, not only heat waves, and the fact that dozens of thousands of 
elderly will die. It is a danger for the civilisation itself.

Intuitively, the reader may perceive the emotional load of this argument as well as 
the balance it introduces between positive representations (words such as “children” 
and “grandchildren”), trust building (“scientists”), and fear stirring (“dramatic”, 
“danger”, “death”). In this study, we aim to develop a theoretical understanding of 
the manner in which strategies such as the one illustrated in Example 1 are used, 
and the emotions they elicit, by carefully analysing the logos and pathos of pre-
election debates. In Rhetoric (Book I, 2), Aristotle (2004) writes: “persuasion may 
come through the listeners, when the speech stirs their emotions. Our judgements 
when we are pleased and friendly are not the same as when we are pained and hos-
tile”. Following this approach, we present an analysis of pathos in natural language 
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argumentation by proposing a model and method for capturing both emotional 
appeals and reactions. We observe how speakers appeal to emotions in two ways: 
first, by using pathotic Argument Schemes [for example Fear Appeal, as described 
by Walton (2013)], second, by using emotion-eliciting language [for example words 
such as “war” or “children”, see Wierzba et al. (2021)]. On the side of the audience 
we capture the emotional reactions expressed in language using sentiment analysis 
methods [see Alswaidan and Menai (2020)].

We understand pathos as an interactional event, of pragmatic and persuasive 
nature. Pathos occurs when the speaker is intentionally attempting at eliciting emo-
tions in the audience for the persuasive gain, using linguistic means. These strategies 
can cause emotional reaction in the listener, who, in turn, can use emotion-express-
ing language. This entails that pathos can occur only adjacent to logos, i.e. we ana-
lyse only those appeals to emotions which appear within argumentation.

In order to capture both speaker’s appeals and audience’s reactions, we propose a 
new model of pathos, suitable for modern rhetoric and new discourse genres of the 
digital era. The model, presented in Fig. 1 integrates cognitive and linguistic dimen-
sions, by observing how intention of eliciting emotions (pathos appeals) on the side 
of the speaker results in the emotional reactions of the audience. Those cognitive 
processes can be observed on a language level using automated and semi-automated 
methods.

The model proposed here is of course highly idealised, as it neglects several 
important factors of real-life persuasion. The speaker can influence an audience 
in more ways, using non-verbal communication or ethos appeals. The audience 
in turn can (and probably will) have some pre-existing emotional states influenc-
ing their perception. Finally, appeals to emotions will occur not only within argu-
mentation but also in other parts of dialogue, and—respectively—the audience will 
express their emotion not only as a reaction to speaker’s appeal. All those factors are 
neglected in the proposed model. We believe, however, that there is a strong gain 
from such idealisation - the proposed model allows for operationalisation of pathos 
on computational level, paving the way for systematic empirical analysis of emo-
tions in argumentation.

To address the subject of emotional appeals in natural language argumentation, 
we propose a unique combination of three methodologies presented in Fig. 2. First, 
from argumentation theory, we use an established method of manual annotation, that 

Fig. 1   Model of pathos and its operationalisation
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is employing human analysts for coding the cases found in natural language. For this 
study, we select eight Argument Schemes that we consider to be pathos-related, fol-
lowing the framework presented by Walton et al. (2008), and mark their appearances 
in the transcripts of pre-election debates from Poland and the United States. For the 
second method, to capture the use of emotion-eliciting language in arguments, we 
adopt the approach from experimental psychology (Mohammad and Turney 2010; 
Wierzba et al. 2015, 2021), in which a given word can be seen as a stimuli (similarly 
to picture or a sound) igniting selected emotion in response. We use the lexicons 
created by psychologists, in order to automatically mark the presence of emotion-
eliciting words in premises and conclusions of natural language arguments. These 
two methods allow us to capture the two ways of appealing to emotions with the 
means of language. The third method relates to the audience response. How effec-
tive are pathos appeals? Do speakers succeed in eliciting emotions they intend to? 
To answer those questions, we analyse real-time social media responses to selected 
televised debates, treating them as a marker of audience response. Then we employ 
methods from computational linguistics (Alswaidan and Menai 2020), i.e. machine 
learning models which identify sentiment and emotions expressed in language. This 
allows us to match the emotion appeals of the speakers with the audience reactions. 
Thus, the main contribution of this paper is the clear demarcation between speaker’s 
and listener’s perspective in pathos appeals, and joining them in one comprehensive 
model, along with the presentation of practical application of this model on the sam-
ple of natural language argumentation.

This paper is structured as follows: Sect. 2 presents the state of the art in three rel-
evant areas–pathotic Argument Schemes, emotion-eliciting language, and emotion-
expressing in natural language. Section 3.1 introduces material used in this paper: a 

Fig. 2   Summary of methodology and data used in the study
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collection of arguments from pre-election debates together with social media reac-
tions. Section  3.2 details our methodology for annotating and analysing pathotic 
Argument Schemes and emotion-eliciting language. Section  3.3 investigates audi-
ence emotional responses through automatic sentiment models applied to real-time 
social media data. Section 4 presents a quantitative summary of the observed pathos 
elements. Finally, Sects. 5 and 6 sum up emotional appeals and reactions, and point 
to limitations and perspectives of pathos analysis in natural language argumentation.

2 � Literature Review

2.1 � Emotional Appeals in Argumentation and Psychology

This section describes existing research in the two areas related to the two ways we 
can capture speaker’s appeals to pathos: pathotic Argument Schemes and emotion-
eliciting language.

2.1.1 � Pathotic Argument Schemes in Modern Rhetoric

Following Aristotle’s triad, researchers in argumentation have approached the 
concept of pathos from different perspectives over the years. Douglas Walton has 
devoted a significant number of his works to the role of various emotions in argu-
mentation. His most fundamental claim, highly relevant to our work, is that emo-
tions indeed do have a place in argumentation (Walton 1992). By adopting the 
descriptive, instead of the normative approach, Walton claims that emotions can 
be used argumentatively in persuasive dialogue. Instead of rejecting all emotional 
arguments as fallacious, an informal logician should carefully analyse the quality 
of argumentation, to observe whether the emotive component is relevant and not 
misleading. Selected emotions gained special attention from Walton, namely pity 
(Walton 1995) in the argumentum ad misericordiam and fear in the Fear Appeal 
argument (Walton 2013). By analysing natural language examples from legal and 
political discourse, Walton sheds light on the popularity and importance of fear-elic-
iting language as a persuasion device. Fear Appeal argument belongs to the type of 
practical reasoning argumentation schemes, i.e. schemes in which conclusion has 
the form of a call to action (Walton 2007a). In the approach adopted in this paper we 
follow Walton (1995) in accepting that pathos is part of everyday argumentation and 
we apply the concepts of Argument Schemes (Walton et al. 2008), allowing us for 
systematic observation of the use of emotion-eliciting schemes in political argumen-
tation. Our focus is on schemes related to practical reasoning, as concluding with the 
call to action is expected to be found in political and commercial discourse (Walton 
2010, 2007b).

The question whether emotional arguments are fallacious or not has been ana-
lysed by several researchers. For example Braet (1992) asks whether ethos and 
pathos could be argumentative in the same way as logos. In doing so, he recapitu-
lates the discussion of scholars such as Eemeren (2018), who considers appealing 
to emotions as objectionable means of persuasion, and compares it with approaches 
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which acknowledge that pathos is present in everyday argumentation. Other 
researchers claim that the use of pathotic arguments can be considered legitimate 
if they are grounded in beliefs or cognitions that are reasonable (Manolescu 2006). 
This is reiterated in (Manolescu 2007), in which the author is following Walton’s 
(2013) approach in which emotional appeals are not inherently fallacious.

In the study presented here we are using the method of manual annotation, i.e. 
marking of instances of Argument Schemes in natural language by human coders 
(annotators). In doing so, we follow e.g. Lindahl et al. (2019), who attempt at using 
argumentation schemes for annotation of Swedish political debate. The results of 
that study show significant differences in individual annotators’ behaviour (resulting 
in low inter-annotator agreement). Furthermore, raters annotated a different number 
of Waltonian Argument Schemes, with selected schemes being more frequent than 
others. Similar results are reported in (Visser et al. 2021), which attempts at recog-
nising Waltonian schemes and other argument types in natural language. Koszowy 
et al. (2022) reports the iterative process in which human annotation of rhetoric ele-
ments can be improved. For this reason, we propose our own simplified version of 
annotation guidelines moulded for the purpose of our study, focusing on argumenta-
tion schemes containing both call to action (practical reasoning) and the pathotic 
component (appeal to emotion).

Several researchers tackled the problem of emotions in argumentation from the 
empirical perspective, employing methods from both discourse analysis and psycho-
logical as well as physiological tools. Discourse analysis studies focus on emotion 
names occurring in natural language, referring to them as “said” emotions (Plantin 
2019; Cigada 2019; Greco et al. 2022) in the context of persuasive dialogue. Cer-
tain authors add that emotions can be not only “said”, but also “shown” or “argued” 
(Micheli 2010), that is they are expressed not only by direct emotion names but also 
other linguistic devices. This approach is adopted by Herman and Serafis (2019) 
who analyse how emotions can make certain argumentative moves more salient. Van 
Haaften (2019) connects the concept of emotions to strategic manoeuvring, analys-
ing natural language argumentation in parliamentary speeches, which are also stud-
ied in terms of the use of metaphors for emotional appeals (Santibáñez 2010). In 
more empirical approach, (Cabrio and Villata 2018) presents emotion annotation in 
natural language arguments. We follow the approach used by those researchers in 
our focus on emotions in language, adding however the clear distinction between 
emotion-eliciting language and emotion-expressing language.

In natural language argumentation, Inference Anchoring Theory (IAT) models 
both argument structure and dialogical layer (Budzynska and Reed 2011a, 2011b), 
stemming from the tradition of philosophical approaches to linguistic pragmatics 
and speech act theory of Austin (1975), and Searle (1979). This theoretical approach 
allows us to capture premise-conclusion relations occurring in natural language. 
Thanks to the use of Argument Interchange Format (AIF) Database platform (Law-
rence et  al. 2012) we are able to construct computational models of natural argu-
ment structures. IAT and AIF have been previously used to analyse public debates 
and reactions in social media (Konat et  al. 2016; Visser et  al. 2020). Researchers 
have been pointing to the usefulness of the use of methods such as sentiment analy-
sis for computational models of argumentation (Stede 2020). We follow this path by 
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applying two methods for analysis of appeals to emotions in argumentation struc-
tured in IAT: manual annotation of Waltonian schemes related to pathos, and auto-
matic analysis of emotion-eliciting language with the use of lexicons stemming from 
psychological tradition.

2.1.2 � Emotion‑Eliciting Language and Psychological Lexicons

In psychology, particularly within the domain of cognitive psychology, a given 
word can be treated as a stimulus, comparable to many other stimuli types (sounds, 
images, videos) which will elicit emotional response in the listener. In this section 
we present how selected words used in argumentation can constitute emotion-elicit-
ing language, and how we can apply existing psychological lists of such words (lexi-
cons) to automatically identify their use in natural language argumentation.

There are two major approaches to studying the nature of emotions in cognitive 
psychology: dimensional and categorical. We chose to focus on these approaches 
as they form the basis for various lexicons and sentiment analysis tools still in 
use today (Mohammad and Turney 2010; Wierzba et  al. 2021). The dimensional 
approach defines an emotional state by its placement in a multi-dimensional space 
(Russell 1980). Two or three such dimensions are employed most often, i.e. valence 
(positive to negative), arousal (low to high), and dominance (weak/submissive to 
strong/dominant). On the other hand, categorical approaches classify emotional 
experience into discrete categories. Ekman and Plutchik proposed two of such mod-
els that are commonly employed both in psychology and computational linguistics. 
Ekman’s theory of basic emotions distinguishes 5 categories of emotions based on 
his research on facial expressions: anger, fear, sadness, disgust and joy. These are 
claimed to be universal, innate and hardwired (Ekman 1999). Plutchik’s concep-
tualisation is also a biologically-based model; however, it identifies eight primary 
emotions. Five of these-anger, fear, sadness, disgust, and joy-are the same as those 
in Ekman’s model, and Plutchik adds three additional emotions: surprise, trust, and 
anticipation (Plutchik 2003).

Emotion is a complex chain of events, starting from a cognitive evaluation of 
stimulus events that act as primary triggers. Evaluated information is transferred 
into actions which allows an individual to cope with the stimulus. This is accom-
panied by a feeling state (emotional experience), commonly referred to as the emo-
tion, and followed by the reestablishment of an equilibrium state of an individual 
(Plutchik 2001). Emotional reactions are responses to biologically important stimuli, 
which enable organisms to prepare and respond to such stimuli. Emotion catego-
ries correspond here to different behavioural and physiological response patterns. 
Table 1 delineates Plutchik’s idea of emotions as chains of events—each category of 
emotions is described by its characteristic stimulus event, cognitive evaluation of the 
stimulus, the feeling state, manifested behaviour, and effect.

A standard procedure to study emotional experiences in natural language involves 
the usage of affective lexicons. Such lexicons comprise words characterised in 
terms of several emotional attributes in accordance with a dimensional and/or cat-
egorical model of emotions (Mohammad and Turney 2010; Wierzba et  al. 2021). 
Development of those linguistic resources involves studies with a large number of 
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participants that are asked to rate a set of words on affective dimensions based on 
their individualised experiences (e.g., how strongly a given word is associated with 
negative emotions? on a 1–9 scale). Then, aggregation techniques (majority voting 
or averaging, for example) are employed to obtain the final ratings of such emo-
tion-eliciting words that can function as stimuli in emotion research, similarly to 
emotion-evoking images (Saganowski et al. 2022). Processing of emotion-eliciting 
content enhances cortical response of information processing including semantic 
access, attention, and memory (Kissler et al. 2006). In our study we build on that 
body of research, by using existing psychological lexicons.

Emotions in argumentation can also be studied with experimental tools. Using 
physiological methods, Villata et  al. (2017) analysed facial expressions of partici-
pants of simulated online debate, to capture their emotions. Researchers noted that 
with the increased amount of face expressions related to sadness, the number of 
arguments used by the debaters decreased, indicating the negative influence of this 
emotional state on the debate. This study indicates the importance of analysis of 
emotions as a tool for better understanding of public debate. In contrast to methods 
that employ physiological measurements, such as the analysis of facial expressions 
in the work of Villata et  al. (2017), our study leverages the linguistic expressions 
of emotions as captured in text to examine the emotional dynamics within online 
debates.

2.2 � Emotional Reactions and Sentiment Analysis

This section presents the overview of sentiment analysis methods from computa-
tional linguistics which allow us to analyse emotion-expressing language used by 
the audience in reaction to pathos appeals. Sentiment analysis methods are mostly 
based on the dimensional model of emotion (i.e. from positive to negative), sup-
ported by the assumption that the emotional state can be expressed in language.

State-of-the-art performance in automatic emotion recognition in text is sys-
tematically achieved by large pre-trained language models such as BERT (Devlin 
et  al. 2019) as well as recurrent neural networks (RNN) (Alswaidan and Menai 
2020). The latter technique is particularly successful in regard to classification in 
short text data such as social media reactions (Wang et al. 2016). Best perform-
ing teams of the SemEval-2019 task on (4-categorical) emotion detection report 
micro-averaged F1 score as high as 0.796 using transfer learning on BERT, long 

Table 1   Plutchik’s conceptualisation of emotions with characteristic events associated with them

Emotion Category 
(feeling state)

Stimulus event Cognition Behaviour Effect

Joy Gain of valued object Possess Retain Gain resources
Fear Threat Danger Escape Safety
Anger Obstacle Enemy Attack Destroy obstacle
Sadness Loss of valued object Abandonment Cry Reattach to lost object
Disgust Unpalatable object Poison Vomit Eject poison
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short term memory (LSTM) networks or a combination of both (Chatterjee et al. 
2019). However, the method is not free of limitations as Gordon et  al. (2021) 
show that the evaluation of technical performance is not the best measure to eval-
uate the outcomes of machine learning (ML) systems in practice against human 
annotation.

Only recently, researchers foregrounded the distinction between the speaker’s 
and the listener’s perspectives in the data annotation and emotion analysis, which 
is crucial in the proposed model of pathos (Yang et  al. 2009; Tang and Chen 
2011; Buechel and Hahn 2017). Buechel and Hahn (2017) introduce EMOBANK 
corpus that implements this bi-perspectival approach, i.e. distinguishing emotions 
expressed by writers from emotions elicited in readers. In addition, the authors 
note that fine-grained modelling of emotions in computational linguistics “lack[s] 
appropriate resources, namely shifting towards psychologically more adequate 
models of emotion (...) and distinguishing between writer’s vs. reader’s perspec-
tive on emotion ascription” (Buechel and Hahn 2017, p. 578). Liu et al. (2013) 
study the relation between the comment writers’ and the news readers’ emotions. 
And Alsaedi et al. (2022) make use of comments corresponding to original social 
media posts as an additional source of information in emotion mining systems.

Tang and Chen (2011) in turn develop SVM-based classifiers for mining senti-
ment from the writer, the reader, and the combined writer and reader perspectives. 
The authors use conversations from an online micro-blogging platform, where 
both a poster and a replier could tag their own content with the experienced emo-
tion (positive vs. negative) through the use of emoticons. A similar approach was 
adopted in (Berengueres and Castro 2017), where the authors investigate how being 
either a reader or a writer influences the perception of an emoji’s sentiment.

Tang and Chen (2012) point out that the focus is on the writer’s perspective in 
sentiment analysis research (i.e., emotions expressed in text). In contrast, the authors 
model writer-reader emotion transition in microblog posts. Thus, (Tang and Chen 
2012) closely relates to our study. However, in the present work we propose a model 
that incorporates the analysis of the type of emotions the speaker is trying to elicit in 
the audience and their pathotic (emotional) response to it. Moreover, we study two 
different techniques speakers employ for appealing to pathos—the use of pathotic 
Argument Schemes and emotion-eliciting language. Appealing to emotions with 
Argument Schemes is a well documented phenomenon in argumentation theory 
(Walton 2013; Walton et al. 2008) which, however, has not caught the attention of 
researchers in computational linguistics yet.

There are also several works analysing reactions to politicians’ statements in 
presidential debates. For instance, Diakopoulos and Shamma (2010) make use of 
Twitter data to measure sentiment expressed towards candidates in the first US Pres-
idential debate in 2008 between Barack Obama and John McCain. However, to the 
best of our knowledge, we are the first to account for both perspectives in the model 
of pathos—the speakers’ attempt to elicit emotions by the use of argumentation 
schemes and emotion-eliciting words, and the audience’s pathotic response assessed 
in terms of emotions expressed in their reactions.
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3 � Material and Methods

3.1 � Material

3.1.1 � Natural Language Argumentation Material for Studying Emotional Appeals

To collect a large amount of diverse natural argument instances we decided to use 
the material of televised pre-election debates, in which the speakers are attempting 
at persuading the audience to vote for a selected party or candidate. We use both 
Polish and U.S.A. debates in order to compare the universality of pathos appeals in 
two languages and two cultures.

3.1.1.1  Pre‑election Debates   We analyse natural language argumentation from 
four pre-election debates, summary of which is presented in Table 2. In regard to 
the analysis of pre-election debates, we selected only the argumentative part of the 
debates, i.e. from the whole transcript we selected already existing instances of 
logos, marked using Inference Anchoring Theory (IAT).1 Then, we labelled relations 
between premise-conclusion pairs with the proposed annotation scheme of pathotic 
arguments (presented in Fig. 6 in Appendix). Consequently, we restrict our analysis 
of emotion-eliciting language to the extracted argument structures. Here, we assume 
argument structures to have persuasive power and, therefore, to be the key element 
of persuasion.

We chose to investigate political debates from the United States and Poland for 
several key reasons. American political debates have received substantial schol-
arly attention and have a wealth of existing literature for reference. Furthermore, 
the US2016 corpus is both publicly available and thoroughly analysed (Visser et al. 
2020, 2021), offering a solid foundation for our research. On the other hand, Polish 
political debates, while being televised and conducted, are less frequently the sub-
ject of academic enquiry. The Polish language is also sufficiently large to possess its 
lexicons of emotional words and machine learning models, making it a compelling 
case for investigation. Importantly, we had access to annotators proficient in Polish 
as their first language and conversant in academic English, thereby enabling high-
quality annotations. It should be noted that our focus is not on making cross-cultural 
comparisons or drawing final conclusions based on these two datasets. Instead, we 
aim to observe overarching trends in emotional argumentation styles that manifest 
across both languages and diverse speakers.

3.1.2 � Natural Language Material for Studying Audience’s Reaction

To capture the audience’s emotional response in terms of emotion-expressing lan-
guage, we use the material from social media—live reactions to the televised 
debates described in the previous section. The audience of the debates is listening 

1  From corpora available on AIFdb: Infrastructure for the Argument Web (https://​corpo​ra.​aifdb.​org/)

https://corpora.aifdb.org/
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to the arguments presented on the screen and, at the same time, is expressing their 
emotions using social media channels such as X (prev. Twitter) and Reddit.

3.1.2.1  Social Media Reactions   We made use of corpora comprising Reddit com-
ments related to the US primary debates and available on the AIFdb platform—that 
is, US2016R1reddit and US2016G1reddit corpora (Visser et al. 2020). In order to 
measure pathotic response in Polish data, we collected comments written on X (prev. 
Twitter) during the time of live presidential debates. Specifically, we gathered tweets 
that contain a proper hashtag related to the debate,2. Data for the analysis of expressed 
emotions is summarised in Table 3.

In order to observe pathotic response, we matched the arguments from debates 
with social media reactions and for each time unit we computed proportions of com-
ments that express positive and negative sentiment, and each category of emotions.

In regard to Polish data, we combined arguments from debates with social media 
response based on time (1 min units, i.e. a time span dedicated for a single politi-
cian’s speech in each round of the debate). In addition, we applied time correction to 
this set of data—manual inspection of data showed 1 min delay in reaction on social 
media compared to live political debate.

Regarding English data, in order to match arguments with reactions on Reddit 
we made use of inter-textual correspondence annotation from the US2016itc corpus 
(Visser et al. 2020). The reason is that we did not have access to timestamps of post-
ing social media comments. Thus, we relied on the annotation from the US2016itc 
corpus, where politicians’ arguments were manually paired with selected Red-
dit comments. We retrieved all argument-comment pairs from the US2016itc cor-
pus related to the first Republican and the first General election debates. Then, we 
expanded the collected dataset by adding up to 10 comments from US2016R1red-
dit and US2016G1reddit corpora surrounding those manually matched Reddit com-
ments from the US2016itc argument-comment pairs (Visser et  al. 2020). In other 
words, a politician’s claim from debate is manually matched with a comment from 
Reddit, which is a direct response to the politician’s claim. In US2016R1reddit and 

Table 3   Social media data

Name Date Source Authors Size in words

SM1-EN-Reddit 06.08.2015 https://​corpo​
ra.​aifdb.​org/​
US201​6R1re​
ddit

Visser et al. (2020) 10,765

SM2-EN-Reddit 26.09.2016 http://​corpo​
ra.​aifdb.​org/​
US201​6G1re​
ddit

Visser et al. (2020) 11,484

SM1-PL-Twitter 06.05.2020 Unpublished The authors of the article 150,504
SM2-PL-Twitter 17.06.2020 Unpublished The authors of the article 270,755

2  The following hashtags were used: “debata”, “czasdecyzji” (En. debate decision time).

https://corpora.aifdb.org/US2016R1reddit
https://corpora.aifdb.org/US2016R1reddit
https://corpora.aifdb.org/US2016R1reddit
https://corpora.aifdb.org/US2016R1reddit
http://corpora.aifdb.org/US2016G1reddit
http://corpora.aifdb.org/US2016G1reddit
http://corpora.aifdb.org/US2016G1reddit
http://corpora.aifdb.org/US2016G1reddit
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US2016G1reddit corpora there are more comments related to the first Republican 
and the first General debates from which we retrieved up to 10 comments that follow 
each manually-matched comment in the US2016itc corpus.

Basic pre-processing was applied to social media data. It includes removal of 
blank tweets, tweets with only URL content and duplicated tweets. Textual content 
was also normalised by conversion to lowercase, replacement of user mentions (@) 
with a “@user” token, and removal of new lines and extra spaces.3

3.2 � Recognition of Emotional Appeals in Natural Language

Two methodologies are applied to the argumentation of pre-election debates in order 
to capture the ways speakers can perform pathos appeals. First, we conduct manual 
annotation with the proposed taxonomy of eight pathotic Argument Schemes. Sec-
ond, we perform automatic identification of emotion-eliciting language using psy-
chological lexicons.

3.2.1 � Annotation of Pathotic Argument Schemes

We employ manual annotation to categorise argument structures into specific 
instances of pathos-related Argument Schemes. We hypothesise that instances of 
arguments corresponding to these schemes can be reconstructed in natural language 
argumentation from pre-election debates. For this purpose, we adopt the taxonomy 
of Argument Schemes by Walton et al. (2008), applied to natural language argumen-
tation on a material of political debates. We simplify the guidelines regarding recog-
nition of instances of pathos-related Argument Schemes and focus on decoding the 
speaker’s intention of appealing to emotions in order to increase the persuasive force 
of her argumentation.

The selection of the eight Argument Schemes as pathos-related is our own cat-
egorisation, not that of Walton, Reed, and Macagno. We have chosen these schemes 
based on criteria that include either a named emotion by the authors (e.g., fear), or 
an intention of valuation mentioned in the scheme (e.g., “bad consequences” in the 
Argument from Threat). In the case of the Argument from Positive Consequences 
and Argument from Negative Consequences, our understanding is influenced by 
previously introduced Plutchik’s model of emotions, where emotion starts with a 
cognitive evaluation (either as positive or negative) of stimulus events that act as 
primary triggers. In this sense, the “Positive/Negative Consequences” schemes align 
with our conceptualisation of emotions. We regard eight Argument Schemes as 
pathos-related: 

1.	 Argument from Positive Consequences (APC),
2.	 Argument from Negative Consequences (ANC),
3.	 Argument from Fear Appeal (AFA),

3  All code used for analysis in this paper is available on GitHub: https://​github.​com/​barba​ra-k/​compa​
thos.

https://github.com/barbara-k/compathos
https://github.com/barbara-k/compathos
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4.	 Argument from Danger Appeal (ADA),
5.	 Argument from Threat (AT),
6.	 Slippery Slope Argument (SSA),
7.	 Argument from Waste (AW),
8.	 Argument from Need for Help (ANH).

The primary purpose of political speeches, which are part of pre-election politi-
cal campaigns, is to convince the public to vote for a given politician or a political 
option represented by her (Hinton and Budzyńska-Daca, 2019). Therefore, in the 
construction of our annotation scheme we follow the assumption of practical rea-
soning being present in politicians’ arguments. In the broader context of a debate, 
each argument contributes to the general practical reasoning process with the main, 
enthymematic conclusion “I should be the president” or “Vote for me”, although it 
is not always explicitly expressed by speakers themselves. As a result, the proposed 
annotation scheme is not suitable to the same degree in every genre. It should be 
applicable to most genres of political debates (e.g. pre-election, citizen dialogues, 
political speeches, consultations), where a call to action is an underlying principle.

The annotation scheme proposed in the current work is based on the critical work 
by Walton et  al. (2008). However, in our operationalisation (see Appendix 2) we 
have revised the argumentation schemes to concentrate on the central emotional 
intent (“the message of the argument” in our annotation scheme). By this, we mean 
the primary emotional tone or effect that the speaker aims to evoke, which is inte-
gral for this argument. Upon identifying whether an emotional intent is central to 
the argument, we further categorise this into its “essence”, i.e. dominant emotional 
characteristic, be it predominantly positive, negative, or oriented towards eliciting a 
specific emotion like fear. This allows us to better understand the argument’s core 
emotional dimension. On a cognitive level, the speakers attempt to induce a particu-
lar emotional state in the audience in order to influence their perception and pro-
cessing of information, and as a result direct their behaviour. The speakers do so, 
on a language level, using linguistic means of pathos-related Argument Schemes. 
We design our annotation scheme to aid our annotators in recognising a particular 
instance of such pathos appeals.

To capture pathos appeals performed by the speakers on the level of selected 
Argument Schemes this method was applied to four debates presented in Sect. 3.1. 
A team of 5 student annotators was recruited for this purpose. The first language of 
all annotators was Polish, they also had a minimum B2 level of English language 
and used it during academic courses. They underwent a short training session con-
ducted by one of the authors of the current work. Then, each of the annotators was 
assigned to annotate 78 argument maps4: arguments from 50 maps were annotated 
by all 5 annotators (in order to calculate inter-annotator agreement) plus 28 unique 
maps that were randomly assigned to each annotator. Argument maps were anno-
tated using the Online Visualisation of Argumentation (OVA+) tool (Janier et  al. 
2014). As mentioned in Sect. 3.1, annotators worked on existing OVA+ maps stored 

4  The term “argument map” refers to an excerpt of analysed text, usually 500–1500 words, a unit used by 
OVA+ (Janier et al. 2014) annotation tool and AIFdb (Lawrence et al. 2012).
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in AIFdb where logos, i.e. premise-conclusion structure, was already marked by pre-
vious research teams.

In the annotation of pathos-related Argument Schemes, raters follow the anno-
tation guidelines illustrated in Appendix in Fig.  6. Annotators who perceive an 
argument as pathos appealing, should first answer the question included in the top 
frame of the annotation scheme: “Does the speaker intend to elicit emotions?”. If 
the answer to this question is “No”, then the annotator should not annotate this argu-
ment as pathos-related; if the answer is “Yes”, then the annotator should move to 
the next step. To answer this question the annotator should follow their intuition, 
but also look for linguistic cues present in argument structures: emotional words, 
phrases, metaphors, and other rhetorical figures. For instance, those cues comprise 
emotional words such as “children”, “war”, “terror”, and emotional metaphors, e.g 
saying that something is “heartbreaking”.

In the next step the annotator should consider whether the argument is based 
on the causal relation. The argument based on a causal relation should contain the 
information about an event A, which will lead to an event B. Then the annotator 
should consider whether the event B is bad and unwanted from the listener’s per-
spective. If so, the annotator should move to the proper frame and annotate this 
argument as either an Argument from Negative Consequences (ANC) or one of 
its subtypes, following the information provided in the Subtypes of ANC section 
presented below. If the consequences mentioned in the argument are not bad and 
unwanted from the listener’s perspective, then the annotator should consider if the 
consequences mentioned in the argument are positive from the listener’s perspec-
tive. If yes, then the annotator should annotate this argument as an Argument from 
Positive Consequences.

The annotator should further investigate whether the argument that is considered 
an Argument from Negative Consequences contains information included in the 
Subtypes of ANC list (presented below). An argument can be classified as a cer-
tain subtype of an Argument from Negative Consequences if it contains the specific 
information. One argument cannot be labelled as fulfilling requirements of more 
than one Argument Scheme. However, when the argument cannot be classified as 
one of the subtypes of arguments from the Subtypes of ANC list, but is recognised 
as a causal argument, in which bad and unwanted consequences are mentioned, then 
it should be annotated as an Argument from Negative Consequences. Key informa-
tion that should be mentioned if the argument is classified as a subtype of an Argu-
ment from Negative Consequences (ANC) is as follows:  

1.	 Argument from Fear Appeal 
(a)	 The message of the argument should be to bring about the only way to 

prevent an unwanted event.
2.	 Argument from Danger appeal 

(a)	 The message of the argument should be not to bring about the event that 
will cause danger (unwanted event).

3.	 Argument from Threat 
(b)	 The argument should express threat: the speaker should be in the position to 

bring about the unwanted (from the listener perspective) event, and it should 
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be mentioned that the speaker will execute a threat if the listener will do 
what the speaker does not want the listener to do.

4.	 Slippery Slope Argument 
(a)	 The message of the argument should be that one event will cause a chain of 

consequences that will lead to the unwanted and disastrous event.
If the argument is not based on causal relation, then the annotator should fol-

low the instructions located on the right side of the annotation scheme (see Fig. 6 
in Appendix). The annotator should answer the question whether the speaker in 
this argument is referring to the personal attachment or the personal concern of the 
listener. If no, then that argument should not be annotated; if yes, then the anno-
tator should check if the argument contains information about wasted effort. If so, 
then it is an Argument from Waste. However, if the answer is no, the annotator 
should inspect if the speaker in this argument is calling for help by the induction 
of empathy. If the argument contains such information, it should be annotated as 
an Argument from Need for Help, otherwise the annotator should not annotate this 
argument.

Following Koszowy et  al. (2022), we conducted a second iteration of annota-
tion. This time a team of annotators comprised 3 individuals from the first iteration. 
Results of the second iteration of manual annotation of Argument Schemes remain 
stable—we obtain similar levels of inter-annotator agreement (IAA) coefficients. 
Thus, we assume that the proposed operationalisation of Waltonian Argument 
Schemes (Walton et al. 2008) is suitable for the recognition of pathotic Argument 
Schemes in natural language argumentation.

3.2.2 � Identification of Emotion‑Eliciting Language

To observe the second way the speaker can elicit emotions in the audience, i.e. by 
using emotion-eliciting words, we used an automated method of searching for emo-
tion-eliciting words, based on lists created by psychologists (Mohammad and Tur-
ney 2010; Wierzba et al. 2015, 2021). This method was applied to all four debates 
presented in Sect. 3.1.

First, each conclusion-premise pair was lemmatised with the use of SpaCy 
library. Second, we retrieved emotion-eliciting words with the use of selected affec-
tive lexicons. In regard to Polish language, we chose Emotion Meanings (Wierzba 
et al. 2021) and Nencki Affective Word List (NAWL) (Wierzba et al. 2015). In the 
case of the first lexicon which comprises 6000 word meanings, we made use of rat-
ings for Ekman’s 5 primary emotions—anger, fear, sadness, joy, and disgust. Simi-
larly for NAWL, we considered all 2902 words assessed in terms of Ekman’s 5 basic 
emotions. We applied scale normalisation to emotion ratings to unify them into 
one lexicon, harmonising differing original scales to a 0 to 1 range. As a result, we 
obtained an emotion lexicon comprised of ratings for almost 8000 words. Regard-
ing English language, we selected the NRC Word-Emotion Association Lexicon 
(EmoLex) with 5961 terms assessed in terms of primary emotions (Mohammad and 
Turney 2010). Similarly, we chose the same 5 basic emotions and applied scale nor-
malisation to values in the EmoLex.
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Third, the intensity of categorical emotion-eliciting language was computed 
for each argument unit according to the procedure described in Algorithm  1 (see 
Appendix 1). That is, we computed the average intensity of emotional appeals in a 
given text based on retrieved emotion-eliciting words listed in psychological lexi-
cons, where categorical emotion is provided (e.g. joy, sadness, fear). Those val-
ues were then used in the correlation analysis between emotion-eliciting language 
(on the side of the speaker) and emotion-expressing language (on the side of the 
audience).

3.3 � Using Sentiment Analysis to Capture Audience Reactions

The audience of pathos appeals in pre-election debates can use live social media 
channels to describe their emotional reactions. To analyse the presence and inten-
sity of emotion-expressing language in social media reactions to the debates, we 
employed automatic machine learning models for sentiment analysis adopted from 
computational linguistics.

We made use of Tw-XLM-roBERTa-base model pre-trained on a multilingual 
tweets dataset and fine-tuned for sentiment recognition (Barbieri et  al. 2021). It 
is made publicly available by the authors in the Transformers library (Wolf et  al. 
2020).5 This model allows to classify sentiment expressed in text into one of the 
following categories: negative, neutral, and positive. It was employed for the recog-
nition of sentiment in English social media comments. With respect to Polish lan-
guage data we developed the PaRes model. That is, we additionally trained the Tw-
XLM-roBERTa-base model on a 1000 Polish data sample manually annotated with 
sentiment by one of the authors of the present article.

Because of the scarcity of resources for Polish language, we decided to develop 
our own - PaREMO - model for the recognition of emotions expressed in the audi-
ence’s reactions. For this purpose, we made use of data created by other researchers 
and available for the scientific community. Thus, training data for our model com-
prises the following datasets: CARER (Saravia et al. 2018), GoEmotions (Demszky 
et al. 2020), and SemEval 2018 subtasks 1 and 5 (Mohammad et al. 2018). Each of 
them was manually annotated with basic emotions. For the purpose of the study, we 
chose the following categories of emotion: anger, fear, joy, surprise, sadness, dis-
gust, and neutral. Collected corpus comprises over 58,000 samples − 85% was used 
for training the model and the remaining 15% comprised a test set.

As a text representation method we employ LASER (Language-Agnostic SEn-
tence Representations) multilingual sentence embeddings developed by Facebook 
(Artetxe and Schwenk 2019). Language-agnostic means that sentences written in 
different languages that convey the same semantic meaning are mapped to the same 
place in a multi-dimensional space. Therefore, this technique enables us to train our 
deep learning model on English data (because of scarcity of resources in Polish) and 
subsequently detect emotions in Polish language data.

5  https://​huggi​ngface.​co/​cardi​ffnlp/​twitt​er-​xlm-​rober​ta-​base-​senti​ment

https://huggingface.co/cardiffnlp/twitter-xlm-roberta-base-sentiment
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Summary description and performance results for all 3 models used in the study 
are presented in Table  4. An evaluation against manual annotation for PaRes and 
PaREMO models was conducted on a 15% subset of their respective training data. 
In regard to the Tw-XLM-roBERTa-base model we run validation on a 1000 sam-
ple of English social media comments related to a political discourse and annotated 
with sentiment by one of the authors.

We run two types of correlation analyses on the material from debates and social 
media. First, we examine the relation between the usage of pathotic arguments 
by speakers in debates and emotions expressed by the audience on social media. 
Second, we investigate the association between the speakers’ emotion-eliciting 
language and the audience’s emotion-expressing language on social media.

4 � Results

4.1 � Pathos in Natural Language

4.1.1 � The Use of Pathotic Argument Schemes

As a result of the annotation process we obtained 190 maps (with 1621 arguments, 
and 3774 individual annotations in total) from 4 debates corpora—2 Polish and 2 
US. They were annotated by a team of 5 raters. A sample of 50 maps with 529 argu-
ments was annotated by all raters in order to compute inter-annotator agreement 
(IAA) metrics. Summary of annotated argument schemes is presented in Table 5.

In Fig. 3 we present results of the manual annotation study. Figure 3 a. shows that 
emotional appeals constitute 52% (849 instances) of all the arguments in the ana-
lysed debates, whereas non-pathotic arguments represent 48.0% (772) of the argu-
ments in the final corpora, which means that they were considered by annotators 
as not appealing to pathos. The summary presented in Fig.  3b. indicates that the 
two most frequent arguments related to pathos are arguments from Positive Conse-
quences (340 arguments; 21.0%) and arguments from Negative Consequences (299; 
18.4%). Arguments from Need for Help, Argument from Danger Appeal, and Argu-
ment from Fear Appeal constitute respectively 5.0% (81), 4.3% (69), and 2.7% (44) 
of the re-annotated corpora. Slippery Slope arguments are present in 0.7% (12) of 
the sample and Argument from Waste was assigned to 0.2% (4) of the arguments. 
Argument from Threat was not annotated by the raters in any case.

Table 4   Summary of models employed for sentiment and emotion recognition in English and Polish data

Model name Task Language Macro-F1 Micro-F1

Tw-XLM-roBERTa-base Sentiment English 0.635 0.676
PaRes Sentiment Polish 0.696 0.720
PaREMO Emotion English and Polish 0.498 0.594
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In Table  6 we present the results of inter-annotator agreement. Agreement 
could be interpreted as fair in the case of 4 out of 5 Argument Schemes (Fleiss 
� = 0.3−0.4). In regard to the annotation of Arguments from Negative Conse-
quences, we observe moderate agreement ( � = 0.6). However, some Argument 
Schemes (Danger Appeal, Arguments from Waste, Causal Slippery Slope) were 
too infrequent in a sample to estimate reliable kappa coefficients. This infre-
quency causes the ’prevalence problem’ (Eugenio and Glass 2004), where � 
reflects agreement mostly for prevalent classes, but is less reliable for infrequent 
ones. Despite this, percent agreement was above 0.9, indicating high IAA overall, 
but necessitating cautious interpretation.

In addition, we observe perfect agreement in 44% of the annotated sample 
given 3 best annotators. Specifically, all raters agree in: 2 cases on Fear Appeal, 
3 cases of Need for Help, 49 arguments from Positive Consequences, 63 cases of 
arguments from Negative Consequences, and in 116 examples of Non Pathotic 
Arguments annotation.

The analysis of natural language argumentation in terms of searching for 
instances of pathos-related Argument Schemes reveals several interesting pat-
terns. First, arguments appealing to emotions constitute more than a half of all 
arguments found in pre-election debates. Even if we take into account the pos-
sibility of cognitive bias of our annotation team, which was conditioned to spe-
cifically search for this type of arguments, this result suggests that pathos-related 

Table 5   Results of the argument 
schemes manual annotation 
study

Argument scheme No Percentage

Non pathotic arguments 772 47.6
Positive consequences 340 21.0
Negative consequences 299 18.4
Need for help 81 5.0
Danger appeal 69 4.3
Fear appeal 44 2.7
Causal slippery slope 12 0.7
Waste 4 0.2

Fig. 3   Pathotic schemes distribution in Argument Schemes manual annotation study. Argument schemes 
related to pathos are marked by red colour
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schemes deserve further attention and study, especially in terms of their effec-
tiveness. Such a frequent use by trained politicians may suggest at least a strong 
belief that this type of argumentation is highly convincing. Assessing the per-
suasiveness of such arguments goes beyond the scope of this study, as it is cen-
tred on structured observation, it does not control for dependent variables, 
thereby limiting our ability to assess the actual persuasive effectiveness of emo-
tional appeals. We can identify phenomena in the corpus, but these observations 
remain suggestive of trends rather than definitive evidence of effectiveness. A 
controlled experimental approach, such as the methodology proposed by Villata 
et al. (2017), would allow for the measurement of the effect size, hence providing 
more definitive evidence on the persuasiveness of appealing to emotions within 
argumentation.

After careful analysis of the results of inter-annotator agreement we decided to 
create the final corpora according to the following guidelines. Re-annotated corpora 
consists of 50 argument maps annotated with a majority label and 112 maps anno-
tated by a single rater (5x28 argument maps). As a result of the re-annotation study 
we obtain 190 argument maps with 1621 arguments in total, annotated with pathos-
related Argument Schemes. They have been assigned to 4 new corpora, which cor-
respond to the source corpora. The names and the links to the new corpora with the 
annotation of pathotic arguments are presented in Table 10 in Sect. 3 of Appendix.

The second main conclusion comes from the “long tail” distribution of the 
schemes, which repeats the distributions found in similar annotation studies (Visser 
et al. 2021). With Negative and Positive Consequences schemes being the most fre-
quent, we can assume some type of an artifact, where more general categories tend 
to be annotated more frequently and with higher agreement. Still, the results seem 
reasonable in the context of the specific type of discourse we have selected. In politi-
cal debates, the speakers want to present practical reasoning where they will encour-
age the audience to either take upon an action or refrain from one, depending on the 
foreseen consequences. Fear and Danger Appeals are still quite frequent, albeit the 
“scare tactics” do not possess the special place in the distribution, as might have 
been assumed based on the legal argumentation analysis provided in Walton (2013). 
This might be again a case of the genre, where politicians do not want to appeal 
overtly to fear, however comparative systematic studies will be needed to answer 
this question fully.

Table 6   Results of the 
inter-annotator agreement 
analysis given 3 (out of 5) best 
annotators

Other schemes were too infrequent to estimate reliable Kappa coef-
ficients

Argument scheme Fleiss’ Kappa Interpretation

Negative consequences 0.6 Moderate
Positive consequences 0.4 Fair
Non pathotic arguments 0.4 Fair
Need for help 0.4 Fair
Fear appeal 0.3 Fair
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For such studies, we would need stable and reliable annotation guidelines, allow-
ing for the inter-annotator agreement to stabilise over the moderate level (i.e. 0.6 
Fleiss’s � ). As our results are showing, this task is difficult, and we identify two 
main reasons for that. First, Argument Schemes were not conceived as being ideally 
mutually exclusive categories. The models provided by Walton et al. (2008) almost 
always fit only partially into the cases of real-life argumentation instances. Further 
theoretical work is needed in the direction of creating operationalised annotation 
guidelines. We provide our proposal of such guidelines in Appendix 2, however 
more iterations of testing and improvement, beyond the two presented in this paper, 
are needed. Second difficulty encountered in annotating pathos-related Argument 
Schemes is related to the inherently highly subjective nature of emotions. When an 
annotator is asking themselves a question “Which emotion is the speaker attempting 
to elicit?” the answer may depend not only on the linguistic surface and argumenta-
tive structure of the text they have in front of them, but equally on the individual psy-
chological predispositions, life history, cultural context etc. Even though we cannot 
take all these features into account, certain methods allow us to obtain some level 
of inter-subjective description of emotion appeals. This includes alternative meas-
ures, such as majority vote, but also new techniques coming from the field of AI, 
allowing to capture individual assessment. Here, Miłkowski et  al. (2021) propose 
Personal Emotional Bias (PEB) metric as a measure of an individual’s tendency to 
annotate different categories of emotion. In further studies it could be adopted to the 
annotation of pathos-related Argument Schemes to investigate those individual dif-
ferences in the annotation of emotion-appealing arguments. Previous studies show 
emotional arguments are effective in persuading individuals with a certain personal-
ity profile. With the use of the Big Five model Lukin et al. (2017) demonstrate that 
conscientious, open, and agreeable people are convinced by emotional arguments 
rather than factual arguments. The recently proposed perspectivist approach (Kocoń 
et  al. 2021; Abercrombie et  al. 2022) is another area of interdisciplinary studies, 
combining social science and computer science, that is worth studying in future as 
the next step in understanding the subjective nature of emotion perception and per-
suasive argumentation. Another solution comes from the field of psychology, where 
researchers have attempted at representing generalised measurements of emotional 
reactions in terms of lexicons of emotional stimuli, i.e. emotion-eliciting words. For 
this reason, we decided to support our manual analysis of Argument Schemes with 
the automated analysis of stimuli words.

4.1.2 � The Use of Emotion‑Eliciting Language

All natural language arguments from pre-election debates were analysed in terms of 
the presence of emotion-eliciting language in them. We found that almost 95% of 
arguments contain emotion-eliciting words (Fig. 4). On average, there are 2.75 emo-
tion-eliciting words in each argument (min = 0, max = 23). As a result, emotion-
eliciting words comprise 12.67% of words in argument structures, on average (min 
= 0%, max = 60.0%). Most often there are 2 emotion-eliciting words in arguments 
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(21.79% of cases)6. Interestingly, emotion-eliciting words in Polish debate data com-
prise 22.36% of words (in arguments). In US debates in turn it is only 8.52%. On 
average, each emotion-eliciting word in Polish data is repeated 4.49 times, and in 
regard to US data it is 5.60 times. With respect to US data 18.8% of tokens were 
recognised by the affective lexicon and 24.5% of tokens in Polish data. In addition, 
we find argument premises to be slightly more dense in emotion-eliciting words (on 
average) compared to argument conclusions −13.12% vs. 12.90% of words in those 
argument structures, respectively. Examples 2 and 3 present two of such arguments 
densely packed with emotion-eliciting words (depicted in bold font). In addition, we 
find joy to be the emotion most intensely appealed to, followed by fear, anger, sad-
ness and disgust. Summary results are depicted in Fig. 4, which presents how over 
94% of arguments contain some form of emotion-eliciting language (a), and how joy 
and fear are the most intense emotions in those appeals (b).

Example 2  Andrzej Duda (May 6, 2022; TVP):
Premise: Anyway, adoption by same-sex couples is forbidden by the Polish 

constitution7.
Conclusion: Adoption by same-sex couples is absolutely out of the question8.

Example 3  Władysław Kosiniak-Kamysz (June 17, 2022; TVP):
Premise: We shall appreciate hard-working people by raising tax-free amount9.
Conclusion: We should not punish entrepreneurs10.

The lexical method used in analysis of debates has multiple limitations previously 
recognised in literature (Alessia et al. 2015; Warriner and Kuperman 2015). First, it 
is context-insensitive as affective lexicons usually comprise a single dictionary form 

Fig. 4   Percentage of argument structures with emotion-eliciting language (a) and average intensity of 
five basic types of emotion-eliciting language in natural language argumentation (b)

7  Original: “Zreszta̧ dzisiaj polska konstytucja absolutnie na to [adopcjȩ dzieci przez pary 
jednopłciowe] nie pozwala.”
8  Original: “Jest to [adopcja dzieci przez pary jednopłciowe] absolutnie wykluczone.”
9  Original: “Doceńmy ludzi ciȩżkiej pracy, przez kwotȩ wolna̧ od podatku wyższa̧.”
10  Original: “Nie wolno ich [przedsiȩbiorców] karać.”

6  Top 10 emotion-eliciting words in Polish data: ‘prezydent’, ‘rza̧d’, ‘państwo’, ‘rok’, ‘musieć’, ‘pan’, 
‘móc’, ‘zdrowie’, ‘podatek’, ‘chcieć’. Top 10 emotion-eliciting words in US data: ‘good’, ‘bad’, ‘tax’, 
‘money’, ‘government’, ‘military’, ‘deal’, ‘problem’, ‘leave’, ‘pay’.



391

1 3

Pathos in Natural Language Argumentation: Emotional Appeals…

of words instead of word meanings. Techniques such as word sense disambiguation 
could improve the accuracy of emotion analysis with lexicon-based methods to a 
certain degree (Jose and Chooralil 2015). Second, we are able to assess the intensity 
of emotion-eliciting language only at a certain confidence level as there is a finite 
number of words available in psychological affective dictionaries. Thus, we could 
account for most but not all emotion-eliciting words employed in debates with the 
use of this method.11

The Pollyanna effect (Boucher and Osgood 1969)—a well documented phenom-
enon in regard to human evaluation of emotional stimuli—is another limiting fac-
tor, observed also in our data analysed with the use of lexical method. The Polly-
anna effect, also called the positivity bias, is the result of the human tendency to use 
value-laden positive language more frequently. Taboada et  al. (2011) argue that it 
is commonly observed in lexicon-based approaches to sentiment analysis, and as a 
result could degrade accuracy of emotion recognition tools.

4.2 � Emotional Reactions

4.2.1 � Reactions to Pathotic Argument Schemes

Summary statistics of expressed emotions recognised in the audience reactions on 
social media is presented in Table 7. Results indicate that the model employed for 
the task was biased towards one emotion—surprise. Therefore, we decided to dis-
card instances recognised with the emotion of surprise from correlation analyses.

First, we test the relation between general emotion-eliciting language and emo-
tion-expressing language in terms of the use of categorical emotions. The analysis 
is conducted separately for the US and Polish corpora. No statistically significant 
results are observed here. Therefore, we decided to run further (detailed) analyses, 
separately for each of the debate corpora, Argument Scheme and emotion category 
following related works (Villata et  al. 2017). We hypothesise that different topics 
of discussion could have an impact on the strength and direction of associations 
between eliciting and expressed emotions.

Results of this detailed correlation analysis between the occurrence of arguments 
that appeal to pathos and emotions expressed by the audience on social media are 
presented in Table 8. For the purpose of this study we employed the point-biserial 
correlation which is used to measure the strength of association between two vari-
ables, when one variable is continuous and the other is dichotomous (binary).

In terms of specific categorical emotions, we would like to draw the reader’s 
attention to one particular emotion, i.e. anger. Our findings indicate that politi-
cians are successful in their attempts to induce negative emotions in the audience 
by appealing to negative emotions via the structure of argumentation (Argument 
Schemes). Figure 5 depicts the relation between politicians’ arguments from nega-
tive consequences and anger expressed in social media reactions. Appeals to nega-
tive emotion are employed by speakers in order to scare the audience and induce 

11  In regard to Polish language 7.34% of words from the selected affective dictionary were recognised; 
regarding English it is 3.10%.
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negative emotions in them. They are often employed by politicians in their cam-
paigns in order to convince the audience to vote for them and not for the opponents. 
Moreover, appeals to negative emotions are used in every-day language and product 
advertisement (Walton 2013). Its persuasive force comes from the structure of this 
argument—a speaker states that harmful consequences will occur unless the lis-
tener takes actions advocated by the speaker. Therefore, the listeners are faced here 
with an ultimatum: they take the advocated action or the harmful consequences will 
occur.

We are not the first to report appeals to negative emotions as a common strat-
egy employed in a political discourse. Maďarová (2015) found that fear mongering 
narratives were frequently employed by conservative groups against gender equality 
and the human rights of LGBT people in Slovakia. In turn Bourse (2019) points 
to the persuasive power of “loaded words” on the example of political speeches on 
drug reform in the United States. Negative emotion-eliciting words such as “tragi-
cally”, “pain” and “death” were the second most frequent category used in those 
speeches. Similarly, we find many cases of usage of emotion-eliciting words such 
as “terrorist”, “fight” and “revolution” in Arguments from Negative Consequences.

Table 7   Proportions of emotions 
and sentiment recognised in 
the audience response on social 
media

Expressed Emotion Percentage

Surprise 57.6
Anger 18.0
Joy 11.7
Sadness 7.8
Fear 4.7
Disgust 0.3
Negative sentiment 58.0
Neutral sentiment 27.9
Positive sentiment 14.2

Table 8   Results of point-biserial ( rpb ) correlation analysis between the presence of pathotic arguments in 
debates and expressed emotions in the audience’ reactions on social media

Only statistically significant results are depicted
*p< 0.05, **p< 0.01

Debate Argument scheme Expressed emotion rpb

D1-EN Negative consequences Negative sentiment − 0.55*
D2-PL Negative consequences Anger 0.86**
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4.2.2 � Reactions to Emotion‑Eliciting Language

In regard to the second type of analysis, i.e. reactions to emotion-eliciting words, we 
obtain one statistically significant result regarding the relation between general satura-
tion of emotion-eliciting and emotion-expressing language—r = 0.42, p<0.01 in the 
case of the D1-EN debate. This means, the more emotion-eliciting words the speakers 
are using, the stronger emotional reaction from the audience. Similarly, we decided to 
conduct a further correlation analysis with respect to categorical emotions. Assessed 
proportions of expressed emotions were used for calculating Pearson’s r correlation 
coefficients. In addition, we applied logarithmic transformation to the data in order to 
account for skewed distributions. Statistically significant coefficients are presented in 
Table 9.

We observe 9 statistically significant relations between emotion-eliciting language 
and emotion-expressing language. We observe one strong correlation between anger-
eliciting words in argument premises and expressed sadness in the audience’ response 
(r = 0.77). Three correlations can be interpreted as weak: anger-eliciting words in 
argument premises and expressed joy: r = 0.27; fear-eliciting words in argument 
premises and expressed joy: r = − 0.29; sadness-eliciting words in argument conclusion 
and expressed fear: r = 0.26. The other coefficients are moderately strong: joy-eliciting 
words in argument conclusion and expressed disgust: r = 0.49; joy-eliciting words 
in argument conclusion and expressed anger: r = − 0.36; disgust-eliciting words in 
argument conclusion and expressed joy: r = − 0.32; joy-eliciting words in argument 
conclusion and expressed anger: r = − 0.32; fear-eliciting words in argument structures 
and expressed disgust: r = 0.48.

Fig. 5   The use of Arguments from Negative Consequences is followed by an increase in the usage of 
anger-expressing language by the audience. Asterisks reflect the use of Arguments from Negative Con-
sequences in a debate. Line indicates the percentage of replies on X (prev. Twitter) that contain anger-
expressing language. A moving average with a size of 5 min was employed to assess the change in use of 
anger-expressing language in audience’s reactions
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Elicitation and expression of negative emotions (anger, fear, sadness, disgust) tend 
to be positively correlated with each other, although the strength of association var-
ies from weak to strong. The weak association could be observed for sadness-eliciting 
words in argument conclusion and the expression of fear on social media. A moderate 
correlation is observed between the use of fear-eliciting words in politicians’ arguments 
and disgust expressed by the audience. Categories of positive and negative emotions 
tend to be negatively correlated with each other as in the case of joy and anger in Polish 
corpora. In addition, we could observe that the relation between those two emotions is 
stable across corpora: r = − 0.36 and r = − 0.32 in the case of D1-PL and D2-PL cor-
pus, respectively. However, we also observe a positive association between joy-eliciting 
words in argument conclusions and disgust expressed by the audience, and anger-elicit-
ing words in argument premises and expressed joy in the D1-PL corpus. No statistically 
significant correlation was found for the D2-EN corpus. Based on results from Table 9 
one could conclude that “lexical” appeals to emotions are infelicitous. Results of our 
study indicate that the audience tend to respond with emotions that are different from 
those that politicians attempted to elicit. In the literature one could find similar studies 
with the use of visual stimuli that corroborate our findings. For instance, Saganowski 
et al. (2022) intended to invoke particular emotions by pre-designed film clips, how-
ever, participants reported experiencing not only the intended emotions (i. e., those that 
films were designed to invoke) but also other categories. For instance, in the case of 
eliciting anger participants reported feeling anger, disgust, fear, sadness and surprise, 
and eliciting fear induced fear, disgust, sadness and surprise. Therefore, our results are 
in line with findings in psychology that certain emotional stimuli tend to evoke many 
different emotional states, not only the intended ones.

Table 9   Pearson’s r correlation 
coefficients between emotion-
eliciting language in pre-
election debates and emotion-
expressing language in social 
media reactions

*p<0.05, **p< 0.01

Debate Emotion-eliciting language Emotion-
expressing 
language

Pearson’s r

D1-EN Premises anger Sadness 0.77*
D1-PL Conclusion joy Disgust 0.49*

Conclusion joy Anger −0.36**
Conclusion disgust Joy −0.32*
Premise anger Joy 0.27*
Premise fear Joy −0.29*

D2-PL Conclusion joy Anger −0.32*
Conclusion sadness Fear 0.26*
Full argument fear Disgust 0.48*
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5 � Discussion

Using the case of pre-election debates and online reactions to them, we have pre-
sented two ways speakers can appeal to the emotion of the audience: by using 
pathotic Argument Schemes and with emotion-eliciting language. To capture 
the audience reactions, we applied the third method - sentiment analysis for 
expressed emotions. We presented the model and method of analysing appeals to 
emotions in natural language using an interdisciplinary approach. From argumen-
tation theory we prepared our own adaptation of Argument Schemes relating to 
pathos, and we applied it to the large sample of natural language argumentation 
from Polish and English. From psychology we incorporated lexicons of emotion-
eliciting words, and searched for their presence within argument structures (i.e. 
premises-conclusion pairs). In order to match the appeals with possible reactions, 
we collected real-time social media reactions to the debates and applied machine-
learning models from computational linguistics, to observe emotion expressed in 
language.

First, the results of our Argument Schemes study indicate that pathos-related 
instances constitute over half of the natural language arguments collected in the 
corpora (52%). Therefore, the usage of pathos-appealing Argument Schemes 
seems to be a common rhetorical strategy in political debates. We observe 
Arguments from Consequences (Positive, Negative) to be the most frequently 
employed types of arguments in the proposed taxonomy of pathos-appealing 
Argument Schemes (21% and 18.4%, respectively). Similar findings are reported 
by Lindahl et  al. (2019) in the Swedish political debate. Argument Schemes 
appealing to strong negative emotions and recognised in the literature as scare 
tactics, i.e., Danger and Fear Appeal (Walton 2013), are present in 7% of natural 
language arguments collected in our corpora. Studies show these schemes are 
also commonly employed in political campaigns (Maďarová 2015), although 
they do not possess a special place in our data (see Fig.  3b.). We suspect it 
could be a result of some type of an artifact, as more general categories could be 
recognised more easily and annotated more frequently. The annotation scheme 
of pathos-appealing Argument Schemes proposed in the study (see Appendix 
section 2) could be regarded as reliable at 0.3−0.6 Fleiss’ � level. Nonetheless, 
the annotation of some of the pathos-appealing Argument Schemes seems to be a 
more challenging task (Fear Appeal) than annotation of other schemes (Negative 
Consequences). We observe more general categories (Arguments from Positive/
Negative Consequences) to be less challenging to annotate by short-trained raters.

Second, we find the use of emotion-eliciting language in almost 95% of the 
analysed arguments. On average, we identify 2.75 emotion-eliciting words per 
argument structure (i.e. premise-conclusion pair). Furthermore, we observe 
argument premises to be more dense in emotion-eliciting language than argument 
conclusions. The intensity of emotion-eliciting language is quite low, however, 
and varies from 0.03 to 0.18 (measured on a normalised scale). We observe 
joy-eliciting language to be the most intensive and disgust-eliciting language 
the least intensive. These results might be partially explained by the Pollyanna 
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effect (positivity bias) observed in affective evaluation of language (Boucher and 
Osgood 1969; Taboada et al. 2011).

Third, in regard to the audience reactions, we observe emotion-expressing lan-
guage to be predominantly negative (see Table 7). Conducted correlation analysis 
reveals that the usage of Arguments from Negative Consequences is associated with 
the presence of anger-expressing language on social media (see Fig. 5). Appeals to 
negative emotions were found to be a common strategy in political discussions—
Maďarová (2015) finds frequent usage of fear mongering narratives in political 
debates about gender equality and the human rights of LGBT individuals in Slo-
vakia. Therefore, in our study we extend previous findings on political argumenta-
tion by adding analysis of relationship between appeals to emotions by the means 
of argument structure and reactions to those appeals. Furthermore, we do so also 
for the usage of emotion-eliciting language and emotion-expressing language on 
social media. We find several statistically significant associations here. First, we 
observe that appeals to negative emotions by the means of emotion-eliciting lan-
guage are correlated with the audience’s usage of language expressing negative 
emotions. Here, we observe a strong relationship between anger-eliciting language 
and sadness-expressing language (see Table 9). Second, positive (negative) emotion-
eliciting language tends to be negatively correlated with negative (positive) emo-
tion-expressing language. However, we also observe a positive association between 
joy-eliciting language in arguments and disgust-expressing language in the audience 
response on social media. These findings expose the complex nature of emotional 
experience, reported also in studies with visual stimuli (Saganowski et al. 2022).

The proposed combination of methods allowed us to overcome certain 
deficiencies present in the disciplines we borrowed them from. Argumentation 
theory and modern rhetoric can provide rich theoretical models of pathos, 
where the concept of speaker, audience and the dialogical nature of appeals 
are clearly described. Psychological method of using laboratory conditions and 
statistical modelling allows for the generalisation of the emotion types elicited 
by certain stimuli. Computational linguistics provides models trained on large-
scale datasets, which can assess the emotions expressed in a given text span with 
reasonable accuracy. Yet, it seems like argumentation theory could still benefit 
from incorporating psychological understanding of emotions, in order to conceive 
a full concept of pathos, suitable for modern rhetoric. Computational linguistics, 
on the other hand, often misses the theoretical background of interaction structure, 
rarely distinguishing between appeals to emotion and expressed emotions. Finally, 
psychological experiments on persuasion could benefit from a more rigid concept 
of argument as well as using more real-life cases of natural argumentation. The 
complex issue of pathos calls for an interdisciplinary approach, and the results 
presented in this paper hopefully constitute a step in this direction.

Future studies in a more controlled environment are needed to establish the 
persuasive role of pathos in argumentation. In the current study we were able to 
test the relation between appeals to emotions by the means of argument structure 
and emotion-eliciting words on the one side (the speaker), and emotion expression 
on the other side (the audience) using (semi)-automated methods and large scale 
samples of natural language data. Perlocutionary effect of appeals to pathos in 
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argumentation could be further investigated in an offline environment in face-to-face 
interactions and with the use of more traditional forms of research (psychological 
questionnaires). The possibility of controlling certain variables and manipulating 
others will allow us to experimentally verify findings presented in the current 
study. We believe research methods from psychology will allow to discover detailed 
dependencies between emotion-eliciting and emotion-expressing as well as the 
usage of emotion-eliciting and occurrence of rhetorical effects in the audience.

6 � Conclusions

Aristotelian view on how stirring emotions in the audience can support the rhetorical 
gain of the speaker is still true in modern-day discourse. In this paper, we propose an 
updated model of pathos, understood as an interactional persuasive process in which 
speakers are performing pathos appeals and the audience experiences emotional 
reactions. We restrict its use to the persuasive context, i.e. the situation in which 
speakers are aiming at a rhetorical gain, hence the focus on the analysis of those 
appeals which accompany argumentation. The results point to the importance of 
pathos analysis in modern discourse: speakers in political debates refer to emotions 
in most of their arguments, using pathos-appealing argument schemes in 52%, 
and emotion-eliciting language in 95% of cases. The audience in social media 
reacts to those appeals using emotion-expressing language, which sometimes is in 
accordance with speaker’s intention (such as reacting with negative sentiment to 
the use of arguments from Negative Consequences), but sometimes is paradoxical 
(such as reacting with anger to the appeals to joy). Our results show that pathos is a 
common strategy in natural language argumentation, however not a straightforward 
one. We believe that the model of pathos and its operationalisation proposed in this 
paper paves the way for further analysis of this phenomenon. This study brings 
empirical evidence to Walton’s seminal claim that emotions indeed have a place 
in argumentation (1992). We follow scholars like Gilbert (2004) who assert the 
presence of emotional appeals in everyday discourse. While our methodologies are 
computational, the insights they yield have broader applicability. Our data on the 
prevalence and types of emotional appeals can guide scholars working with manual 
discourse analysis, enriching the study of both rational and emotional aspects of 
argumentation.

While this study offers a comprehensive analysis of the role of pathos in pre-
electoral debates, it does have some limitations that opens possibilities of future 
research. First, our focus on pre-electoral debates inherently limits the scope of the 
discourse we examine. The importance of emotions in political dialogue raises the 
question: Are emotions uniquely or disproportionately important in political arenas, or 
do they play an equally significant role in other spheres of life? Moreover, our data 
sources (X, prev. Twitter, and Reddit), are not fully representative of the broader 
population. These platforms attract specific demographics, which might not necessarily 
capture the wide range of emotions and argument types found in other social groups or 
platforms. As a result, the findings may not be generalizable to a more diverse audience. 
Academic study of argumentation has too often concentrated on the language used 
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by professionals such as politicians, lawyers, and academics. Yet, every day, millions 
of arguments are formed across languages and cultures. People engage in persuasive 
discourse in various settings: at the marketplace, in workplaces, in healthcare facilities. 
The arguments range from mundane choices like buying a kettle to life-altering 
decisions like getting vaccinated or voting. To fully understand the role of emotional 
appeals in argumentation, in future studies, we must expand our focus beyond the 
professional sphere.

Appeals to emotions have accompanied argumentation since the dawn of the rheto-
ric, and they will continue doing so in the new era of communication in the digital 
media. Eliciting fear, expressing anger, promising happiness—all these pathotic strate-
gies are contributing to the phenomena observed in social media: hate speech, cyber-
bullying, the spread of fake news. Argumentation studies can provide rich theoretical 
framework for analysis of such rhetoric, and with the support of computational meth-
ods, will allow for better understanding of pathos in natural language argumentation.

Appendix

Algorithms

Algorithm 1   Emotion-eliciting words

Annotation Scheme

See Fig. 6.
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Pathotic Argument Schemes Corpora

See Table 10.

Fig. 6   The proposed annotation scheme of pathotic arguments

Table 10   Corpora re-annotated with pathos-appealing Argument Schemes

Source corpus Re-annotated corpus Number 
of maps

Link

US2016R1tv US2016R1tv pathotic arguments 40 http://​corpo​ra.​aifdb.​org/​R1Pat​hos
US2016G1tv US2016G1tv pathotic arguments 26 http://​corpo​ra.​aifdb.​org/​G1Pat​hos
Polish presidential 

pre-election 
debates TVP 
May 2020

Polish presidential pre-election 
debates TVP May 2020 
pathotic arguments

60 http://​corpo​ra.​aifdb.​org/​TVPMa​y2020​
Pathos

Polish presidential 
pre-election 
debates TVP 
June 2020

Polish presidential pre-election 
debates TVP June 2020 
pathotic arguments

64 http://​corpo​ra.​aifdb.​org/​TVPJu​ne202​
0Path​os
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