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Abstract
A wall-resolved large eddy simulation (WRLES) study of the flow around a 15% 
scale model of the Nissan NDP, an electric concept vehicle developed by Nissan, at 
Re

H
= 100,000 is presented. First, wake asymmetries and the associated possibility of 

wake bimodality occurring are investigated by comparing the flow fields around “square-
back” and cavity variants of the Nissan NDP. It is highlighted that there is no notewor-
thy long-term wake asymmetry in the spanwise direction for both configurations and that 
there is, instead, symmetric spanwise vortex shedding, as highlighted through the use of 
proper orthogonal decomposition (POD) post-processing. One can, therefore, exclude the 
existence of classical wake bimodality in the spanwise direction that has been observed 
for the Ahmed body. However, the wake does explore the vehicle’s rear space in the span-
wise direction rapidly over non-dimensional time intervals of O(10) . Meanwhile, there is 
a strong wake tilt in the vertical direction due to the presence of a ground, the vehicle 
geometry’s vertical asymmetry, and the detachment of a powerful hairpin vortex from the 
vehicle’s roof. When looking at POD of the flow field in a vertical plane, asymmetric vor-
tex shedding, similar to that observed for the Ahmed body by Hesse and Morgans (2021) 
in the spanwise plane, is found. This suggests that wake bimodality in the vertical direction 
could occur for the Nissan NDP—the presented results are not conclusive, as the provided 
non-dimensional simulation duration of t∗ ∼ 60 is insufficient for the bimodal phenomenon 
that occurs at t∗ ∼ 1000 . Additionally, the discernible impact of having a cavity at the rear 
of the NDP is to allow the wake to explore a larger vehicle base space (i.e. the wake is 
able to move more freely). This, coupled to a 5% reduction in rear base area, translates to 
a drag reduction compared to the “squareback” variant of 13.6%. Second, in a more quali-
tative analysis of simulation results, the effect of using a moving ground in simulation as 
compared to a stationary ground is assessed. This is only done for the cavity variant of the 
Nissan NDP. It is found that, for this vehicle geometry, a stationary ground is associated 
with the occurrence of low pressure clockwise rotating (when looking into the page of the 
vertical plane) vortices near the ground caused by the flow deceleration just aft of the vehi-
cle base, where the flow moves from the vehicle under-body toward the wake’s far-field 
region. The consequence of this flow phenomenon is to simulate a 3.3% higher drag value 
with the stationary ground simulation as compared to the moving ground simulation. Thus, 
although the moving ground should be more representative of the real-world, the station-
ary ground simulation is more conservative in aerodynamic terms and should be used if 
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developing the NDP vehicle completely digitally using a virtual twin. By over-design, the 
stationary ground variant namely ensures that the drag key performance indicator (KPI) is 
met.

Keywords  Wall-resolved large eddy simulation (WRLES) · Wake asymmetries · Wake 
bimodality · Vortex shedding · Hairpin vortex · Passive flow control · Moving ground 
simulation

1  Introduction

Since 1970, approximately 80% of transport sector emission increases are due to road vehi-
cles alone (Edenhofer et al. 2014). In light of evermore stringent CO2 emission regulations 
from governmental bodies and the need to satisfy new emission testing procedures, such as 
the Worldwide Harmonised Light Vehicle Test Procedure (WLTP), road vehicle manufac-
turers are scrambling to find ways to lower the carbon footprint of their vehicles. Avenues 
include the development of new efficient engines as well as transmission systems with a 
particular focus on the gearbox. A further approach is to focus on the vehicle’s shape and 
the resulting aerodynamics.

A large percentage of road vehicles, such as light good vehicles, lorries and even SUVs, 
can be characterized aerodynamically as blunt bluff-bodies with under-body geometries in 
close proximity to the road. They are surrounded by flow fields associated with a Reyn-
olds number based on body height, ReH , of O(106) . The resulting aerodynamic proper-
ties of these vehicle shapes are dominated by the presence of pressure drag. This force 
is the consequence of large-scale boundary layer separation at the trailing edge(s) of the 
vehicle that produces the so-called wake, a.k.a. dead water region, directly aft of the sepa-
ration line (Hucho and Sovran 1993). While numerous studies, such as He et al. (2018), 
Papoutsis-Kiachagias et al. (2019) and Othmer (2014), have shown that adjoint methods 
for shape optimization based on a cost function can effectively find low drag and, therefore, 
energy conserving vehicle configurations, it is not without a proper understanding of the 
rear wake’s topology and dynamics that one can truly hope to find the best vehicle shape 
for low CO2 emission and/or largest electric vehicle range.

A comprehensive understanding of the wake’s steady-state behavior has been acquired 
through both experimental and numerical studies. In the experimental domain, the seminal 
work of Ahmed (1981) and Ahmed et  al. (1984) conclusively determined that the time-
averaged near wake is composed of a separation bubble while the far-field wake is made-
up of two longitudinal counter-rotating vortices. Ahmed (1981) confirmed the presence of 
these structures by performing wind tunnel tests on vehicle geometries with a notchback, 
estate and fastback rear-end shape, while Ahmed et al. (1984) did so by introducing and 
subsequently using the strongly simplified Ahmed body reference model with varying base 
slants. The added value of performing wind tunnel tests on the generic Ahmed body was 
that the results confirmed that the steady-state near wake separation bubble is the product 
of a merging process between multiple horseshoe vortices stacked on top of each other 
(Ahmed et al. 1984).

The experimental findings on the Ahmed body were largely corroborated by the 
numerical study of Han (1989), possibly some of the earliest numerical work on bluff-
body aerodynamics. Specifically, Han (1989) performed finite volume method (FVM) 
based Reynolds-averaged Navier–Stokes (RANS) simulations of the Ahmed body with 
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rear slant, where the turbulence closure model selected was the k − � turbulence model. 
Through these simulations, access to the full 3D flow field surrounding the bluff-body 
was provided for the first time, thereby opening the door to a more comprehensive 
analysis of the interactions between the various structures dominating the bluff-body 
wake’s steady-state behavior. However, Bearman (1997) began questioning whether a 
time-averaged simulation approach, like RANS, is truly capable of accurately captur-
ing the steady-state behavior of the wake that results from complex transient motions 
of multiple vortices interacting with each other. There was after all some discrepancy 
between the simulated drag coefficient and base pressure results from Han (1989) and 
those found experimentally by Ahmed et  al. (1984). As such Krajnović and Davidson 
(2003) moved on to perform FVM based inherently transient large eddy simulations 
(LES) with the Smagorinsky subgrid scale (SGS) turbulence model of the wake behind 
a generic bus shaped bluff-body geometry. One aim being to time-average the results, 
thereby obtaining information on the steady-state flow structures directly from the tran-
sient flow phenomena. Krajnović and Davidson (2003)’s simulations went on to confirm 
the RANS findings from Han (1989): the shear layers that encompass the steady-state 
toroidal structure of the near wake interact with the separation bubble to produce the 
counter-rotating longitudinal vortices further downstream.

Many investigations of bluff-body wakes now focus on the wake’s time-dependent 
behavior: important road vehicle design considerations, such as tank slosh, gearbox lubri-
cation, greenhouse wind noise, brake thermal performance, underhood cooling, soiling and 
tyre hydroplaning tendencies, all rely on a thorough understanding of the transient flow 
phenomena surrounding and within a road vehicle (Krajnović and Davidson 2003; Gaylard 
et al. 2013; Kotapati et al. 2009; Charpentier et al. 2016; Ambrose et al. 2018). Grande-
mange et al. (2012) observed for the first time experimentally that the initially spanwise 
symmetric laminar 3D wake aft of the squareback Ahmed body bifurcates to a state of 
permanent broken reflectional symmetry in the spanwise direction once a critical ReH of 
340 is attained. Wake unsteadiness, initiated through further incremental increase in ReH , 
triggers asymmetries in the wake’s topology that eventually push the wake into an off-axis 
spanwise configuration. The chosen off-axis spanwise position of the wake is maintained 
while in the laminar regime; there is no meandering of the wake between opposing off-
axis positions (Grandemange et al. 2012). Evstafyeva et al. (2017) confirmed this unsteady 
behavior of the squareback Ahmed body’s laminar wake by performing LES with and 
without the wall-adapting local eddy-viscosity (WALE) turbulence model, thereby provid-
ing full access to the flow field surrounding the Ahmed body. Their simulations suggest 
that, upon raising the ReH , a point is eventually reached where sufficient underbody flow is 
present to allow the closer top and bottom parallel shear layer interaction to dominate over 
its spanwise counterpart. This in turn permits the main vortex structures in the wake to be 
vertically, as opposed to horizontally, aligned (Evstafyeva et al. 2017).

Upon raising the ReH to a turbulent value, it has been observed that the wake asymme-
try due to the laminar bifurcation remains. This was conclusively assessed by Rigas et al. 
(2014) who experimentally for an axisymmetric blunt bluff-body at ReH ∼ 2 × 105 noted 
that the large-scale coherent structures found within the 3D turbulent wake keep statisti-
cally the structure seen in the laminar symmetry breaking instabilities. However, unlike 
with the laminar wake, the turbulent wake aft of the axisymmetric blunt bluff-body is 
multi-stable and presents an infinite number of symmetry breaking modes. For a rectilin-
ear 3D blunt bluff-body, like the squareback Ahmed body, this translates to a wake fea-
ture known as bimodality where the wake transitions at random time intervals between two 
opposing off-axis positions.
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The unsteady side force caused by wake bimodality is believed to be responsible for 
up to 7% of bluff-body drag (Grandemange et  al. 2014). As such, many recent studies, 
both experimental and numerical, have been conducted to obtain a better understanding 
of wake bimodality. The seminal work of Grandemange et al. (2013b) is likely the earliest 
work on wake bimodality. It highlights through experimental data that the instantaneous 
flow field aft of the squareback Ahmed body presents two modes over two distinct char-
acteristic time-scales, respectively: at short time-scales of Ts ∼ 5H∕|U∞| , where |U∞| is 
the magnitude of the free-stream flow velocity, the wake field is dominated by the coherent 
flow oscillations associated with the vortex shedding mode, while at long time-scales of 
up to Tl ∼ 1000H∕|U∞| , the wake exhibits the large-scale spanwise shifts of its toroidal 
structure as part of the bimodal mode. In the hope of obtaining a better understanding of 
the bimodal wake’s topology, various experimental studies employed 2D particle image 
velocimetry (PIV) planes: Evrard et al. (2016) conjecture that the asymmetric wake is com-
posed of a single horseshoe vortex system, while both Perry et al. (2016) and Pavia et al. 
(2018) suggest that the instantaneously asymmetric wake is made up of a system com-
prising multiple horseshoe vortices. However, transient numerical simulations, spanning 
finite volume, lattice Boltzmann and spectral methods, of various squareback bluff-bodies, 
including the ground transportation system (GTS) model, have conclusively shown that the 
instantaneously asymmetric wake is made up of its time-averaged toroidal structure and is 
merely tilted to a given side (Lucas et al. 2017; Pasquetti and Peres 2015; Rao et al. 2018a, 
b; Dalla Longa et al. 2019).

Additionally, due to the bimodal wake’s drag enhancing nature, numerous attempts, 
both passive and active, to attenuate the asymmetric wake and its bimodal dynamics have 
been made. Evrard et al. (2016) and Lucas et al. (2017) performed passive flow control by 
appending a cavity to the squareback Ahmed body, thereby symmetrizing the wake and 
reducing the drag by 9% and 9.5%, respectively. Meanwhile, Li et al. (2016) and Brackston 
et al. (2016) employed active flow control consisting of slot jets coupled to a physics based 
controller and oscillating flaps driven by a 2D non-linear Langevin equation model of 
the system (Rigas et  al. 2015), respectively, in turn attenuating the reflectional symme-
try breaking modes and raising the blunt bluff-body’s base pressure. A further study by 
Grandemange et al. (2014) was also able to raise the Ahmed body’s base pressure by sym-
metrizing the otherwise asymmetric wake and elongating the recirculation bubble length. 
This time, a vertical control cylinder was used to apply a steady symmetric force to the 
wake.

In light of the importance of attenuating bimodality for improving bluff-body drag char-
acteristics, several studies have focused on understanding bimodality’s source. The FVM 
based WALE LES results from Dalla Longa et al. (2019) suggest that a hairpin vortex shed 
from the separating shear layers at the bluff-body’s trailing edge helps trigger a bimodal 
switch. This finding appears to be reconfirmed by the corresponding FVM based improved 
delayed detached eddy simulation (IDDES) results from Fan et  al. (2020). Podvin et  al. 
(2021), however, suggest with their proper orthogonal decomposition (POD) analysed 
direct numerical simualtion (DNS) results that an increase in vortex shedding activity is 
responsible for the initiation of a bimodal switching event. Finally, by performing both 
wall-resolved (WRLES) and wall-modelled (WMLES) LES, Hesse and Morgans (2021) 
suggest that powerful hairpin vortices shed from the front recirculation bubbles located just 
aft of the Ahmed body nose are responsible for triggering bimodal wake switching events.

Simplified bluff body shapes, like the Ahmed body, are useful for relating observed flow 
phenomena to their origin. They namely act as a geometrical filter on the flow field and, in 
doing so, provide a better signal-to-noise ratio. This leads to an improved understanding 
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of basic bluff-body flow structures (Gaylard et  al. 2017). In fact, with the growth of the 
battery electric vehicle market, where vehicles have good grille and underbody shutters 
for closing the air inlets, simplified bluff-body geometries are becoming more relevant and 
representative of on-road vehicle shapes (Linuma et al. 2018). Nonetheless, their abstrac-
tion is still a departure from most on-road vehicles. Therefore, the study of interference 
effects between fundamental bluff-body flow structures and more complex shapes associ-
ated with a vehicle, such as the tires, the A-pillars, the air inlets, and more, must be done 
(Heft et al. 2012).

For this reason, two experimental studies focusing on the bimodal wake characteristics 
of industry relevant road vehicle geometries have been performed (Bonnavion et al. 2017, 
2019). Bonnavion et al. (2017) varied the yaw angle of the flow incident on the Renault 
Kangoo, thereby identifying wake bimodality in the vertical direction, which is reminiscent 
of wake bimodality in the spanwise direction aft of the Ahmed body, at a yaw angle of 
approximately 4 ◦ . Surprisingly, the drag value remained independent of the yaw angle and, 
therefore, the chosen state of the bimodal wake. The same cannot be said of the lift value, 
which, depending on the current wake state, could rise by as much as 27%. This shows 
that the careful selection of the bimodal wake’s state is crucial to vehicle ride stability. 
Bonnavion et al. (2019) went on to perform a similar study on the Peugeot 5008, Peugeot 
Partner and Citroën Berlingo. In this case, not only was the incident flow’s yaw angle var-
ied, but also the ground clearance, pitch and air intake configuration (open or closed) was 
modified as well. As in the previous study by Bonnavion et  al. (2017), here too it was 
found that the lift value depends heavily on the bimodal wake’s current orientation in the 
vertical direction. However, it was also found that the drag value is lower for a wake tilted 
away from the vehicle’s top trailing edge, illustrating that the selection of a desired bimodal 
wake state can improve the drag characteristics of the vehicle.

Additionally, there have also been numerical investigations featuring more on-road rep-
resentative vehicle shapes. Ashton et al. (2016) simulated the flow past the benchmarked 
DrivAer model with the goal of identifying the benefits and drawbacks associated with 
using hybrid RANS-LES methods, in this case detached eddy simulation (DES), over 
industry standard RANS simulations for automotive applications. A similar study was per-
formed by Aljure et al. (2018) who assessed the benefits of using CPUhr cheaper WMLES, 
where a RANS based wall-model is active in the near-wall flow region thereby avoiding 
the need to fully resolve the turbulent boundary layer, compared to WRLES for simulating 
the flow past the fastback variant of the DrivAer model.

While these numerical investigations proved vital to obtaining access to the full tran-
sient flow field past an on-road representative vehicle shape, the studies did not focus on 
the wake asymmetries nor bimodal wake characteristics of industry relevant road vehicle 
geometries. The following study using WRLES at a ReH of 100,000 for a 15% scale model 
hopes to overcome this deficiency of past numerical studies by, as a preliminary study of 
bimodal wake behavior, assessing the wake asymmetries that characterize the wake behind 
the Nissan NDP (Fig. 1). The NDP, which stands for New Driving Position, is an electric 
concept vehicle developed by Nissan as part of a loading bay optimization study featur-
ing their production vehicle, the Nissan NV200, and was used to determine the benefits 
of doing wind tunnel tests under more unsteady and non-zero yaw conditions (Kremheller 
et al. 2015, 2016). Both a “squareback” (Fig. 1b) and passively controlled cavity variant 
(Fig. 1a) of the Nissan NDP are looked at closely to assess the wake asymmetries present 
and their implications for bimodal wake behavior, as well as to understand the effect of the 
cavity on various integral flow quantities such as the drag coefficient, CD . A second objec-
tive of this paper is to compare the unsteady wake dynamics present for the Nissan NDP 
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when doing stationary ground simulations with those exhibited when performing moving 
ground simulations.

The remainder of this paper is structured as follows. Section 2 describes the numerical 
environment. This includes a detailed description of the computational set-up as well as 
an overview of the POD post-processing technique, which is used heavily throughout the 
results section of this paper. Meanwhile, Sect. 3 reviews the findings of the study, while 
Sect. 4 concludes the study (Hesse 2021).

2 � Numerical Environment

2.1 � Geometry and Flow Domain

The geometry under investigation is the 15% scale model of the Nissan NDP, an electric 
concept vehicle developed by Nissan (Fig. 1). To allow interested parties to reproduce the 
subsequent work, the surface mesh representation, in the form of an STL file, for each vari-
ant is appended to this work as supplementary material.

A 15% scale model is chosen in order to keep the ReH at an order of magnitude, spe-
cifically O(105) , that is still reasonable for WRLES in terms of CPUhrs (Reynolds 1990; 
Piomelli and Balaras 2002; Piomelli 2008). Aljure et al. (2018) has namely shown that a 
WRLES simulation for a full-scale DrivAer vehicle with the more realistic ReH of O(106) 
takes 11 days and 2.78 × 105 CPUhrs to run, and only simulates a non-dimensional time 
span, t∗ = t|U∞|∕H , of approximately 8 units. Therefore, although it is computationally 
feasible to run full-scale vehicle simulations, where ReH is of O(106) , using cheaper CFD 
methods, such as RANS and hybrid RANS-LES, it is not amenable to run this ReH value 
for the current WRLES case (John et  al. 2018; Aljure et  al. 2018; Ashton et  al. 2016). 
This is particularly true considering that the long time-scale ( t∗ ∼ 1000 ) wake bimodal-
ity phenomenon, which has been shown to already occur at ReH of O(104) , forms part of 
the current investigation on rear wake asymmetries (Hesse and Morgans 2021). Despite 
simulating a ReH = 100, 000 flow field, the most pertinent bluff-body flow structures, such 
as A-pillar vortex, ceiling separation vortex and trailing edge vortices, are nonetheless 
resolved as illustrated in Sects. 3.1–3.2. The ReH = 100,000 NDP simulations are, thus, a 
good compromise between simulation cost and flow structure resolution.

Furthermore, the chosen 15% scale model size corresponds to the following vehicle 
dimensions: length of L = 0.657 m, height of H = 0.309 m and width of W = 0.257 m. 
Meanwhile, the ground clearance is measured as G = 0.0251 m. Based on the work of 

Fig. 1   Nissan NDP rear topology: a with cavity and b “squareback” variant
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Grandemange et  al. (2013a), who investigated the presence of wake bimodality for 
squareback bluff-bodies of varying aspect ratio and ground clearance, there is the poten-
tial for both spanwise (i.e. in the x3−direction) and vertical (i.e. in the x2-direction) 
bimodal switches to occur. However, bimodal switches are only expected to happen 
in one direction per simulation run, as elucidated by Dalla Longa et  al. (2019). Final 
assessment of the potential for bimodality to occur is done by looking at the detected 
wake asymmetries for both the “squareback” and cavity variants. Quotations are placed 
around the term squareback, as Fig. 1b shows that the vehicle trailing edge is not truly 
blunt. Additionally, tire spoke details are disregarded in this work and are replaced by 
a simple flat hub-cap in order to simplify the meshing process (see Sect. 2.5). For this 
same reason, the Nissan logo has been removed.

The computational domain size is chosen to be in line with best-practice guidelines 
specified by ERCOFTAC for bluff-body flows. As such, the computational domain, 
Ω , is specified to be of the following size: Ω = (Linlet , Lx1 , Lx2 , Lx3 ) = (2L, 8L, 2L, 2L) 
(Manceau and Bonnet 2002).

2.2 � Solver Details

The computational fluid dynamics (CFD) tool chosen for this study is the open-source 
dimensional OpenFOAM solver. It solves the incompressible Navier–Stokes equations 
using the FVM. The various simulations carried out in this investigation were per-
formed in a two-part process. This was done to accelerate the attainment of solution 
convergence and, thereby, save on numerical resources, while also ensuring solution 
stability. More specifically, the set-ups were first allowed to develop from a uniform 
initial flow state (see Sect.  2.3) to a steady-state using simpleFOAM combined with 
stable first-order accurate spatial schemes, as well as the stable single equation Spalart-
Allmaras RANS turbulence model. SimpleFOAM is a solver used for incompressible 
turbulent flow problems and employs the time independent semi-implicit method for 
pressure linked equations (SIMPLE) algorithm to solve for the coupled velocity and 
pressure fields (Patankar and Spalding 1972; Spalart and Allmaras 1992). Once a 
steady-state flow field was reached, the pimpleFOAM solver was switched “on”. It prop-
agates the solution forward in time by using a large time-step transient solver for turbu-
lent incompressible flows. To be precise, pimpleFOAM employs the pressure implicit 
with splitting operators (PISO)—SIMPLE algorithm for evaluating the coupled velocity 
and pressure fields (Barton 1998). As accuracy is now paramount, second-order accu-
rate temporal and spatial schemes were adopted for this part of the simulation workflow. 
To ensure that the solution field stays total variation diminishing (TVD), meaning there 
is no undershoot and overshoot created in the flow field, the Courant-Friedrichs-Lewy 
(CFL) number was maintained at an O(1) while limiters were adopted for the solvers 
(Versteeg and Malalasekera 2007). The turbulence modelling approach chosen for the 
second portion of the simulation workflow is LES. More specifically, the WALE model 
developed by Nicoud and Ducros (1999) was chosen for its favourable characteristics 
over the classical Smagorinsky (1963) SGS model. WALE is, namely, able to replicate 
the turbulent eddy-viscosity’s cubic wall-asymptotic behavior while at the same time 
accounting for both the rotation and strain rate of the smallest resolved turbulent eddies, 
thereby better modelling the transfer of energy from the resolved scales to the sub-grid 
scales.
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2.3 � Boundary and Initial Conditions

To simulate a bluff-body flow at a reasonable ReH of 100,000 for WRLES, where the fluid is 
modelled as air at 20◦ with a kinematic viscosity of 1.511 × 10−5m2 s−1 , at the domain inlet 
a uniform flow velocity of U∞ = (4.893, 0, 0)m s−1 was specified. It is important to note that 
turbulence was permitted to develop naturally. There was no artificial turbulence forcing spec-
ified at the domain inlet. This, coupled to the fact that the flow field was initialised with a 
RANS simulation, meant that fully developed turbulent flow was achieved after about t∗ = 6.3 
non-dimensional time units. At the domain boundaries located far-away from the Nissan NDP, 
that is at the domain sides and the top boundary, a free-slip condition was stipulated. Mean-
while, a pressure advection condition was applied to the domain outlet boundary to ensure 
pressure waves are not reflected back into the simulation domain. The Nissan NDP’s walls 
were accounted for through the explicit enforcement of the no-slip condition. More specifi-
cally, the developing boundary layer was not modelled, but resolved by keeping the mean wall 
“y-plus”, x+

w2
 , at an order of magnitude of O(1) (see Sect. 2.5). As both stationary ground and 

moving ground simulations were performed, the ground boundary condition was either a no-
slip condition or set equal to the free-stream flow velocity of U∞ = (4.893, 0, 0)m s−1 . Ide-
ally, the rotational (and even deformation) effects of the wheels should also have been taken 
into account when doing the moving ground simulations through the application of a moving 
reference frame (MRF) or a sliding mesh (Alajbegovic et al. 2017). However, as the focus of 
this study is the rear wake of the Nissan NDP and its possible long time-scale bimodal charac-
teristics, simplified tire modelling was kept as was done for the tires’ geometry (see Sect. 2.1), 
thereby saving on simulation complexity and cost. Finally, the initial conditions of the simula-
tions, that is the input to the RANS simulations, were a velocity field set to the free-stream 
flow velocity of U∞ =(4.893,0,0)m⋅s−1 and a pressure field set to a gauge pressure of P =0Pa.

2.4 � Definition of Key Variables

Several important variables that are used throughout this investigation need to be defined. 
These variables build on the flow velocity, U , and pressure, P. Specifically, the drag coef-
ficient, CD , lift coefficient, CL , pressure coefficient, CP , and base pressure coefficient, CPB , 
need to be stipulated. The base pressure coefficient, CPB , is derived from the pressure coeffi-
cient, CP , of n equal to 633 probes distributed over the rear base area of the vehicle, ABase (see 
Fig. 2). Equations (1) to (3) define these integral flow variables, where FD is the integrated 
drag force acting on the vehicle, FL is the integrated lift force exerted on the vehicle, P∞ is 
the free-stream pressure, �∞ is the free-stream fluid density, Ax2x3

 is the vehicle area projected 
onto the x2x3-plane, and Ax1x3

 is the vehicle area projected onto the x1x3-plane. Furthermore, 
unless otherwise stated, throughout this paper the use of an over-bar denotes time-averaging 
that starts at approximately t∗ = 6.3 non-dimensional flow units, which is when the flow field 
is considered fully developed, and is propogated to about t∗ = 55 non-dimensional flow units. 
This ensures that about 10 cycles of the vortex shedding mode, which is associated with a 
non-dimensional time-scale of about t∗ = 5 , are captured for statistical convergence (Grande-
mange et al. 2013b).

(1)CD =
FD

1

2
�∞|U∞|2Ax2x3
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As this investigation attempts to identify the presence or absence of bimodal wake 
behavior for the Nissan NDP, two derivative quantities need to be defined as well. These 
are the spanwise, �CP∕�x3 , (Eq. 4) and vertical, �CP∕�x2 , (Eq. 5) base pressure gradients, 
respectively. Subsequent definitions are made with reference to Fig. 2, which depicts the 
positioning of the pressure probes on the NDP’s rear base for its cavity variant; the probe 
positions apply equally to the “squareback” version of the NDP. Figure 2 highlights four 
linear probe arrays: a left (L) and right (R) vertical array separated by a spanwise distance 
of ΔLx3 , as well as a top (T) and bottom (B) spanwise array separated by a vertical distance 
of ΔLx2 . The spanwise gradient is defined as the difference between the spatial mean of the 
left (L) array and the spatial mean of the right (R) array divided by the non-dimensional 
separation distance. A similar definition, except in the vertical direction for top (T) and 
bottom (B) probe arrays, applies for the vertical base pressure gradient.

This study also looks at vortex structures, which requires the definition of a further two 
quantities: vorticity, � , and Q-criterion, Q. Vorticity is defined as the curl of the veloc-
ity field (Eq.  6), highlighting that vortex structures are regions of high rotation rate. 

(2)CL =
FL

1

2
�∞|U∞|2Ax1x3

(3)CP =
P − P∞

1

2
�∞�U∞�2

→ CPB =

∑n=633

i=1
CPi

dA

ABase

(4)
�CP

�x3
=H

CPL
− CPR

ΔLx3

(5)
�CP

�x2
=H

CPT
− CPB

ΔLx2

Fig. 2   Rear base pressure probe 
array with left (L), right (R), top 
(T) and bottom (B) linear arrays
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Meanwhile, the Q-criterion (Eq. 7) is defined as the Laplacian of pressure, P, which can 
be reformulated to be the difference between the double contraction of the spin tensor, W, 
and strain rate tensor, S, again illustrating that vortex structures are regions of high rotation 
rate with a positive Q-value. At this stage, it is also useful to introduce the non-dimensional 
form of the Q-criterion (Eq. 8), which is derived with the help of the free-stream velocity 
magnitude, |U∞| , and body base height, H.

2.5 � Mesh Refinement Study

Prior to any fluid domain mesh creation, the Nissan NDP geometry needed to be wrapped 
using a surface wrapper feature available in the commerical CFD solver Star-CCM+. The 
reason for this geometry work is that the CAD model provided by Nissan had too many 
self-intersecting and overlapping facets, preventing the direct creation of a tessellated sur-
face mesh. Once the surface mesh was created using the surface wrapper, the fluid domain 
mesh was generated using Star-CCM+’s built-in meshing capabilities. These meshes were 
subsequently converted to OpenFOAM format using a mesh conversion utility called 
ccm26ToFoam.

The majority of the fluid domain was meshed using trimmer cells. These are hexahedral 
cells that on approach to geometry boundaries are trimmed to conform to the simulated 
object’s shape (Fig.  3b–c). In doing so, polyhedral cells are created close to the vehicle 
geometry. Trimmer cells were chosen for the fluid domain, as they are computationally 
efficient mesh elements for flow set-ups with a primary flow direction, as is the case for 
external aerodynamic simulations. At geometry walls, prism layer cells were positioned, as 
these orthogonal prismatic elements are good for capturing the steep gradient of turbulent 
boundary layer velocity profiles without exorbitantly increasing the mesh count in the far-
field of the domain (Fig. 3a). Overall, unstructured, rather than structured, meshes were 
produced and used in this investigation of the Nissan NDP’s rear wake topology.

Identification of the baseline mesh to use throughout this investigation was done by per-
forming a mesh refinement study. The set-up used for the study was the moving ground 
simulation of the Nissan NDP with cavity appendage. This is because stipulating a moving 
ground means no turbulent boundary layers with their steep velocity gradients develop at 
the ground boundary, thereby avoiding the need to position cell count increasing prism 
layer cells at the ground of the computational domain. Other aerodynamic virtual wind 
tunnel studies such as the papers by Ljungskog et al. (2020) and Aljure et al. (2018) adopt 
an identical meshing strategy for moving ground simulations and this saves CPUhrs. Fur-
thermore, the wake refinement region, as depicted in Fig. 3, is defined in Star-CCM+ as 
a projection, approximately 1.5 vehicle lengths backwards, of the NDP vehicle’s shape. 
It, hence, takes on the contour of the NDP’s shape. Meanwhile, a scaling relationship in 
the form of Eq. (9) was used to obtain an estimate of the necessary, but not always suf-
ficiently small, wake cell size needed to resolve the eddies down to the Taylor microscale. 

(6)� = ∇ × U

(7)Q = ∇2P = W ⋅ ⋅W − S ⋅ ⋅S

(8)Q → Q∗ =
QH2

|U∞|2
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The Taylor microscale is the reference eddy size below which eddy scale isotropy can be 
reasonably assumed to hold and below which eddy dynamics is heavily influenced by vis-
cosity. Equation (9), therefore, provides a ballpark estimate for the eddy size below which 
the use of an eddy-viscosity based LES turbulence model can be used to account for unre-
solved eddy physics. The relationship is obtained by assuming a homogeneous and steady 
shear flow where the viscous dissipation of turbulent energy is equivalent to its production. 
l is the integral (large) eddy length-scale, while A is a yet to be determined constant of 
order one (Tennekes et al. 1972). As has been done in other bluff-body simulation work, A 
is set equal to 0.5, while l is the bluff-body height, H (Guilmineau et al. 2018; Howard and 
Pourquie 2002).

Mesh refinement study results are presented in Table 1. A total of three mesh constructions 
were simulated. Each set-up had a wake cell size that is a factor two smaller than its coarser 
predecessor. At the end, the second mesh set-up was chosen. It has approximately 26.7 

(9)�T ∼ 15
1

2A
−

1

2Re
−

1

2

l
l → �T ∼ 5.5Re

−
1

2

H
H

Fig. 3   Sample fluid domain mesh with a prism layer cells near the Nissan NDP wall, and trimmer cells in 
the majority of the flow domain visualized on the b x1x2—middle plane and c the x1x3—middle plane

Table 1   Mesh refinement study based on Nissan NDP with cavity appendage and moving ground—mean 
flow quantities

Mesh size ΔL
wake

CPUhrs ( t∗ = 1) C
D

C
L

C
PB

L
B

19.1 million 0.832�
T

1366 0.263 − 0.0828 − 0.188 0.797 H
26.7 million 0.417�

T
1834 0.265 − 0.0888 − 0.190 0.754 H

49.6 million 0.205�
T

9715 0.271 − 0.0918 − 0.192 0.780 H
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million cells and is of intermediate wake resolution. This means using the mesh is not too 
expensive in terms of CPUhrs. In fact, as Table 1 shows, the CPUhrs for simulating up to 
t∗ = 1 only increase by 34% between the coarsest mesh and the mesh of intermediate wake 
refinement, while moving to the finest mesh requires a CPUhr increase of 611%. At the 
same time, the mesh of intermediate wake resolution exhibits a reasonably well stabilized 
average base pressure, CPB . There is some variation in recirculation bubble length, LB . 
However, as Fig. 4 demonstrates, this variation is almost imperceptible and can be attrib-
uted to the recirculation bubble closing (i.e. having its saddle point) further upstream for 
the chosen baseline mesh of 26.7 million cells. There is some additional discrepancy for 
CD and CL when comparing the second set-up with the finer third variant. However, when 

Fig. 4   Recirculation bubble 
visualization for the three mesh 
set-ups using the mean velocity 
field for the surface image and 
line integral convolution (LIC)
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considering the large time-scales that characterize wake bimodality, namely t∗ ∼ 103 , it was 
deemed intractable from a computational viewpoint to go with the finer mesh set-up. This 
will be touched upon further in Sect. 3.1. The struggle to achieve mesh convergence for 
CD and CL illustrates that acquiring converged surface measurements in CFD is not sim-
ple. The reason for this difficulty is that these measurements are taken where the surface 
mesh intersects the volume mesh and is, therefore, where complex interpolation operations 
take place. Similar issues in obtaining converged force coefficients were encountered in 
the study by Fan et al. (2020). In their study, there is a 2.6% variation in CD between their 
coarsest and finest mesh, while in the present study on the NDP the variation lies at 3.0%.

A further indicator that the mesh of intermediate resolution is appropriate is an analysis 
of resolved versus modelled turbulence. This is done by looking at iso-contour plots of 
the instantaneous turbulent eddy viscosity ratio, �t∕� , where higher values are enclosed 
(Fig.  5). The iso-contour values chosen are �t∕� = 5 (Fig.  5a) and �t∕� = 10 (Fig.  5b). 
Looking at these plots, it is important to note that the large contours in the vehicle’s far-
field wake region should be disregarded. They are attributed to the WALE eddy viscos-
ity’s length-scale dependency on the local mesh size and, therefore, the associated large 
cell sizes in the far-field wake region. This has been pointed out in the LES work of the 
reference Ahmed body by Howard and Pourquie (2002). Meanwhile, in the near-field wake 
region where, to varying amounts, physical strain effects are modelled by the WALE LES 
turbulence model, one can see that the level of modelled turbulence plateaus between the 
26.7 million cell mesh and the 49.6 million cell mesh. Both meshes have similar instanta-
neous iso-contour plots of �t∕� in the near-field wake region. It is, therefore, deemed appro-
priate to choose the 26.7 million cell mesh as the baseline mesh.

At this stage, one may wonder whether using a coarser mesh might affect the possibility 
of resolving wake bimodality with the Nissan NDP. As Sects. 3.1 and 3.2, where the flow 

Fig. 5   Measure of resolved turbulence versus modelled turbulence for the three mesh set-ups through visu-
alization of iso-contour plots of a �

t
∕� = 5 and b �

t
∕� = 10 colored by mean velocity magnitude
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field around the Nissan NDP is analysed, illustrate, the relevant flow structures seem to 
be resolved with the grid of intermediate resolution. More specifically, the notable verti-
cal wake asymmetry is resolved (Figs. 11 and  19), which implies that the wake balance 
in the vertical direction is accurately captured, while a large hairpin vortex shed from the 
vehicle’s roof (Figs. 18, 19, 20, 21, 22, 23 and 24) is also resolved. Based on the work of 
Hesse and Morgans (2021), where it was determined that the large hairpin vortices shed 
from the front recirculation bubble with high TKE content are a likely source for triggering 
a bimodal wake switching event, the capturing of the above mentioned flow features should 
be sufficient for resolving bimodality, if it is present with the NDP. As a matter of fact, 
based on the above assertion, it would even be plausible to continue the wake flow analysis 
with the coarsest mesh consiting of 19.1 million cells. The reason being, it captures the 
pertinent flow structures as well. However, to make sure that enough wake flow unsteadi-
ness is captured, one has ultimately decided to use the mesh of intermediate resolution. 
Ideally, comparison with experimental data should also be done. Unfortunately, no such 
data is currently available for the Nissan NDP simualted at ReH of 100,000.

Having conclusively determined the wake and far-field mesh, the near-wall mesh is 
subsequently analyzed. Carrying out WRLES necessitates that the time-averaged wall 
“y-plus”, x+

w2
 , be dominated by a value of one (Fan et al. 2020). Looking at Fig. 6, this is 

indeed true. By projecting the mean wall “y-plus” values onto the vehicle surface (Fig. 7), 
more insight is acquired as to where values of x+

w2
> 1 are located. These values of x+

w2
 

are positioned in the locality of the tires. As described in Sects. 2.1 and 2.3, accurate rep-
lication of flow dynamics around the tires, whose contact patch is treated by placing the 
tires on small pedestals, is not a priority in this study; the emphasis in this study is the 
large-scale flow separation at the NDP’s trailing edge. Hence, the reason for the simplified 
tire geometry, and negligence of tire deformation and rotation. As such, additional errors 
introduced to the tire flow field by its under-resolution are deemed acceptable, especially 
if a computationally more efficient mesh is created. It is also necessary to look at the near-
wall time-averaged streamwise, Δx+

w1
 , and spanwise, Δx+

w3
 , cell spacing, ensuring that they 

fulfill the requirements for WRLES as dictated by the work of Choi and Moin (2012). 
More specifically, Choi and Moin (2012) stipulate that Δx+

w1
 should be at most between 50 

and 130, while Δx+
w3

 should lie at most between 15 and 30. In this work, Δx+
w1

 and Δx+
w3

 
are equal to each other i.e. near-wall cells are isotropic in the streamwise and spanwise 
directions. The mean value of Δx+

w1
 and Δx+

w3
 lies at approximately 18.4, indicating that 

Fig. 6   Histogram plot of time-
averaged wall “y-plus”, x+

2w
 , for 

the Nissan NDP with moving 
ground
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the constructed near-wall mesh is slightly over-resolved in the streamwise direction, while 
being well within the WRLES mesh criteria for the spanwise direction.

Subsequently derived flow domain meshes, which include one for the “squareback” 
NDP with stationary ground and one for the cavity variant of the Nissan NDP with sta-
tionary ground, maintain identical trimmer cell and prism layer mesh constructions for 
away from and near to the NDP walls, respectively, as the above mentioned 26.7 million 
cell mesh for the moving ground simulation of the cavity variant. The stationary ground 
meshes do, however, also have prism layers constructed at the ground boundary in order to 
capture the velocity gradient of the stationary ground’s developing boundary layer.

2.6 � POD Post‑Processing

Due to the complexity of flow fields, which exhibit a very broad range of spatio- and tem-
poral-scales, it is advantageous to be able to break the fluid problem down into physically 
important coherent flow structures, also known as modes. A low-dimensional problem con-
sisting of the most pertinent modes can then be developed to subsequently construct more 
targeted and efficient flow control algorithms that, for example, reduce bluff-body drag. A 
large part of Sect. 3 relies on the use of such a model-order reduction technique to analyse 
the flow field. Specifically, the data-based proper orthogonal decomposition (POD) post-
processing technique is heavily used (Taira et al. 2017).

POD, first introduced into the fluid dynamics community by Lumley (1967), extracts 
coherent flow structures by breaking down the provided data set into a minimum number of 
basis functions that together encompass the majority of the fluid flow energy. This means 
that POD captures and ranks modes based on energy content. The specific algorithm used 
in this study relies on three steps, as outlined below. 

1.	 First, a time series of flow field snapshots is collected. From these snapshots, the con-
sidered variable’s mean is deducted. This means, only fluid flow fluctuations that are 
represented by the data vector y are of significance (Taira et al. 2017). 

Fig. 7   Time-averaged wall “y-plus” projected onto the Nissan NDP surface
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2.	 Next, the m flow field snapshots are collected into a matrix, Y, of the form illustrated 
below (Taira et al. 2017). 

3.	 Finally, the singular value decomposition (SVD) of the matrix Y is computed. The 
matrix deconstruction is provided below for m < n : � ∈ ℝ

n×n is the left singular matrix, 
� ∈ ℝ

m×m is the right singular matrix and � ∈ ℝ
n×m is a diagonal matrix that contains 

the corresponding singular values (Λ1,Λ2,…) (Taira et al. 2017). 

The POD modes’ spatial structure is dictated by the left singular matrix, � , while the 
energy content of the different POD modes is provided by the singular values through the 
relationship �j = Λ2

j
 (Taira et al. 2017).

In the present work, m, which is dictated by the length of the simulation and time-step 
size, was approximately 750, while n, which is set by the number of finite volume cells 
associated with the measurement plane for POD, was of O(105).

3 � Results

This section involves two comparisons. First, the “squareback” variant of the NDP is com-
pared to its cavity variant, during which an assessment of wake asymmetries is performed 
and the potential for wake bimodality to occur is also analyzed. After that, a stationary 
ground simulation is compared to its moving ground counterpart to assess the pros and 
cons of using a moving ground for vehicle development.

3.1 � “Squareback” Versus Cavity Variant

The two simulations analysed in this section use a stationary ground. Before moving on 
to the analysis, it is important to note that the results discussed here on the presence or 
absence of wake bimodality in the spanwise and/or vertical direction for either variant are 
not conclusive. The reason for this is that only a small portion of the non-dimensional time 
window, t∗ , in which bimodality can be expected to occur in, namely t∗ = 1000 , was simu-
lated (Grandemange et al. 2013b). Despite using up about 4.0 × 105 CPUhrs, a non-dimen-
sional simulation time span of merely t∗ ∼ 60 was accomplished (Figs. 8 and 9). This high-
lights that, while simulating the vortex shedding mode, which has t∗ ∼ 5 , is very feasible, 
it is extremely difficult to simulate wake bimodality, particularly for ReH approaching the 
order of magnitudes encountered on the road, namely O(106).

Figures  8 and 9 illustrate the vertical and spanwise base pressure gradient for the 
“squareback” and cavity variant of the NDP, respectively. One can immediately identify 
a very prominent wake asymmetry in the vertical direction for both setups (Figs. 8a and 
9a). Causes for this asymmetry in the vertical direction are the presence of the ground, 
the vertical asymmetry of the vehicle’s geometry, as well as a powerful hairpin vortex 
that detaches directly in the middle of the NDP’s roof, between the rear and front axle—
this flow structure is visually shown in Sect.  3.2 (Figs.  18, 19, 20, 21, 22, 23 and 24). 

(10)y(xi, t) = q(xi, t) − q̄(xi) ∈ ℝ
n, t = t1, t2,… tm

(11)Y = [y(t1), y(t2),… y(tm)] ∈ ℝ
n×m

(12)Y = ���
T
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Figures 8a and 9a also illustrate that the cavity variant of the NDP allows the rear wake to 
explore a larger vertical base pressure gradient space compared to its “squareback” form. 
On the other hand, no distinct long-term rear wake asymmetry in the spanwise direction 
is detected when looking at the base pressure gradient for the spanwise direction (Figs. 8b 
and 9b). More specifically, the probability density function (PDF) for the base pressure gra-
dient in the spanwise direction is centered about zero for both setups. There is one notice-
able difference in the spanwise base pressure gradient PDF between both setups. The cavity 

Fig. 8   Base pressure gradient in the a vertical direction, �C
P
∕�x2 , and b spanwise direction, �C

P
∕�x3 , for 

the Nissan NDP without cavity appendage. Filled-in circles denote times at which instantaneous pressure 
snapshots are taken for Fig. 12

Fig. 9   Base pressure gradient in the a vertical direction, �C
P
∕�x2 , and b spanwise direction, �C

P
∕�x3 , for 

the Nissan NDP with cavity appendage. Filled-in circles denote times at which instantaneous pressure snap-
shots are taken for Fig. 13
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variant of the NDP exhibits a spanwise base pressure gradient PDF that is wider about the 
zero point (Fig. 9b). This goes along with the cavity variant rear wake’s larger exploration 
of the vehicle base in the vertical direction. It is possible to conclusively say that the cavity 
appendage allows the rear wake to move more freely about the vehicle’s rear base than is 
the case with the “squareback” NDP variant by analyzing the joint PDF of the base pres-
sure gradients for both configurations (Fig. 10).

In total, the above base pressure gradient analysis does not permit the conclusive iden-
tification or exclusion of wake bimodality, particularly in the vertical direction. The simu-
lated time is just not long enough (Figs. 8 and 9). From the collected data, it is possible to 
extract a time-averaged contour plot of pressure that depicts the strong wake asymmetry in 
the vertical direction for both flow configurations (Fig. 11). Meanwhile, instantaneous flow 
field snapshots from the collected data illustrate how the rear wake for both the “square-
back” and cavity variant of the NDP rapidly explores asymmetric states in the spanwise 
direction (Figs. 12, 13).

After analyzing base pressure gradient plots and their associated wake tilts by looking 
at pressure contour plots, POD modal analysis is subsequently performed to obtain a more 
grounded understanding of the coherent flow structures that underlie these identified wake 
tilts. Figure 14 illustrates the third POD mode that was computed from flow field snap-
shots taken on the x1x3—middle plane passing through the two NDP configurations. Mean-
while, Fig. 15 depicts the second POD mode obtained from flow field snapshots taken on 
the x1x2—middle plane that goes through the two NDP variants. It is important to note 
that the energy for these computed POD modes on both planes is very distributed. At the 
very most, the first and, therefore, most energetic mode, possesses approximately 10% of 
the flow energy; it does not present any clean clearly discernible coherent flow structure 
though. The subsequent modes, namely two and three, possess between 3% and 6% of the 
flow’s total energy. Such highly distributed flow energy content appears to indicate that, 
based on flow energy content, there is no dominating flow structure. However, one can still 
attempt to identify what the coherent structures represent.

In Fig. 14, one can discern a symmetric vortex shedding pattern in the spanwise plane. 
This is the case for both the “squareback” NDP (Fig. 14a) as well as the cavity variant of 
the NDP (Fig. 14b). Such a pattern is in stark contrast to the asymmetric rear vortex shed-
ding modes in the spanwise direction that were detected as two distinct separate modes 
for the Ahmed body in Hesse and Morgans (2021). In Hesse and Morgans (2021), these 

Fig. 10   Joint PDF of base pressure gradients for a Nissan NDP with cavity and b the “squareback” NDP
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asymmetric rear vortex shedding modes in the spanwise direction for the Ahmed body 
were noted down as an immediate consequence of the rear wake spending longer periods of 
time in two opposite off-axis spanwise positions, and the associated bimodal wake switch-
ing events. As a result, the presented evidence for the two NDP geometry configurations 
appears to suggest that no wake bimodality in the spanwise direction will happen.

Additionally, Fig. 15 clearly depicts a highly asymmetric rear vortex shedding pattern in 
the top-to-bottom vertical plane for both the “squareback” and cavity variant of the NDP. 
Considering the previously noted evidence for wake bimodality in the spanwise direction 
for the Ahmed body, the current modal evidence suggests that it is possible to simulate 
and capture wake bimodality in the vertical direction for both configurations of the Nis-
san NDP. As the study by Dalla Longa et al. (2019) of a simplified lorry geometry and the 
study by Bonnavion et al. (2017) of the commercial Renault Kangoo illustrate, geometric 
vertical asymmetry introduced into the setup by the ground’s proximity and the vehicle 
shape’s vertical asymmetry does not preclude the occurence of vertical wake bimodality 
for a vertically asymmetric wake. To conclusively validate this claim for the Nissan NDP, 
one must extend the currently presented non-dimensional simulation time-span, t∗ , by an 
order of magnitude (Figs. 8 and 9) (Grandemange et al. 2013b).

Having identified and obtained an understanding of the flow structures present in the 
rear wake of the “squareback” and cavity variant of the NDP, their influence on integral 
flow quantities, CD and CL , is subsequently assessed. Both the time-average of the signal 
and root-mean-square (RMS) of the signals’ fluctuations are depicted in Table 2. Table 2 
also presents the percentage delta of these quantities when comparing the “squareback” 
and cavity configuration of the NDP.

For one, it may be observed that the immediate impact of the cavity is to lower the 
absolute drag value. This supports the work done by Lucas et al. (2017), who, through 

Fig. 11   Mean pressure field snapshots highlighting the prominent wake asymmetry in the vertical direction 
for a the “squareback” NDP and b the NDP with a cavity at the rear
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appending cavities to the canonical squareback Ahmed body, achieved drag reduc-
tions somewhere between 3% and 9.5%. In the current study on the Nissan NDP, drag 
is reduced by 13.6%, which illustrates that the cavity appendage is a beneficial passive 
flow control device. To understand the source of this drag reduction, Fig.  16 depicts 
the mean velocity field’s magnitude and its line integral convolution, while Fig.  17 
illustrates the turbulent kinetic energy for both vehicle configurations. The TKE for the 
“squareback” variant has a larger magnitude in the immediate wake region compared to 
the cavity variant. Associated with this higher TKE is more flow mixing between the 
faster moving outer fluid shear layer of the wake and slower moving recirculating air-
flow in the core of the wake, thereby re-energizing the wake flow. As a result, the saddle 
point of the wake, which is taken to be the end of the wake, for the “squareback” variant 
should be positioned further from the base of the vehicle than for the cavity variant. The 
plot of mean velocity magnitude (Fig. 16) shows that this is, in fact, not the case: the 
recirculation bubble length, LB , of the “squareback” variant’s wake flow field is actu-
ally about 1.6% shorter than the cavity variant’s. As the work from Dalla Longa et al. 
(2017) shows, an increase in LB should correlate with a reduction in mean drag. This 

Fig. 12   Pressure field snapshots highlighting short-lived moments of wake asymmetry in the spanwise 
direction for the “squareback” NDP. Times at which flow field snapshots are taken may be found in Fig. 8. 
The height of the plane lies at x2 = G + 0.5H
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lengthened recirculation bubble for the cavity variant is, thus, one possible reason for 
its lower drag value. However, it is insufficient to account for the 13.6% drag reduction 
of the cavity variant. As the mean pressure flow field (Fig. 11) and mean velocity field 
magnitude (Fig. 16) do not show too much deviation between the “squareback” and cav-
ity variant, a further source of the cavity variant’s lower drag must be identified. This 
is done by looking at the cavity’s geometry. The cavity acts as a very short boat-tail, 
which reduces the amount of rear base surface area that the low pressure wake region 
acts upon. To be specific, there is a 5% reduction in rear base area due to the tapered 
cavity. It is this geometric feature brought on by the presence of the tapered cavity that 
is believed to play the larger role in the cavity variant’s mean drag reduction over the 
“squareback” variant.

Additionally, equally noteworthy is the cavity’s influence on the RMS values for both 
drag and lift. Specifically, the cavity reduces the RMS value of drag, C′2

D
 , by 68.7%, while 

it lowers the RMS value of lift, C′2
L

 , by 32.7%, respectively. These results show that the 
cavity reduces the flow field fluctuations around the Nissan NDP. This should translate to 
improved ride comfort, as, for instance, roadway noise should be less.

Fig. 13   Pressure field snapshots highlighting short-lived moments of wake asymmetry in the spanwise 
direction for the NDP with cavity. Times at which flow field snapshots are taken may be found in Fig. 9. 
The height of the plane lies at x2 = G + 0.5H



876	 Flow, Turbulence and Combustion (2023) 110:855–887

1 3

Unfortunately, by appending a cavity to the Nissan NDP, the lift coefficient goes up in 
value. Such a reduction in downforce will lead to less cornering stability when the vehicle 
traverses corners at high speed. Fortunately, high speed cornering is typically not a key 
performance indicator (KPI) for vans like the Nissan NDP.

Furthermore, due to the failure to achieve truly converged values of lift and drag, as 
seen in the mesh refinement study of Sect.  2.5, one cannot take these percentage differ-
ences between the cavity and “squareback” variant of the Nissan NDP as absolute. Rather, 
one must accept that there is some inherent margin of error. Based on the mesh refine-
ment study of Sect. 2.5, this margin of error lies at about 3% for drag and 10% for lift (see 
Table 1). Armed with this information, one can see that the margin of error for lift is in fact 
larger than its computed percentage delta between the “squareback” and cavity variant of 
the Nissan NDP. This reinforces the statement that lift variation in CFD can be quite high, 
as encountered in the work by Ashton et al. (2016).

3.2 � Stationary Versus Moving Ground

This section is more qualitative. It analyzes, through visualization of the flow field, the 
implication of a moving ground when it comes to vehicle development. To achieve this, 
a comparison is performed between a stationary ground simulation and a moving ground 

Fig. 14   Symmetric vortex shed-
ding in the spanwise direction 
visualized through the applica-
tion of POD on instantaneous 
pressure data taken from the 
x1x3—middle plane that lies at 
x2 = G + 0.5H for a the “square-
back” NDP and b the NDP with 
a rear cavity. This is the third 
POD mode
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simulation of the cavity variant of the Nissan NDP. Figures  18, 20, and 21 portray the 
instantaneous pressure field, x3-vorticity field, and velocity magnitude field around the 
Nissan NDP, respectively, for both setups. Associated with these instantaneous flow field 
snapshots are videos that may be found in this paper’s supplementary material; they offer 
a further dimension to the analysis. Meanwhile, Figs. 19 and 22 depict the time-averaged 
pressure and velocity magnitude field, respectively, for both set-ups under consideration.

All flow field representations illustrate the detachment of a powerful vortex from the 
roof of the vehicle. In Sect.  3.1, this structure was alluded to. More specifically, it was 
postulated that this powerful vortex detachment is a reason for/contributor to the wake’s 
prominent vertical tilt away from the NDP’s top trailing edge. As was done for the vortex 
shedding mode in Sect.  3.1, it is possible to isolate and, thereby, visualize more clearly 
this coherent structure by applying the POD post-processing technique to the flow field 
data. The performed POD analysis suggests that the shed hairpin vortex structure contains 
approximately 3.5% of the system’s total energy. It is, thus, in this highly energy distributed 
system the fourth most energetic mode. Furthermore, this structure’s stationary ground and 
moving ground manifestation is essentially indistinguishable (Fig. 23).

Meanwhile, the aforementioned representations of the flow field around the Nissan NDP 
(Figs. 18, 19, 20, 21 and 22) underline the presence of a stationary ground in the simula-
tion by exhibiting clockwise rotating (when looking into the page of the vertical plane) low 
pressure cores brought on by the fluid’s deceleration near the ground just aft of the vehicle 
base. The fluid’s deceleration is due to the no-slip boundary condition at the ground cou-
pled to the the air flow progressing from an area of low pressure to one of higher pressure 
as it flows downstream of the vehicle under-body toward the wake’s far-field region.

Additionally, by visualizing iso-contours of Q∗ = 59.8 that are coloured by velocity 
magnitude (Fig.  24), one is able to depict vortex structures surrounding the vehicle. 

Fig. 15   Asymmetric vortex shedding in the vertical direction visualized through the application of POD on 
instantaneous pressure data taken from the x1x2—middle plane for a the “squareback” NDP and b the NDP 
with a rear cavity. This is the second POD mode
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Figure 24 does appear to show that the moving ground simulation drags the wake vor-
tex structures further downstream than in the case of the stationary ground simulation. 
However, upon looking at the associated Q-criterion video that is appended as supple-
mentary material, this is just a snap-shot occurrence. In general, the wake vortex struc-
tures are dragged away from the vehicle base to a similar extent in both the moving 
ground and stationary ground simulation. The apparent lack of difference between the 
moving ground and stationary ground set-up’s wake region is further evidenced by the 
mean pressure field (Fig. 19) and mean velocity field magnitude (Fig. 22) images, which 
are almost indistinguishable. Through these images one can see that the recirculation 
bubble length between both ground boundary condition set-ups is essentially the same 
and lies at approximately 0.75 H (Table 1).

Despite this similarity between the wake regions of both set-ups, there is a 3.3% 
reduction in the time-averaged drag coefficient for the moving ground set-up over 
the stationary ground variant. For the stationary ground simulation, the value lies at 
0.274, while in the case of the moving ground simulation, the drag value rests at 0.265 
(Table 3). The augmented drag value for the stationary ground variant must be due to 
the presence of low pressure clockwise rotating (when looking into the page of the ver-
tical plane) vortices near the ground brought on by the flow deceleration just aft of the 
vehicle base (Figs. 18, 19, 20, 21 and 22), as was described earlier.

Fig. 16   Comparison of the mean velocity field magnitude with LIC for the “squareback” and cavity variant 
of the NDP
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By right, a moving ground simulation is more representative of real-world driving con-
ditions, as a boundary layer should not be developing at the ground. However, with no ref-
erence data available, an absolute assessment cannot be made about whether the presented 
moving ground simulation better replicates the vehicle performance, such as the drag coef-
ficient, of an on-road vehicle. In the current study, it is clear that the stationary ground 
simulation provides a more conservative design platform when considering the vehicle’s 
aerodynamics and designing the vehicle entirely virtually where there is no physical model 
for validation. By over-design, one makes sure that the drag coefficient target is met. It is 
not absolute though; a moving ground simulation does not invariably return a lower drag 
value than its fixed ground counterpart. This depends very strongly on several factors: is 
the vehicle underbody smooth or detailed, is one simulating tire behavior as well, and/or 
are side mirrors present. Heft et al. (2012) nicely illustrated this dependency of the moving 
ground drag value when releasing the open-source DrivAer model.

Fig. 17   Comparison of the turbulent kinetic energy (TKE) for the “squareback” and cavity variant of the 
NDP

Table 2   Integral flow quantities for the “squareback” NDP and NDP with a rear cavity

NDP Set-up C
D

%Δ
C
′2
D

%Δ C
L

%Δ
C
′2
L

%Δ

“Squareback” 0.317 – 0.0163 – − 0.0815 – 0.0107 –
Cavity 0.274 − 13.6 0.0051 − 68.7 − 0.0750 8.0 0.0072 − 32.7
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The remaining integral flow quantities for the two considered simulations are subse-
quently analyzed. Specifically, the influence of a moving ground in the simulation is to 
accelerate the air flow under the Nissan NDP’s body and, thereby, reduce the lift value, 

Fig. 18   Instantaneous pressure flow field for a moving ground and b stationary ground simulation of the 
Nissan NDP with a rear cavity. An animation of this content can be found in the video “Pressure”

Fig. 19   Average pressure flow field for a moving ground and b stationary ground simulation of the Nissan 
NDP with a rear cavity
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generating more downforce. For the moving ground simulation, lift lies at − 0.089 while 
for the stationary ground simulation the value rests at − 0.075 (Table 3). Meanwhile, RMS 

Fig. 20   Instantaneous x3-vorticity for a moving ground and b stationary ground simulation of the Nissan 
NDP with a rear cavity. An animation of this content can be found in the video “x3Vorticity”

Fig. 21   Instantaneous velocity magnitude field for a moving ground and b stationary ground simulation of 
the Nissan NDP with a rear cavity. An animation of this content can be found in the video “VelocityMagni-
tude”
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Fig. 22   Mean velocity magnitude field with LIC for a moving ground and b stationary ground simulation 
of the Nissan NDP with a rear cavity

Fig. 23   Roof hairpin vortex visualized through the application of POD on instantaneous pressure data taken 
from the x1x2—middle plane for a moving ground and b stationary ground simulation of the Nissan NDP 
with a rear cavity. This is the fourth POD mode
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values of drag and lift for the two simulation set-ups look rather inconclusive. This is 
because for drag the RMS increases, while for lift the RMS decreases, both by comparable 
amounts, between the fixed ground and moving ground simulation (Table 3).

4 � Conclusion

A ReH = 100, 000 flow past the 15% scale model of the Nissan NDP is simulated using 
WRLES. Two comparisons are performed. The first analyzes rear wake asymmetries as 
part of a preliminary analysis that focuses on the possible presence of wake bimodality: the 

Fig. 24   Vortex structure visualization through Q∗ criterion iso-contours of Q∗ = 59.8 for a moving ground 
and b stationary ground simulation of the Nissan NDP with a rear cavity. An animation of this content can 
be found in the video “QCriterion”

Table 3   Integral flow quantities for the stationary ground and moving ground simulation of the NDP with a 
rear cavity

Ground Set-up C
D

%Δ
C
′2
D

%Δ C
L

%Δ
C
′2
L

%Δ

Stationary 0.274 – 0.0051 – − 0.075 – 0.0072 –
Moving 0.265 − 3.3 0.0064 25.5 − 0.089 − 18.7 0.0060 − 16.7
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comparison looks at the flow fields aft of a “squareback” and cavity variant of the NDP. It 
is determined that no wake bimodality in the spanwise direction is likely to occur: there is 
no long-term spanwise wake asymmetry and POD indicates that trailing edge vortex shed-
ding is symmetric in the spanwise plane. However, there is the possibility that wake bimo-
dality in the vertical direction is present: there is a prominent vertical tilt of the wake and 
asymmetric vortex shedding in this plane. To conclusively determine this, the non-dimen-
sional simulation duration, t∗ , must be extended by at least an order of magnitude though. 
The immediate effect of the cavity is to release the rear wake from its more restricted 
motion that is present with the “squareback” variant. This, coupled to a 5% reduction in 
rear base area for the cavity NDP over its “squareback” variant, reduces the drag value by 
13.6%, illustrating that the cavity is a powerful passive flow control device. The second 
comparison involves the use of a moving ground simulation as compared to a stationary 
ground simulation for the Nissan NDP with a cavity. It is found that having a fixed ground 
is associated with the presence of low pressure clockwise rotating (when looking into the 
page of the vertical plane) vortices near the ground brought on by the flow deceleration just 
aft of the vehicle base. This translates to a 3.3% higher drag value prediction with a station-
ary ground compared to the moving ground set-up. As such, although the moving ground 
should better replicate the real-world driving scenario, it is the stationary ground variant 
that allows the incorporation of a more conservative aerodynamic design strategy when 
conceptualizing the NDP vehicle solely in the virtual domain using a digital twin.
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