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Abstract
This paper provides a numerical study on n-dodecane flames using Large-Eddy Simula-
tions (LES) along with the Flamelet Generated Manifold (FGM) method for combustion 
modeling. The computational setup follows the Engine Combustion Network Spray A 
operating condition, which consists of a single-hole spray injection into a constant volume 
vessel. Herein we propose a novel approach for the coupling of the energy equation with 
the FGM database for spray combustion simulations. Namely, the energy equation is solved 
in terms of the sensible enthalpy, while the heat of combustion is calculated from the FGM 
database. This approach decreases the computational cost of the simulation because it does 
not require a precise computation of the entire composition of the mixture. The flamelet 
database is generated by simulating a series of counterflow diffusion flames with two popu-
lar chemical kinetics mechanisms for n-dodecane. Further, the secondary breakup of the 
droplet is taken into account by a recently developed modified version of the Taylor Anal-
ogy Breakup model. The numerical results show that the proposed methodology captures 
accurately the main characteristics of the reacting spray, such as mixture formation, igni-
tion delay time, and flame lift-off. Additionally, it captures the “cool flame" between the 
flame lift-off and the injection nozzle. Overall, the simulations show differences between 
the two kinetics mechanisms regarding the ignition characteristics, while similar flame 
structures are observed once the flame is stabilised at the lift-off distance.
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1  Introduction

Spray combustion is encountered in many industrial applications, one significant class 
being Diesel engines. Over the last decades, numerous investigations have been carried 
out with the aim of improving their efficiency and reducing pollutants. Owing to the ever-
increasing computing power, many such investigations on engine improvement nowadays 
involve numerical simulations. The main advantages of numerical simulations compared 
to experiments are their cost-efficiency and the easy access to flow quantities governed by 
small time scales. For example, mixture composition and size distribution of soot particles 
are experimentally difficult or sometimes even impossible to obtain.

Diesel combustion is primarily mixing controlled because the liquid fuel is usually 
injected into the chamber as a high-velocity jet through a nozzle. For such configurations, 
combustion of the fuel-air mixture involves a series of complex phenomena, including 
atomization, breakup and dispersion of the droplets, along with the impact on the turbu-
lence and the strongly coupled evaporation and combustion process. All these physical 
and chemical processes are developing in a large range of spatial and temporal scales. The 
resolution of all these scales on a numerical mesh leads to an unaffordable computational 
cost. Consequently, different assumptions have to be introduced in order to derive sim-
plified models. However, these assumptions entail new uncertainties that require careful 
validation.

To address these issues, the Engine Combustion Network (ECN) (2021) has defined a 
simplified study case known as Spray A, which is a single-nozzle spray with boundary con-
ditions that closely match the characteristics of Diesel-like combustion chambers. N-dode-
cane was identified as a suitable surrogate for Diesel fuel due to the long carbon chain and 
the well defined thermophysical properties Cernansky et al. (2007). Additionally, the ECN 
provides experimental measurements of global quantities, e.g., Ignition Delay Time (IDT) 
and Flame Lift-Off Length (FLOL), for a range of ambient and injections conditions.

Regarding spray modeling, the existing literature is quite extensive, and many numeri-
cal studies can be found therein. Typically, the fuel spray poses a very short liquid core 
due to rapid atomization and evaporation in engine conditions. For this reason, a widely 
used approach is to model the atomization process by applying a specific initial droplet size 
distribution, whereas the secondary droplet breakup is taken into account by a sub-model. 
Various models with different levels of accuracy and complexity have been developed and 
successfully applied to spray flows Sirignano (2010). Studies of non-reactive sprays Gross-
hans et al. (2015); Nicholson et al. (2018); Sula et al. (2020), showed that the Lagrangian 
Particle Tracking method in conjunction with the Large Eddy Simulation (LES) approach 
can accurately capture the main characteristics of the spray jet, e.g., liquid length, vapour 
penetration distance and mixture formation.

Performing a fuel spray simulation requires a combustion model with the capacity to 
accommodate complex chemical kinetic while taking into account Turbulence-Chemistry 
Interactions (TCI) in a reliable manner. To this end, different turbulent combustion models 
have been coupled with the LES approach, including the perfectly stirred reactor Fooladgar 
et al. (2017), the conditional moment closure Blombert et al. (2016), the sparse Lagrangian 
multiple mapping conditioning Salehi et  al. (2017), to mention but a few. However, the 
application of these models is still computationally demanding. Additionally, the compu-
tational cost increases with the size of the chemical kinetics mechanism. An alternative 
choice is to employ flamelet-based methods such as Flamelet Generated Manifolds (FGM) 
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Peters (1984); Van Oijen and De Goey (2000), unsteady flamelet progress variables Pierce 
and Moin (2004), representative interactive flamelet Barths et al. (2000) and others.

The underlying idea of flamelet-based methods is that the local flame structure is similar 
to that in a laminar flow but is influenced by the flow field, e.g. via strain. In particular, it 
is assumed that it is considerably thinner compared to the other scales and distortions of 
the flow. In turn, regarding non-premixed flames, this implies that the chemical reactions 
are faster than all other flow phenomena and can be assumed to occur within relatively 
thin layers Peters (1988). Therefore, the internal structure of the flame is approximately 
“frozen” while it is advected by the flow. Consequently, pre-generated solutions of chemi-
cal composition for flames in simple configurations can be used to predict local chemical 
composition in more complex flows via solution-mapping procedures and functions. In this 
manner, the computational cost is reduced by essentially decoupling the chemistry and the 
TCI calculations from the flow solver while using complex chemical kinetics schemes. The 
TCI in the flamelet based models is accounted for by means of presumed probability func-
tions Peters (1984). To this end, all quantities are stored in a database as a function of a 
limited number of control variables.

While the most common approach is to construct the FGM tables using three control 
variables, studies based on Reynolds-Averaged Navier-Stokes simulations Knudsen et al. 
(2010); Zhang et  al. (2019) reported promising results in constructing these tables with 
four or even more control variables. However, it is important to note that the increase in 
the number of control variables for the FGM tables significantly impacts the computational 
cost Zhang et al. (2020). Therefore, in the current study, we construct the FGM database 
using three control variables, namely, the mean values of the mixture fraction and the pro-
gress variable, and the variance of the mixture fraction.

Another challenge when applying the FGM method is the coupling of the algorithms 
for the computation of the temperature and the mixture properties with the FGM database. 
Various approaches have appeared in the literature to address this issue. In summary, these 
methods can be categorized into two principal approaches. The first one is to extend the 
FGM database with an additional quantity, which is the heat loss compared to the adiabatic 
reference condition Ma and Roekaerts (2016a, 2016b); Jurić et al. (2021). This approach 
allows to account for enthalpy losses due to heat transfer between the two phases and for 
the latent heat of evaporation. This is possible in the application of interest because the 
temperature of the oxidizer is sufficiently high to allow counterflow diffusion flamelets to 
exist even in the presence heat loss. According to this methodology, the temperature of the 
gaseous phase is also recovered from the FGM database.

The second approach is to compute the temperature by solving the energy equation 
while the transport and thermophysical properties of the mixture are recovered from the 
FGM database Wehrfritz et  al. (2016); Kahila et  al. (2018); Tekgül et  al. (2020). For 
instance, Wehrfritz et al. (2016) cast the energy equation in terms of the absolute enthalpy. 
Additionally, they proposed an optimization procedure to identify a subset of species to 
approximate the physical properties of the mixture. It is worth mentioning that this optimi-
zation procedure is run on every point in the FGM database, and that the set of species are 
mechanism dependent. Furthermore, this approach is computationally demanding as more 
quantities must be included in the FGM database, e.g. species mass fractions.

The present study is concerned with numerical simulations of turbulent spray combus-
tion under the Spray A operating condition. To this end, a series of LES is carried out 
using Lagrangian particle tracking to model the dispersed liquid phase and the FGM 
combustion model to account for the complex chemical reactions. Herein we propose a 
computationally efficient approach to couple the energy equation with the FGM database 
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for spray combustion simulations. More specifically, the energy equation is formulated in 
terms of the sensible enthalpy. The source term due to combustion is then obtained from 
the FGM database. In this manner, the heat release embodies the effect from all species 
of the combustion mechanism. Once the sensible enthalpy is computed by integrating the 
energy equation, then the temperature is computed via the caloric equation of state. The 
advantage of this approach is that it does not require precise knowledge of the entire com-
position of the mixture, thereby reducing the workload and memory requirements of the 
numerical simulation. Moreover, the thermophysical and transport properties of the mix-
ture are computed on the basis of a small number of dominant species recovered from the 
FGM database through the control variables.

Regarding the secondary breakup of the fuel droplets, the Modified Taylor Analogy 
Breakup model (MTAB) proposed by Sula et  al. (2020) is employed herein. The origi-
nal TAB model is based upon the analogy between the distortions of a droplet moving 
through a gas and a second-order harmonic oscillator. In the original model the coeffi-
cient that incorporates the effect of the external forces is determined empirically, whereas 
in MTAB it is computed dynamically as a function of the drag coefficient of the droplet. 
According to the comparative study of non-reactive Spray A simulations Sula et al. (2020), 
the MTAB model yields mildly improved estimates for the liquid and vapor penetration 
lengths than those of the original TAB and the popular Reitz-Diwakar and Pilch-Erdman 
models. The simulations presented herein are performed using the open-source CFD code 
OpenFOAM® Weller et al. (1998), into which the proposed FGM and MTAB models have 
been implemented.

Also, a detailed analysis of the flame structure is presented herein, and the numerical 
results are compared against available experimental data Lillo et  al. (2012); Maes et  al. 
(2016); Skeen et  al. (2015) and earlier numerical results Wehrfritz et  al. (2016); Tekgül 
et al. (2020). Namely, we investigate how the ignition occurs by quantifying the IDT and 
the FLOL numerically. Also, we study the concentrations of formaldehyde, hydroxyl and 
hydrogen peroxide during the combustion process, both in space and time. These spe-
cies play an important role in the onset of the combustion and the transition from low to 
high-temperature burning. Additionally, studies have shown that hydrogen peroxide is a 
good combustion enhancer, and it has a great potential in improving combustion efficiency 
Nguyen et al. (2014). We assess the ability of the proposed LES-FGM approach to predict 
the spatial formation of formaldehyde and hydroxide species by comparing the numerical 
results against the experimental data of Skeen et al. (2015); Maes et al. (2016).

The paper is organized as follows. First, a description of the computational theory and 
model formulation is provided in Sect.  2, followed by the computational setup and ini-
tial conditions in Sect. 3. In Sect. 4, qualitative and quantitative data and analysis of the 
numerical results are carried out. Finally, Sect. 5 summarizes the findings and concludes 
the paper.

2 � Mathematical and Numerical Modeling

2.1 � Governing Equations

The LES of our study are based on the spatially-filtered, compressible Navier-Stokes-
Fourier equations. Additionally, the density-weighted operator of Favre (1983) is 
employed. Applied to a generic quantity � , the corresponding Favre-filtered quantity 
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�̃ is defined as �̃ = ��∕� , where � and ��  are spatially-filtered quantities. To simplify 
the notation, the quantities associated with the ambient gas will appear without sub-
script; for example, the gas density will be denoted by � . On the other hand, quantities 
associated with droplets will have a descriptive subscript; i.e. the droplet density will be 
denoted by �d.

Upon spatial filtering, the governing equations describing the balance of mass, 
momentum and energy of the continuous phase (the surrounding gas) read, Wehrfritz 
et al. (2016); Sula et al. (2020),

where p and ũ = (ũ, ṽ, w̃) denote, respectively, the filtered fluid pressure, and velocity vec-
tor. Also, h̃t denotes the total “non-chemical” enthalpy, which is the sum of the sensible 
enthalpy and kinetic energy, i.e. h̃t = h̃s +

|ũ2|
2

 . In the above equation Ṽ
d
 stands for twice 

the deviatoric part of the filtered strain-rate tensor �V =
1

2
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)⊤) ; in other words, 
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I . Additionally, the variables, � , � , and cp represent the filtered 

dynamic viscosity, thermal conductivity and heat capacity of the carrier gas.
In the governing system (1, 2, 3) the source terms �  , F and Q describe, respectively, 

the mass, momentum and energy exchanges between the continuous gaseous phase and 
the liquid droplets. It is noted that the source term in the energy equation is the sum of 
two contributions, Sh and Q respectively. The first term incorporates the energy required 
to heat the liquid droplets and the latent heat of evaporation of the fuel, while the sec-
ond term accounts for the heat-release rate due to combustion. The explicit form of the 
source terms �  , F and Q is provided in Sula et  al. (2020) and is not included herein 
for purposes of economy of space. With regard to Sh , it is noted that it is equal to the 
sum, over all species, of the products between the enthalpies of formation and the reac-
tion rates of the species; see e.g. Poinsot and Veynante (2005); Papalexandris (2020). 
Tabulated values of this quantity are provided in the FGM database, the construction of 
which is discussed in Sect. 2.2 below.

The above balance laws are supplemented with the evolution Eqs. (19) and (20) for 
the filtered mixture fraction Z̃ and progress variable Ỹ , respectively, and with the alge-
braic expression (21) for the mixture-fraction variance; these equations are also pro-
vided in Sect.  2.2 below. The resulting governing system is closed with the ideal gas 
law.

Also, as elaborated below, the filtered viscosity and thermal diffusivity of the mixture are 
computed according to the relations of Wilke (1950) and on the basis of the five dominant 
species of the reactive gas. For a given species, the kinetic theory of gases, the intermolecular 
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potential model of a rigid sphere and 7th-order polynomial fits are used to evaluate its trans-
port and thermophysical properties Burcat and Ruscic (2005).

With regard to the subgrid-scale (SGS) modeling, the eddy viscosity �t is computed via 
the dynamic k-equation model Yoshizawa (1987); Chai and Mahesh (2012), while the ther-
mal diffusivity �t is computed from �t by assuming a constant turbulent Prandlt number, 
namely, Prt =

cp�t

�t
= 1 . The approach to compute the eddy viscosity is similar to that of the 

dynamic model Moin et  al. (1991) for variable-density flows. However, in this case, the 
reference velocity is taken to be the square root of the SGS kinetic energy 

√
k instead of 

Δ|Ṽ| , with Δ being the nominal filter width.
The governing Eqs. (1, 2, 3) are then discretized via a finite-volume algorithm and 

integrated in time via the implicit Euler scheme. With regard to spatial discretization, we 
employ the second-order upwind scheme for the convective terms and second-order cen-
tral differences for the diffusive terms. The algorithm for the pressure-velocity coupling 
is based on the Pressure-Implicit with Splitting of Operators (PISO) technique. This tech-
nique was initially introduced in Issa (1986) and herein we employ its generalization to 
compressible flows Ferziger et al. (2020). We remark that, in our study, we do not invoke 
the low-Mach number approximation of reacting flows Lessani and Papalexandris (2006), 
but instead solve numerically the full system (1, 2, 3) for compressible flows. Furthermore, 
in the computations involving the equation of state, we use the local value of the pressure 
and not a “background pressure”.

As far as spray modeling is concerned, the Lagrangian particle tracking approach, com-
bined with stochastic parcel method Dukowicz (1980) is employed for the discrete liquid 
phase. According to this procedure, the droplets are grouped into parcels which are then 
tracked individually as Lagrangian points. It is also assumed that all droplets in a given 
parcel share the same properties, namely diameter d, velocity ud , density �d , temperature 
Td , etc.

Regarding droplet dynamics, we assume that the aerodynamic drag is the only force act-
ing on the liquid-fuel droplets. Thus, their equation of motion reads,

where �d is the droplet density, dd the particle diameter, and urel the relative velocity of the 
droplet with respect to the surrounding gas. Also, CD stands for the drag coefficient and is 
dynamically computed via a correlation of the standard drag curve on a smooth sphere Liu 
et al. (1993). The contribution of the other forces acting on the droplets, such as the virtual 
mass, Faxen, Basset, Magnus and Saffman forces, are considered negligibly small. This is 
a common practice in simulation of sprays Grosshans et al. (2015). It is further noted that 
the term for interphasial drag in Eq. (4) involves the resolved fluid velocities only. This 
implies that the influence of the subgrid-scale velocity fluctuations in the interphasial drag 
is ignored.

Finally, it is worth adding that, for any given computational cell, the momentum-
exchange term F in the momentum Eq. (2) is the sum of the right-hand side of (4) over all 
droplets that lie in the cell, divided by the volume of the cell.

The energy balance for a single droplet, neglecting the radiation and the kinetic energy 
of the evaporated mass, is given by

(4)�d
dud

dt
= −

3

4

�

dd
CD|urel|urel ,

(5)mdcp,d
dTd

dt
= Qd + ṁdhl .
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Herein Td is the droplet temperature, cp,d is the specific heat of the liquid, Qd represents the 
convective and conductive heat transfer between droplet and surrounding gas, hl the latent 
heat of evaporation of the fuel. Also md and ṁd are, respectively, the mass and evaporation 
rate of a droplet.

In our study, Qd is approximated by,

with �d being the thermal conductivity of the droplet and Nu the Nusselt number. The latter 
is estimated via Ranz and Marshall (1952a, 1952b),

where Pr is the Prandtl number with respect to the liquid and Red is the Reynolds number 
of the droplet.

Liquid droplet evaporation is computed via the model proposed in Amsden et al. (1989) 
which assumes that the fuel droplets are spherical and have uniform properties in their 
interior. This assumption is justified if the droplet Biot number is less than unity Grosshans 
et al. (2016), which is the case in the present study. Accordingly, the evaporation rate of a 
droplet ṁd is written as,

In the above equation, the rate of decrease of the droplet diameter, on the right-hand side of 
is approximated via the solution of the Stefan problem in spherical coordinates; the result-
ing correlation is provided in Sula et al. (2020).

It is also worth adding that, for any given computational cell, the value of Q in the 
energy Eq. (3) is the sum of the right-hand side of (5) and the work of the drag force over 
all droplets that lie in the cell divided by the volume of the cell. Similarly, the sum of the 
evaporation rates of the droplets in a cell is equal to the mass exchange rate �  divided by 
the cell volume.

As mentioned in the Introduction, the primary breakup of the jet is not directly solved 
for. Instead, it is taken into account by sampling the parcels according to the Rosin-
Rammler size distribution. The secondary breakup of the droplets is modeled using the 
Modified Taylor Analogy Breakup model described in Sula et al. (2020).

2.2 � Combustion Modeling

The FGM method can be considered as the combination of two techniques, the flamelet 
and the manifold technique. The first one is based on the idea that the multi-dimensional 
flame structure may be considered as an ensemble of one-dimensional laminar flames. In 
the context of FGM, its implementation is achieved via the manifold method, according to 
which a low-dimensional manifold (LDM) is reconstructed numerically by tabulating the 
chemistry as a function of a limited number of control variables Maas and Pope (1992). 
Since fluid advection and diffusion processes are represented in one-dimensional flamelets, 
the FGM provides reasonable accuracy for cold and hot spray regions.

In studies of non-premixed combustion, the corresponding 1D laminar Counterflow Dif-
fusion (CD) flame is often considered as a canonical configuration for the computation of 
flamelets. According to it, the laminar flamelet equations are expressed in terms of the 

(6)Qd = �d�dd(T − Td)Nu ,

(7)Nu = 2 + 0.6
√
Red

3
√
Pr,

(8)ṁd =
1

2
𝜋𝜌dd

2

d

ddd

dt
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spatial coordinate normal to the flame, say x, and time only. Then, the multidimensional 
character of the flow is taken into account via the local stretch rate K =

�v

�y
 , where v repre-

sents the velocity component that is tangential to the stagnation plane and y is normal to 
the x coordinate Kee et al. (2018). Therefore, the one-dimensional conservation equations 
for the unsteady CD flames can be written as Stahl and Warnatz (1991); Kee et al. (2018); 
Long et al. (2018),

where 𝜔̇i is the chemical source-term of the i-th species Yi . The local stretch rate K is gov-
erned by,

where �ox and a denote the density and prescribed strain rate in the oxidizer stream, respec-
tively. Unity Lewis number is assumed for all species, as heat and species diffusion in 
spray combustion are dominated by turbulent mixing. This assumption is often invoked in 
numerical simulations of turbulent combustion of n-dodecane; nonetheless, in the flamelet 
regime, non-unity Lewis-number effects may be non-negligible.

Dirichlet boundary conditions are specified for the temperature and species mass fractions 
at the fuel ( x = −L ) and oxidizer ( x = L ) inlets, according to the Spray A configuration; see 
Table 1 below. Further, for the flame stretch rate, a Dirichlet boundary condition is applied at 
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Table 1   Case details Spray details

Fuel  n-dode-
cane 
( C12H26)

Fuel temperature [K] 363
Fuel density [kg/m3] 643
  Nozzle diameter [ μm] 90
  Injection pressure [MPa] 150
  Nominal injection velocity [m/s] 550
  Injection duration [ms] 1.5
  Injected fuel mass [mg] 3.5
Ambient conditions
  Temperature [K] 900
  Density [kg/m3] 22.8
  Pressure [MPa] 6
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the oxidizer and a zero-Neumann one at the fuel stream. Also, the pressure is kept at 6 MPa, 
which is the ambient pressure of the Spray A configuration. Finally, the initial condition for 
the temperature is the mixing profile between the values of the temperature at the two inlets.

It is noted that in spray combustion, the initial temperature of the fuel can be lower than that 
of the jet because of heat losses due to evaporation. Therefore, in principle, these heat losses 
should be incorporated in the flamelet equations as is done, for example, in Ma and Roekaerts 
(2016a, 2016b); Jurić et al. (2021). Nonetheless, Wehrfritz (2016) solved the unsteady flame-
let equations for the fuel-oxidizer system in hand by varying the fuel inlet temperature from 
250 K to 363 K, the latter being the temperature of the liquid fuel as per the Spray A configu-
ration. According to that study, the fuel inlet temperature had practically no influence on the 
species composition and played only a minor role in the IDT. Based on these findings, in the 
present study we opted to construct the FGM database by setting the fuel and oxidizer inlet 
temperatures to the values provided by the Spray A conditions.

The system of the flamelet Eqs. (9, 10, 11, 12) is closed with the ideal gas law. In our study, 
its numerical solution is obtained with the one-dimensional flame solver Ember Long et al. 
(2018), while the thermodynamic, transport, and kinetic parameters needed in each equation 
are computed using the popular package Cantera Goodwin et al. (2021).

The LDM is constructed using the steady-state solution of (9, 10, 11,12) for strain rate 
a ranging between 1 and 500 s−1 , plus one unsteady solution of the flamelet equations for a 
constant strain rate a = 500 s−1 . The unsteady solution is meant to capture the temporal evolu-
tion of the chemical composition from ignition towards the equilibrium steady-state solutions. 
In non-premixed combustion, it is common to parameterize the LDM in terms of the mix-
ture fraction Z and the reaction-progress variable Y . The mixture fraction governs the mixing 
between the fuel and the oxidizer, while the progress variable expresses the advancement of 
the combustion process. Accordingly, a generic flow quantity � is expressed as a function of Z 
and Y , i.e. � = F� (Z,Y).

In the present study we have opted for the Bilger definition of the mixture fraction Bilger 
et al. (1990); Sutherland et al. (2005), which is given in terms of the coupling function � as 
follows,

where �1 and �0 are constants evaluated in the fuel and oxidizer stream, respectively. The 
coupling function � is defined in terms of the element mass fractions as

where Wi denotes the atomic mass of element i.
The reaction-progress variable, Y , is defined as a linear combination of any chemical spe-

cies that exhibit monotonic behaviour from the initial mixing solution to chemical equilibrium. 
In the present study, Y is given as a linear combination of three reaction products, namely,

where Mi denotes the dimensionless molar mass of the species i; it is made dimension-
less by the molar mass of atomic hydrogen. In this equation, the Mi are to be taken as 
dimensionless weighting factors, made dimensionless by the atomic mass of hydrogen. The 
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above definition of Y has been used in previous studies Wehrfritz et al. (2016); Kahila et al. 
(2018); Maghbouli et al. (2019) and is based on CH2 O, CO and CO2 because these species 
are representative of the initiation, intermediate stages and completion of the combustion, 
respectively. Generally, there is not a unique way to define the progress variable. In fact, 
different choices can be selected, depending on the fuel and the chemical kinetics mecha-
nism. Nevertheless, any choice of species is acceptable, and will not impact the results, for 
as long as it represents all combustion stages and is monotonous from the unburned state 
to chemical equilibrium. The fulfilment of this criterion must be ensured during the para-
metrization process.

With respect to LES modeling of turbulent combustion, the flow variables must be for-
mulated as Favre-filtered quantities. A widely used approach is based on the presumed 
joint Probability Distribution Function (PDF) formulation for the mixture fraction and pro-
gress variables,

where, as mentioned above, � = F� (Z,Y) is a generic flow quantity that has been tabulated 
in the FGM database and P̃ represents the density-weighted joint PDF. In non-premixed 
combustion, the range of Y depends on the mixture fraction and takes values between its 
minimum Ymin(Z) and equilibrium Ymax(Z) values. Therefore, it is convenient to normalize 
Y and introduce the normalized progress variable C(Z),

According to Vervisch et al. (2004), Z and C are only weakly dependent. Thus, as in ear-
lier studies Wehrfritz et al. (2016); Kahila et al. (2018); Zhang et al. (2019), the assump-
tion of statistical independence between Z and C is also introduced herein, i.e. we assume 
that P̃(Z,Y) = P̃(Z) P̃(C) . Nonetheless, the findings of Vervisch et al. (2004) were based on 
simulations with single-step chemistry and the validity of this assumption remains a matter 
of debate. While most of the studies neglect this effect, Meyers and O’Brien (1981) found 
weak statistical dependency at moderate turbulent Reynolds numbers. As the combustion 
process occurs far downstream from the injection point, this effect will also be neglected in 
the current study.

The joint PDF P̃ can be either presumed, e.g. parameterized by a limited number of 
parameters, or computed numerically by solving a balance equation. A widely used 
approach is to presume that the joint PDF is an analytical function. Different PDFs may 
be used, and multiple examples of presumed PDFs are available in the literature Borghi 
(1988); Bray et al. (1989); Ribert et al. (2005); Robin et al. (2006). In the current work, the 
beta and delta functions are used to approximate the mixture fraction and progress-variable 
distributions, respectively. Accordingly, the joint PDF simplifies to,

It is acknowledged that assuming a delta-function distribution for the scaled progress vari-
able C amounts to neglecting the influence of turbulent fluctuations in the advancement of 
the combustion process. Strictly speaking, this is true only for the case of infinitely fast 
chemistry. Nonetheless, for the purposes of our study, we may assume that the chemical 
reactions are fast enough so that the introduction of a delta-function distribution is still 

(16)�̃ = ∫ ∫ F� (Z,Y)P̃(Z,Y) dZ dY ,

(17)C =
Y − Ymin(Z)

Ymax(Z) − Ymin(Z)
.

(18)P̃(Z,Y) = P̃(Z)P̃(C) = �(Z;Z̃, Z̃��2) �(C̃ − C) .
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acceptable. An improvement of this approach would be to consider a beta-function distri-
bution for C and further introduce its variance C̃′′2 as an additional control variable in the 
construction of the FGM database. This methodology may capture the turbulence-chemis-
try interaction more accurately, which is a topic of our current investigations.

As is typical in LES of variable-density flows, the transport equations for the mixture 
fraction and the progress variable are also spatially filtered, yielding the following equa-
tions for the corresponding Favre-averaged quantities, Z̃ and Ỹ,

In the above equations, SZ represents the spray source term. for a single-component fuel; 
it is equal to the mass source term in (1), SZ = �  . Also, 𝜔̇Y represents the chemical source 
term is obtained from the FGM database. The unresolved turbulent fluxes resulting from 
spatial filtering of the equations are modeled via a gradient assumption, i.e. in the same 
fashion as the unresolved turbulent flux in the energy equation (3). Herein it is assumed 
that the turbulent Schmidt number is equal to unity.

Lastly, the subgrid variances of mixture fraction are estimated using the algebraic 
model proposed by Pierce and Moin (1998),

where Cv,Z represents the model constant which is dynamically evaluated according to the 
process described Balarac et al. (2008) and Δ denotes the LES filter width.

The coupling between the FGM database and the LES spray solver is achieved via 
a representative set of species and the source terms in (20) and (3) which are stored 
functions of Z̃ , C̃ and Z̃′′2 . The composition of the mixture is determined through the 
lookup procedure from the FGM database. Thus, no transport equation for any species 
mass fraction is solved. In our implementation of this procedure, five major species are 
considered out of all the species that are present in the respective chemical mechanism, 
namely, C 12H26 , O 2 , CO2 , H 2 O and N 2 . We remark that in reaction zones, where many 
intermediate species are present, the sum of the concentrations of these five species is 
not unity after the onset of combustion. For this reason, the mass fraction of N 2 is cal-
culated on the basis of the mass fractions of the other four species, thereby enforcing 
that the sum of the mass fractions of the five dominant species is equal to unity. In prin-
ciple, this simplification may have an impact in the computation of the mixture density 
because the latter is calculated via the thermal equation of state which involves the mix-
ture composition. However, in preliminary tests that we conducted in the context of our 
study, the error in the density due to this simplification was found to be less than 2% , 
which is deemed acceptable for the purposes of our simulations.

The energy equation in the LES spray solver is cast in terms of the sensible enthalpy 
and reads,
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�ũZ̃

)
= ∇⋅

(
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Then, the temperature field is computed via an approximation of the filtered heat capac-
ity of the mixture, on the basis of the aforementioned five species. As mentioned in the 
Introduction, the basic advantage of this approach is that it does not require precise knowl-
edge of the entire composition of the mixture, thereby reducing the workload and mem-
ory requirements of the numerical simulation. An additional advantage is that it accounts 
seamlessly for the cooling effect due to evaporation. On the other hand, it carries over the 
error in the representation of the mixture composition. However, as mentioned above, the 
induced error in the density was found to be quite small. A similar approach for approxi-
mating the transport properties of the mixture was successfully applied in earlier studies 
Kahila et al. (2018); Payri et al. (2019); Jurić et al. (2021).

The tabulated variables in the FGM database that are required to solve the governing 
equations are the source term Q of Eq. (22), the source term 𝜔̇Y of Eq. (20), and the mass 
fractions of C 12H26 , O 2 , CO2 , and H 2 O. The database is constructed from 161×141× 21 
data points for the mixture fraction, scaled progress variable, and mixture fraction vari-
ance. The data points for the mixture fraction are unevenly spaced and clustered around 
the stoichiometric values. By contrast, the data points for the mixture fraction variance 
are evenly distributed throughout its range. Additionally, the points for the scaled progress 
variable are refined towards the high and lower values so as to properly capture the initia-
tion and completion of the combustion. The basic tabulated quantities are the source terms 
in the energy (3) and progress variable (20) equations, as well as the mass fractions of the 
aforementioned five species upon which the computation of the thermophysical properties 
of the gas is based. Also, additional quantities that are used in the post-processing of the 
results, such as OH and H 2O2 concentrations, are also tabulated.

2.3 � Chemical Kinetics Mechanisms

As mentioned above, the ECN spray A operating condition xxx (2021) uses n-dodecane 
as a surrogate for Diesel fuel. Due to the large number of species and reactions involved in 
the oxidation of n-dodecane, numerical studies are typically based on reduced mechanisms. 
Selecting a suitable kinetics mechanism plays a crucial role in reacting flow simulations, 
since the emerging patterns and global properties of the flow are mechanism dependent.

In the present study, we employ two popular mechanisms for the oxidation of n-dode-
cane: the 255-species/1524-reaction mechanism of Narayanaswamy et al. (2014) and the 
130-species/2395-reactions mechanism of Ranzi et al. (2014). They were derived from dif-
ferent detailed kinetic mechanisms Sarathy et al. (2011); Ranzi et al. (2012), using reduc-
tion strategies such multi-stage automatic species, reaction elimination and chemical lump-
ing of species. For a detailed description of the reduction procedures, the reader is referred 
to the aforementioned original publications. According to their authors, the mechanisms 
Narayanaswamy et al. (2014) and Ranzi et al. (2014) are valid for both low and high tem-
perature combustion and are well suited for capturing ignition delay times. Following the 
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nomenclature of Wehrfritz et al. (2016), the mechanisms Narayanaswamy et al. (2014) and 
Ranzi et al. (2014) will be henceforth referred to as Stanford and Polimi, respectively.

3 � Computational Setup

According to the ECN Spray A operating condition xxx (2021), n-dodecane is injected into 
stationary gas through a nozzle whose orifice diameter is 90 μ m. The initial temperature 
and density of the stationary gas are 900  K and 22.8  kg/m3 , respectively. In our setup, 
the initial velocity of the droplets is calculated from the injected mass flow rate, while the 
injection direction is chosen randomly within the prescribed spray cone of the ECN Spray 
A operating condition. Additionally, the initial droplet diameter of the parcels follows from 
the Rosin-Rammler distribution with parameters that lead to an initial Sauter mean diam-
eter of 6 μ m. The initial molar composition of the gas is: [N2]=75.15%, [CO2]=6.23%, [H2

O]=3.62% and [O2]=15%, where the brackets denote molar fractions. Moreover, the initial 
thermodynamic conditions for our simulations are listed in Table 1.

The computational domain is a cuboid whose streamwise length is 80 mm and cross-
section is 20 mm × 20 mm. The walls are assumed to be rigid and adiabatically isolated. 
The domain is discretized with a fully hexahedral mesh and refined via a cell-splitting 
approach in the high-velocity and spray-ignition regions. Five levels of refinement are 
used. The smallest cell size is 40 μ m and is used in the vicinity of the injection point and 
the dense-spray region (black region in Fig. 1). This value satisfies the guidelines of Xue 
et  al. (2013) according to which, for a good quality LES of the Spray A configuration, 
the cell size in the dense-spray region may not exceed 60 μ m. At the next level of refine-
ment, the cell size is 80 μ m (grey region); this value is determined on the basis of our 
earlier cold spray flow simulations Sula et  al. (2020). In the next region, the cell size is 
set at 160 μ m (light gray region). Then, a transition layer of five cells of 320 μ m each is 
employed. Finally, the largest cell size is 640 μ m and corresponds to the white region of 
Fig. 1. The extent of the various refinement regions is based on preliminary simulations 
that we conducted in the context of our study and on a sensible trade off between accuracy 
and computational cost. The resulting mesh is composed of 11.8 million cells.

For all simulations, we use a variable timestep with a CFL number equal to 0.3. Finally, 
the end-time of the simulation is set to 1.6 ms.

Fig. 1   Computational mesh with refinement regions. Cell sizes: white region 640 μ m; light grey region 
160 μ m; grey region 80 μ m; black region 40 μ m. The five-cell transition layer between the white and light 
grey region is not shown for visibility purposes
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4 � Results and Discussion

4.1 � Flamelet Solution

The FGM database is obtained by combining the solution of the unsteady flamelet Eqs. 
(9, 10,11, 12) for a constant strain rate � = 500 s−1 and multiple steady-state flamelet solu-
tions at strain rates ranging from � = 1 to 500 s−1 . According to Wehrfritz (2016), a single 
unsteady solution is sufficient to capture the ignition of the mixture and the transition to the 
steady-state solution. Further, the author of Wehrfritz (2016) computed unsteady flamelet 
solutions over a variety of strain rates and reported that in CD flames and for 𝛼 < 1000 s−1 , 
the IDT became insensitive to the strain rate and, furthermore, the strain rate had only a 
small effect on the species composition during the early onset of ignition. Based on these 
findings, we have adopted herein the same strategy for constructing the FGM database. 
Nonetheless, it is important to mention that these findings of Wehrfritz (2016) concern the 
specific ECN Spray A conditions and may not be valid for different conditions or fuels.

Another point of caution is that, when constructing the FGM database, we must assure 
that there is a smooth transition between unsteady and steady solutions in the Z − C space. 
To this end, the transition from the unsteady to the steady solutions is achieved via inter-
polation. Finally, in regions where the steady and unsteady solutions overlap, then the 
unsteady ones are selected over the steady ones. It should be noted that the maximum of 
the progress variable after ignition slightly exceeds the steady-state value. Beyond this 
maximum, the progress variable decreases and reaches its steady-state value as the flamelet 
solution approaches that of chemical equilibrium. This part is omitted when constructing 
the FGM database so as to ensure the monotonicity of the progress variable, hence a con-
sistent database.

Multiple definitions for the IDT have been used in previous studies Wehrfritz et  al. 
(2016); Tekgül et  al. (2020) or within the ECN xxx (2021). Nevertheless the predicted 
value is largely insensitive to their definitions. In our analysis the IDT is defined as the 
time when the mass fraction of OH reaches 2% of its steady-state value. According to this 
definition, the IDT for CD flames resulting from the Polimi and Stanford mechanisms 
are 0.30 ms and 0.39 ms, respectively. In other words, the difference in the ignition delay 
between the two combustion mechanisms is 0.09 ms. It is noted that the IDT in spray com-
bustion is expected to be shorter than in laminar CD flames, mainly due to the flow turbu-
lence which enhances mixing.

Figure 2 shows plots of the temperature and progress variable as functions of Z and at 
times t∗ shifted relative to the IDT, i.e. t∗ = t−IDT. The results of the unsteady CD flames 
show good agreement between the two mechanisms. For the Stanford mechanism, the mix-
ture requires more time to ignite, but the temperature profile matches that of the Polimi 
mechanism after its ignition. Also, from these plots we confirm the monotonicity of the 
progress variable, which is an important condition for capturing the transition from the 
unburned to the fully burned state. We further confirm the convergence of the unsteady 
solution to the steady one near Zst and for high values of Y , which also implies compat-
ibility of the steady and unsteady solutions for the mass fractions of the major combus-
tion species. For both combustion mechanisms, the maximum temperature is reached at the 
stoichiometric value, while the peak of the progress variable is attained in the rich-mixture 
region, Z > Zst.
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In Fig. 3 we provide plots of the source term 𝜔̇Y of the progress variable Eq. (20) 
and the source term Q of the energy equation. The source term 𝜔̇Y controls the advance-
ment of the combustion process hence the numerical prediction of the IDT. Concern-
ing the differences between the two mechanisms, from the plots it can be inferred that 
Polimi yields higher values for 𝜔̇Y in the region of low Y , more specifically in the range 
Y = 0.001 − 0.002 . This region represents the early onset of combustion and, therefore, 
the difference in 𝜔̇Y contributes directly to the aforementioned difference in the predic-
tion of the IDT. Moreover, for Y > 0.002 , the Stanford predictions for 𝜔̇Y are higher 
than the Polimi ones. Regarding the heat of combustion Q , high values are attained in 
the rich-fuel mixture region for both mechanisms. It is worth observing that, close to the 
stoichiometric conditions and for Y ≈ 0.0045 , there is a small region where Q attains 
quite high values. Overall, these plots suggest that the combustion process in the CD 
flame configuration occurs under rich conditions.

Fig. 2   Evolution of a tempera-
ture T and b progress variable Y 
as functions of mixture fraction 
Z, from unsteady flamelet solu-
tion for strain rate � = 500 s−1 , 
at times t∗ shifted relative to the 
IDT. Solid lines mark the Polimi 
mechanism and dashed lines the 
Stanford one. The vertical dashed 
line denotes the stoichiometric 
mixture fraction Zst . The legend 
in b is the same as in a 

(a)

(b)
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4.2 � Computational Cost and Memory Requirement of the LES

The flamelet solution are integrated and the results are then converted into the FGM 
database. In our implementation, the FGM database consists of 9 tables, each containing 
161 × 141 × 21 entry points. The tables are the mass fractions of five dominant species, two 
source terms for the progress-variable and energy equations, plus the quantities Ymin(Z) 
and Ymax(Z) that are necessary to calculate the scaled progress variable C from Eq. (17).

Since a double-precision scalar in OpenFOAM occupies 64 bits or, equivalently, 7.63×
10−6 MB, the memory needed to store the FGM database would be 3.64 MB. In a typical 
computer cluster, this will result in an additional 3.64 MB per core. This is because Open-
FOAM uses the domain decomposition method in parallel computations; therefore, each 
decomposed domain is required to load the entire FGM database. Our LES study was car-
ried out on a parallel cluster with scalable processors (Intel® Xenon® 6248, 2.50 GHz). The 
computational cost of the reactive Spray A using a mesh of 11.8 million cells is approxi-
mately 2400 CPU hours. Overall, and taking into account the complexity of turbulent spray 

Fig. 3   Distributions of the source term 𝜔̇Y (first row) and heat of combustion Q (second row) as functions 
of Z and Y , according to the Polimi (first column) and Stanford (second column) mechanisms. (For inter-
pretation of the references to color in this figure legend, the reader is referred to the electronic version of 
this article.)
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combustion, the computational cost of our LES-FGM methodology is considered to be sat-
isfactory and encouraging for possible application to engine simulations.

4.3 � Spray Ignition and Temporal Evolution of the Flame

In this section, we present results for the spray ignition, and the temporal evolution and 
global properties of the flame. The differences in the predictions of the IDT and FLOL 
with the two combustion mechanisms are also discussed.

Initially, when the liquid fuel is injected into the combustion chamber, the dominant 
physical phenomena are the breakup of the droplets and the subsequent liquid fuel evapora-
tion. Consequently, in absence of combustion, the instantaneous temperature distribution 
in the injection region is similar with both mechanisms. These similarities can clearly be 
seen in Fig. 4 which shows color-filled plots of the temperature at the central plane and at 
different time instances. The temperature decrease observed in this region, z < 10 mm, is 
due to interphasial heat exchange and droplet evaporation. As the spray develops and the 
fuel vapor mixes with the air downstream, an amount of heat is released due to combustion 
in the fuel-rich part of the spray which raises the temperature by 200 − 300 K. This phe-
nomenon occurs at t ≈ 0.2 ms with the Polimi mechanism and t ≈ 0.3 ms with the Stanford 
mechanism, and signals the onset of the low-temperature combustion, also known as “first-
stage ignition”.

According to our simulations, the second-stage ignition occurs in the low-velocity 
region close to the tip and at the periphery of the vapor spray. During this stage, mul-
tiple self-igniting kernels are formed almost simultaneously inside this region, as it can 
be observed from Fig.  4. We may therefore assume that the reactions occurring therein 
provide the necessary heat release to promote low-temperature combustion throughout the 
entire spray. This sequence of events during the second-stage ignition were also observed in 
previous experimental and numerical studies of spray combustion Oldenhof et al. (2010); 
Skeen et  al. (2015); Kahila et  al. (2018). The temperature field with the Polimi mecha-
nism at t = 0.3 ms that is shown in Fig. 4 is representative of this stage. With regard to 
the Stanford mechanism, representative temperature distributions of this stage are those at 
t = 0.3 and 0.4  ms. We may therefore conclude that the Stanford mechanism predicts that 
the second-stage ignition occurs later than the Polimi mechanism does. After this stage, the 
high-temperature region expands in all directions and the flame stabilizes at the FLOL, as 
it can be inferred from plots at t = 0.6 ms in Fig. 4. In other words, at a later stage, the mix-
ture undergoes a high-temperature volumetric ignition.

The various ignition stages can be observed in Fig. 5, which shows plots of the temporal 
evolution of the maximum temperature in the computational domain. The profiles obtained 
with the two mechanisms are very similar; for example, they agree very well in the predic-
tions for the rate of temperature increase and for the temperature of the combustion prod-
ucts during the ‘quasi-stationary’ state of volumetric expansion of the flame for t > 0.6 ms. 
In fact, the LES predictions for the temperature at this stage, around 2220 K, are very close 
to that of the CD flames and exceed it by only 2 to 4% . A priori, there is no reason for these 
values to coincide. The fact that they are close implies that the turbulence-chemistry inter-
action is not very strong. Also, the most noticeable difference between the two profiles is 
that the Stanford mechanism predicts a longer ignition delay by approximately 0.1 ms. In 
other words, there is an offset of about 0.1 ms between the two profiles of the maximum 
temperature.
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For comparison purposes, we have also plotted the corresponding profiles from Wehr-
fritz et al. (2016). Once again, the profiles are very similar, but those from Wehrfritz et al. 
(2016) predict a longer ignition delay by approximately 0.15 ms. Another difference is that 
our simulations predict small-scale fluctuations of the temperature during the ‘quasi-sta-
tionary’ state. These fluctuations are attributed to the flow turbulence. However it is con-
ceivable that their amplitude gets accentuated due to errors in the computation of the heat 
capacity of the mixture which is computed on the basis of the five major species of the 
combustion process. However, an increase of the number of species used in this computa-
tion would result in a significant increase of the computing time.

Fig. 4   Color-filled plots of the temperature T at the central vertical plane using the Polimi (left) and Stan-
ford (right) mechanisms, at times t = 0.1 , 0.2, 0.3, 0.4 and 0.65  ms
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Figure  6 shows the distribution of the scaled progress variable C in the computa-
tional domain and at different time instances. Qualitatively, the predictions from the two 
mechanisms are similar. However, at all times, the Polimi mechanism predicts higher 
values in the region close to the nozzle. This implies an earlier onset of the combus-
tion process, thereby leading to earlier ignition and shorter IDT. By contrast, with the 
Stanford mechanism, ignition is delayed longer and occurs at a larger distance from the 
injection nozzle, as it can be inferred upon comparison of the plots at t = 0.1 ms and 
0.2 ms. From the plots at these time instances we can also observe that the mixture ini-
tially ignites at the front of the jet. It also is worth observing the volumetric ignition at 
t = 0.65 ms which takes place within multiple ignition kernels. According to these plots, 
the maximum values of C are attained at the periphery of the spray.

We proceed to discuss the predictions of our simulations for the IDT and FLOL. In 
experiments, the IDT and FLOL are typically determined from the excited state of OH. 
However, in numerical studies, the 2% OH guideline is often applied. More specifically, 
following the ECN guidelines xxx (2021), the definition of IDT employed herein is 
the first time instance at which the mass fraction of OH reaches 2% of its peak value, 
throughout the computational domain, once a stable flame is established. Also, the 
FLOL is determined as the first axial location of the OH mass fraction reaching 2% of 
its maximum value in the domain.

In Fig.  7 we have plotted our numerical predictions for the IDT and FLOL (with 
both mechanisms), together with the numerical results of Wehrfritz et  al. (2016) and 
the experimental data of Sandia Lillo et al. (2012), TU/e Maes et al. (2016) and IFPEN 
xxx (2021). We observe that our predictions for the FLOL, with both mechanisms, are 
in good agreement with the experimental data. With regard to the IDT, our LES results 
are 0.28 ms with the Polimi mechanism and 0.34 ms with the Stanford one, whereas the 
experimental data of Sandia, IFPEN and TU/e are, respectively, 0.44, 0.4 and 0.41 ms. 
In other words, the LES underpredict the IDT. Also, our results for the IDT are consid-
erably different than those in Wehrfritz et al. (2016); the discrepancy may be attributed 
to the different FGM implementations and droplet breakup models. On the other hand, 
our results are in good agreement with the numerical studies Davidovic et  al. (2017); 
Tekgül et al. (2020). It is also noted that our LES predictions are slightly shorter than 
the IDT of CD flames mentioned above, presumably due to turbulence. In other words, 

Fig. 5   Maximum temperature 
evolution in the computational 
domain along with numerical 
results of Wehrfritz et al. (2016)
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the LES predictions for the IDT appear to be consistent with the data provided in the 
FGM database.

4.4 � Temperature and Species Mass‑Fraction Distributions

In this section we elaborate further on the properties of the temperature field and also 
discuss the distributions of the mass fractions of formaldehyde CH2 O, hydroxyl OH, and 
hydrogen peroxide H 2O2 . The objective is to further explore the flame characteristics, as 
predicted with the two kinetics mechanisms, and to make comparisons with experiments.

Fig. 6   Color-filled plots of the scaled progress variable, C , at the central vertical plane using the Polimi (left 
column) and Stanford (right column) mechanisms, at times t = 0.1, 0.2, 0.3, 0.4 and 0.65  ms
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To this end, we first investigate the temperature and CH2 O distributions in Z space. 
The computational domain is divided in 4 distinct regions in terms of the axial distance 
from the injection point z, namely z < 10  mm, 10 ≤ z < 20  mm, 20 ≤ z < 30  mm, and 
z ≥ 30 mm. The LES results for the temperature and formaldehyde mass fraction are then 
sampled at different time instances in each of these 4 regions. It is noted that sample points 
with Z < 0.001 are not included in this analysis.

Figure 8 shows scatter plots of T against Z at different time instances, for each region 
identified above. According to these plots, at t = 0.1 ms, liquid fuel evaporation and mix-
ture formation are dominant close to the injection point. This is evidenced by the presence 
of the adiabatic mixture line along which T attains lower values for higher values of Z. 
Additionally, it can be observed that only a small fraction of the vaporized fuel deviates 
from the adiabatic mixing conditions.

The evolution of the temperature during the ignition process can also be inferred from 
the scatter plots in Fig. 8. The most striking feature at early times is that the temperature 
distribution begins to scatter much earlier when the Polimi mechanism is used, which evi-
dently indicates lower IDT. Further, on the basis of the temperature peaks at t = 0.25 ms 
(Polimi) and t = 0.3 ms (Stanford), we infer that ignition takes place in the third region of 
the domain, 20 ≤ z < 30 mm, and at fuel-rich conditions: Z = 0.1 with Polimi mechanism 
and Z = 0.14 with the Stanford one. Once the mixture is ignited, the temperature rises rap-
idly and its peak shifts towards the stoichiometric value, Zst = 0.045 . At the same time, 
the scattering of the temperature distribution spreads. At t ≈ 1.5 ms, when the flame has 
already expanded and has reached a ‘quasi-stationary’ state the temperature plots with the 
two mechanisms are quite similar both in the high and low-temperature regions. Moreover, 
for any given value of Z for which combustion occurs, the temperature peak is located in 
the fourth region of the domain, z > 30 mm, depicted by red dots in the plots. Also, the 
global maximum of the temperature is reached very close to the stoichiometric value.

In Fig.  9 we present the time-averaged temperature distribution along the spray axis 
(averaged between t = 1 ms and 1.6 ms). According to these plots, the temperature drops 
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rapidly and in a linear fashion away from the injection point. For example, at z = 2.5 mm it 
has already dropped by approximately 400 K. This drop is due to the energy consumed for 
the heating and evaporation of the liquid fuel. Past this point, the temperature rises and we 
may identify three different zones of increase. For 2.5 < z < 15 mm, T rises at a moderate 
rate. For 15 < z < 25 mm, T rises at a very high rate, almost by 1000 K. This region signals 
the transition from low to high-temperature combustion. In the third zone, z >25 mm, the 
increase rate is again moderate and similar to that of the first zone. We further observe that 
the temperature distribution exhibits some oscillations, presumably due to turbulence. It is 
also interesting to note that the profiles predicted by the two mechanisms are very close to 
one another.

An essential feature of high-temperature oxidation of hydrocarbons is the progressive 
formation of formaldehyde. In fact, CH2 O is the key species that characterized the transi-
tion from low to high-temperature combustion Klein and Schoen (1958). According to our 
numerical results, the FLOL is between 15 and 17 mm. Therefore, this region should be 
characterized by high CH2 O concentration. In Fig. 10 we present scatter plots of the CH2 O 
mass fraction at different time instances, namely, t = 0.2, 0.25, 0.3, and 0.4 ms. From these 
plots we can observe that the peaks of the CH2 O mass fraction occur principally in the 
region 10 < z < 20 mm (corresponding to black dots in the plots) which encompasses the 
FLOL. It is also noted that, according to the Polimi mechanism, the distribution of the 
CH2 O mass-fraction retains the same shape at all times. The peak value stays more or 
less constant, YCH2O

≈ 0.015 and occurs for Z ≈ 0.2 . The shape of the CH2 O distribution 
according to the Stanford mechanism also remains the same but is steeper. Further, its peak 
value is 0.02 and occurs at Z ≈ 0.25 . Finally, the simulations with both mechanisms predict 
that at t = 0.4 ms, CH2 O is present at larger distances, z > 30 mm. This however is mostly 
due to advection and species diffusion and secondarily due to chemical reactions.

Next, in Fig. 11 we present color-filled plots of the CH2 O mass fraction at the central 
vertical plane and different time instances, juxtaposed with the experimental data of Skeen 
et al. (2015). The time instances that these plots are taken are shifted relative to the cor-
responding IDT; in other words, they are presented in terms of t∗ = t−IDT. Overall, the 
predictions with the two mechanisms for the temporal evolution of the CH2 O are similar. 
Further, the LES results agree well with the experimental data with regard to the area in 
which the CH2 O concentration is high. Nonetheless, between the two mechanisms, there 
some differences in the predictions of the spatial distribution of CH2 O. Most noticeably, 
with the Polimi mechanism, CH2 O starts to form at a certain distance from the injection 
point, z > 10 mm, in accordance with the experimental data. On the other hand, with the 
Polimi mechanism, CH2 O starts to form much closer to the injection point, which is not 
observed in the experiments.

Another important species that is often gauged in both experimental and numerical stud-
ies is the hydroxyl OH. This is so because high OH concentrations correspond to regions of 
combustion at high temperature. It is therefore interesting to examine how the LES results 
for the OH distribution compare to experimental data. To this end, in Fig. 12 we present 
color-filled plots of the OH mass fraction at the central vertical plane and t = 1.5 ms, jux-
taposed with the experimental data of Maes et al. (2016). Those data were obtained via the 
Planar Laser-Induced Fluorescence (PLIF) optical-diagnostics technique. From the plots 

Fig. 8   Scatter plot of temperature against mixture fraction, obtained with the Polimi (left) and Stanford 
(right) mechanisms. (For the interpretation of the references to color in this figure legend, the reader is 
referred to the electronic version of this article.)
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we can infer that the LES predictions for the location and shape of the regions with high 
OH concentration agree reasonably well with the experimental measurements. One point 
of discrepancy is that, the experimental data show high OH concentration in the vicinity of 
the FLOL, whereas the LES results indicate a slightly decreased value therein.

We conclude with a discussion on the concentration of hydrogen peroxide, H 2O2 . This 
species has unique combustion characteristics; for example, it can be used as a bipropellant 
when combined with other fuels. In such cases, H 2O2 acts as an oxidizer, and its presence 
can significantly facilitate the oxidation process of other fuels Li and Wei (2016); Gribi 
et  al. (2018). The dual nature of H 2O2 as fuel and oxidizer carries potential benefits in 
clean-combustion technology because it contributes to reducing NOx and CO2 emissions. 
It is therefore useful to examine the numerical predictions on the formation and consump-
tion of this species. To this end, in Fig.  13 we present plots of the mass fraction of H 2
O2 at the central vertical plane and at different times relative to the corresponding IDT, 
t ∗ = t − IDT = −0.1 , -0.05, 0 and 0.05 ms. Globally, we discern two stages relative to its 
formation and consumption. In the first stage, represented by the plots at t ∗ = −0.1 and 
-0.05  ms, H 2O2 is formed before ignition at low temperatures and over the entire spray 
region. The second stage occurs after ignition, and is characterized by consumption of H 2
O2 at the regions of high-temperature combustion plus continued formation of it at the low-
temperature regions. Overall, the numerical results for the temporal evolution and spatial 
distribution of H 2O2 with the two mechanisms are quite similar, especially with regards to 
the second stage.

Overall, on the basis of the results presented herein, we may conclude that even though 
the simulations with the two mechanisms predict different IDT, the results for flow proper-
ties in the later stages of the combustion process are quite similar.

5 � Concluding Remarks

In this article, we presented a numerical study of the n-dodecane spray flame under the 
ECN Spray A operating condition. In our simulations we employed the LES approach, 
coupled with the Flamelet Generated Manifolds (FGM) methodology for combustion 
modeling. Also, the breakup of the droplets was modeled via the so called Modified Tay-
lor Analogy Breakup model Sula et al. (2020). With regard to the coupling between the 
FGM database and the LES equations, the energy equation is cast in terms of the sensible 
enthalpy and contains a source term for the heat release that is computed directly from the 

Fig. 9   Average temperature 
along the spray axis between 
t = 1 ms and 1.6 ms
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Fig. 10   Scatter plot of CH2 O mass fraction against mixture fraction with the Polimi (left) and Stanford 
(right) mechanisms. (For the interpretation of the references to color in this figure legend, the reader is 
referred to the electronic version of this article.)
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database. Then, for the computation of the temperature, the specific heat of the mixture is 
approximated on the basis of five major species. This procedure results in significant com-
putational savings without sacrificing the fidelity of the computations.

Simulations were carried out with two popular chemical kinetics mechanisms and the 
numerical results were compared against available experimental data and previous numeri-
cal studies. According to them, the proposed LES-FGM coupling can accurately capture 
the various stages of the evolution of the reactive spray, namely, droplet evaporation and 
breakup, mixture formation, first and second-stage ignition, and volumetric flame expan-
sion. Compared against experimental data, the simulations predicted quite accurately the 

Fig. 11   Color-filled plots of CH2 0 mass fraction at the central vertical plane distribution and times t∗ = t−
IDT=-0.1, -0.05, 0, 0.05  ms, for the Polimi (left) and Stanford (center) mechanisms, together with the 
experimental PLIF data from Skeen et al. (2015). The attached colormap does not apply to the experimental 
data. (For the interpretation of the references to color in this figure legend, the reader is referred to the elec-
tronic version of this article.)



219Flow, Turbulence and Combustion (2022) 109:193–223	

1 3

FLOL but underpredicted the IDT. Nevertheless, the numerical results for the IDT are 
coherent with regard to the IDT of the corresponding counterflow diffusion flames. Addi-
tionally, the LES predictions for the concentrations of OH and CH2 O compare well with 
experimental data. Further, the analysis of the temperature and CH2 O mass-fraction dis-
tributions in mixture-fraction space is coherent with experimental observations, which is 
an indication of the capacity of the numerical methodology to capture the transition from 
transition from low to high-temperature combustion. With regard to the two reaction mech-
anisms, the most important difference is that the simulation with the Polimi mechanism 
predicts shorter ignition delay times than with the Stanford one. Nonetheless the two mech-
anisms yielded similar predictions for the flame lift-off length and the average temperature 
on the spray axis.

Fig. 12   Color-filled plots of OH mass fraction at the central vertical plane, with the Polimi (left) and Stan-
ford (center) mechanisms, along with the experimental PLIF data from Maes et al. (2016) (right). The LES 
results are taken at t = 1.5 ms. The attached colormap does not apply to the experimental data
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