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Abstract
This study focuses on Large Eddy Simulations (LES) in the Eulerian-Lagrangian frame-
work of turbulent spray jets. The choice of the numerical grid relates both to turbulence
level description and parcels-grid cells interaction. The objective of the present work is to
determine a case set-up capable of predicting flow fields of a turbulent n-heptane spray
jet for which a set of experimental data in non-reactive conditions (isothermal) is available
(Shum-Kivan Proc. Combust. Inst. 36(2), 2567–2575 (2017)). The study first focuses on the
LES grid, based on simulation with only gas phase, and subsequently on the choice of the
suitable number of parcels to describe the spray. The droplets behavior is analyzed using
the particle Stokes number at different axial locations. Furthermore, a variation in the exist-
ing injection methodology, as available in OpenFOAM�, reveals a beneficial impact on the
prediction of the experimental data.

Keywords Turbulence · Sprays · Jets · LES · Eulerian-Lagrangian · Parcels ·
Particle stokes · OpenFOAM�

1 Introduction

Turbulent spray jets consist of liquid droplets immersed in a gaseous continuous phase under
turbulent flow conditions. Understanding the interaction of droplets and gas turbulence is
of paramount importance for a wide range of scientific and industrial processes, such as
gas turbines, spray drying, fire sprinklers, aeronautical and rocket engines. As reported in
an extensive review on dilute spray combustion [2], important phenomena caused by this
interaction in non-reacting (isothermal) conditions are dispersion, turbulence modulation
and preferential droplet concentration. Dispersion occurs through momentum exchange due
to drag forces at the phase interfaces. Turbulent modulation is the direct effect of the liq-
uid droplets on the turbulent flow field structure. Preferential concentration occurs when
droplets deviate from their trajectory in regions where the strain rate is high and the vorticity
is low [3].
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Experimental and numerical research aims at in-depth understanding of the afore-
mentioned phenomena. However, for many applications, extensive measurements can be
difficult and expensive. As an alternative, Computational Fluid Dynamics (CFD) codes
have become important tool during the past decades, due to the increasing computional
resources and due to the development of scalable CFD solvers (e.g, OpenFOAM� 2.4.0 [4]
used in this study). Furthermore, the need for accurate simulation results of turbulent two-
phase, dispersed flows, that can capture the complexity of the flow field within acceptable
computational costs, has led to a significant interest in Large Eddy Simulations (LES) [5–8].

In the present work, LES is employed in combination with the Eulerian-Lagrangian (EL)
point particle approach technique: the gas is solved using the continuum assumption and
the droplets are tracked on their way through the flow field. The tracking of all the spray
particles is often computationally not affordable and in order to overcome this limitation,
the strategy of clustering groups of droplets having the same properties is used, identifying
them as material points named ‘parcels’ [9].

In order to account for the interaction between phases, i.e., momentum exchange and
heat as well as mass transfer, the conservation equations of the continuous phase have to
be extended by appropriate source/sink terms resulting from the dispersed phase. This cou-
pling method is referred to as two-way coupling [10, 11]. Because of these sources/sink
terms, the number of parcels and the mesh grid size appear to be closely linked. In numer-
ical studies for internal combustion engines [12, 13] a change in liquid spray penetration
is observed when the mesh is refined and the number of parcels to inject during the whole
injection duration is kept constant. This behavior has been explained as a statistical error due
to lack of particles in many cells [14, 15]. It is therefore evident that the number of parcels
representative of the real spray during the injection duration has to be chosen according to
the mesh cell size. The latter has to be sufficiently small to be in the inertial subrange so
that the energy-containing contribution is directly resolved and the dissipation-range contri-
bution is modeled [16]. Inadequate choices could affect numerical results, influencing the
analysis where more phenomena have to be considered, i.e, in turbulent spray combustion
simulations. Therefore, the first two objectives of the present study are: a) performing a grid
sensitivity study, and b) the assessment of the relation between the grid size and parcels
number, for turbulent spray jets simulations.

When comparing simulation results to experimental data, it becomes clear that fine-
tuning is often needed to inject parcels such that the real injection process is mimicked as
closely as possible to the real injection process. This is shown in [17], introducing a con-
ditional injection model to perform LES simulation of an ethanol spray flame, showing
limitations of the default OpenFOAM� injection model to resemble the spray at hand. The
third objective of the present study is to assess the importance of the injection methodology,
particularly its potential impact on the preferential droplet concentration and on the turbu-
lent gas flow field. To this purpose, the injection model, available in OpenFOAM�, has
been modified and results are compared to the original methodology.

The paper is structured as follows. The first and second section deal with the description
of the experimental set-up and flow field features of annular jets respectively. The third
section deals with the properties of the dispersed phase flow under examination and the
mathematical modeling for both gas and liquid phase. The fourth section is concerned with
the numerical set-up and the injection methodologies. This is followed by the discussion of
the numerical results: first an LES sensitivity analysis considering only the gas phase; then
the flow field analysis including both gas and liquid, exploring the interaction between them;
numerical results are validated through comparison with experimental data; and eventually
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the limitation of the default OpenFOAM� injection methodology through comparison to
results obtained with the modified injection methodology is discussed.

2 Experimental Set-Up

A turbulent n-heptane spray jet, issuing from a central nozzle surrounded by an annular
turbulent non-swirling jet, is considered in this work. The set-up belongs to the Coria Rouen
Spray Burner (CRSB) database [1, 18–20]. This case is suitable for validation because the
boundary conditions are well characterized and measurements of droplet fields and gas
velocity are available.

The features of the CRSB and the spray nozzle characteristics are reported in Table 1. The
subscripts c and d refer to carrier and disperse phase, respectively. The database includes
measurements for gas and liquid droplet velocity, droplet diameter and droplet temperature,
both for reactive and non-reactive conditions. The study of the jet in reactive conditions
is beyond the scope of the present paper. The fuel injection system consists of a simplex
atomizer which produces a hollow cone spray (most of the droplets are located at the edge
of the conical spray pattern) with half spray angle of 40◦. The complex injector geometry,
reported in Fig. 1, is in this study replaced by an annular cylinder.

3 Flow Features in Annular Jets

• The main flow features for jets issuing from an annular nozzle are sketched in Fig. 2. The
streamlines in the figure are based on preliminary calculations performed during this study.
Chigier et al. [22] examined the flow region near the nozzle in double concentric jets. In
the absence of a central jet, the annular jet issues in a quiescent environment. The shearing
action between the fluid and the stagnant surrounding fluid generates a low-pressure region
with negative velocities. This region is referred as “central trough” region [23]. The length
of the vortex region depends on the nozzle geometry and the jet velocity.

In Fig. 2, the iso-line labeled “0 m/s” intersects the center line at the stagnation point.
The jet, initially with a double off center peaks shape, converges towards the center and
beyond the stagnation point the jet velocity profiles show trends similar to that of a single
jet issuing from the center.

Table 1 Coria Rouen spray
burner features Inlet fuel conditions (ṁd ) 0.28 g/s (T = 298 K)

Inlet (co-flow) air conditions(ṁc) 6 g/s (T = 298 K), non-swirling

Fuel n-Heptane

Oxidizer air

Type nozzle Simplex fuel injector

Nozzle diameter 200 μm

Nominal spray angle 80◦ hollow cone

Inner co-flow diameter 0.01 m

Outer co-flow diameter 0.02 m

Reynolds number (ρcucdh/μc) 13800

Spray droplets size [0.5-65 μm]
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Fig. 1 Left: detail of the experimental injection system (Courtesy of [21]). Right: simplification as annular
cylinder in the present work

Maximum velocities are found in the jet potential core, which depends on the shape of
the nozzle geometry and the intensity of turbulence generated ahead of the exit from the
nozzle.

4 Modeling Approaches

4.1 Properties of the disperse phase flow

Before introducing the governing equations, the choice of Large Eddy Simulation (LES)
together with the Eulerian/Lagrangian (EL) point particle approach for disperse phase flow
is discussed. According to Crowe et al. [10], a dispersed flow can be considered as dilute if
the droplet diameter satisfies the following condition:

dp <
1.33μc

Zρcσ
(1)

In Eq. 1, μc is the carrier phase viscosity, ρc the carrier phase mass density and σ the
particle velocity fluctuation. Z is defined as mass flow rate ratio between dispersed and
carrier phase:

Z = ṁd

ṁc

(2)



Flow, Turbulence and Combustion (2019) 103:537–564 541

Fig. 2 Flow field features in annular jets. Sketch based on numerical results performed in this study.

Using the data given in Table 1, it follows that for the case at hand the two-phase flow can
be considered dilute if the droplet diameter is smaller than about 120 μm. From the exper-
iments it is known that the droplet size range of the spray after the secondary atomization
process is between 0.5 and 65 μm. This justifies the assumption of negligible interaction
among particles due to collision. In the dilute regime, the flow of the carrier phase can
be affected by the liquid phase (two-way coupling) or not (one-way coupling). We have
adopted the two-way coupling approach considering that the droplet mass loading is not
negligible.

It is confirmed below that the droplet injection modifies the gas flow field.
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4.2 Gas and liquid phase formulations

The LES equations for mass and momentum for dispersed two-phase flows read:

∂ρ̄

∂t
+ ∂ρ̄ũj

∂xj

= S̄ρ (3)

∂ρ̄ũi

∂t
+ ∂ρ̄ũi ũj

∂xj

= − ∂p̄

∂xi

+ ∂τij

∂xj

+ ∂τ
sgs
ij

∂xj

+ ρ̄gi + Sui
, i = 1, 2, 3 (4)

In Eqs. 3 and 4, ρ̄ is the filtered density and ũ is the Favre filtered velocity. The third term
on the right hand side of Eq. 4 is the sub-grid scale (SGS) stress tensor that arises from the
residual motions. The classical eddy-viscosity approach is followed:

τ
sgs
ij = ρ̄

(
ũiuj − ũi ũj

) = −2μt S̃ij (5)

with the strain rate tensor, S̃ij :

S̃ij = 1

2

(
∂ũi

∂xj

+ ∂ũj

∂xi

)
(6)

The turbulent sgs viscosity, μt , is modeled through the constant Smagorinsky model:

μt = ρ̄
(
CsΔ

2
) (

2S̃ij S̃ij

) 1
2

(7)

In Eq. 7 the filter width, Δ, is the cubic root of the mesh cell volume and the constant Cs is
chosen equal to 0.167 [16]. Sensitivity studies showed no differences in the results when a
dynamic Smagorinsky model is used (not shown).

The last terms on the right hand sides of Eqs. 3 and 4 are source terms accounting for the
coupling between liquid and gas phase. S̄ρ is the mass source term due to evaporation [24]:

S̄ρ = 1

Vcell

N∑

k=1

np,kṁp,k (8)

In Eq. 8 Vcell is the cell volume, N is the total number of parcels present in the cell during
each time step, np,k is the number of droplets per parcel and ¯̇mp,k the mass evaporation rate
for each parcel in the cell at hand. The latter is calculated as:

ṁp,k = −2πdp,i ρ̄cDdln (BM + 1) (9)

In Eq. 9, dp,i is the droplet diameter, Dd is the diffusivity of the liquid into the gas phase
and BM is calculated as follows:

BM = XS − Xinf

1 − XS

(10)

In Eq. 10 XS is the liquid molar fraction at the surface and Xinf the liquid molar fraction in
the gas phase.

S̄ui
represents the momentum source term due to mass evaporation and momentum

exchange between phases. It is calculated as [24]:

S̄ui
= 1

Vcell

N∑

k=1

np,k

(
mp,kτ

−1
p

(
Up,i − Ũseen,i

)
+ ṁp,kUp,i

)
, i = 1, 2, 3 (11)

The gas velocity at the parcel position, Ũseen is calculated by interpolation, using the parcel
position and the cell center of the cell at hand [6]. It is assumed that Useen = Ũseen and no
dispersion model is considered.
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The particle momentum equation for each parcel reads [24]:

dUp,i

dt
= Ũseen,i − Up,i

τp

+ gi, i = 1, 2, 3 (12)

It is assumed that the contribution of drag force and gravity dominates over the others (i.e.,
Basset force). Moreover, pressure forces are neglected because ρc << ρd .

In Eqs. 11 and 12 τp is the droplet relaxation time, calculated as:

τp = 24ρdd2
p

18μcCDRep

(13)

where CD the drag coefficient given by the Schiller-Naumann semi-empirical correlation
[25]:

CD =
{

24
Rep

(
1 + 0.15Re0.687p

)
, Rep ≤ 1000

0.44, Rep ≥ 1000
(14)

The droplet Reynolds number reads:

Rep = ρ̄c|Ũseen − Up|dp

μc

(15)

The Stokes number is defined as:
St = τp

τη

, (16)

where τη is the Kolmogorov time scale.

5 Spray InjectionModeling and Computational Details

5.1 Spray injectionmodeling

The transformation of the liquid jet leaving the nozzle orifice into primary atomized droplets
up to the secondary atomization regime is not included in the present study. As such, the
spray droplets are injected after completion of the secondary breakup regime.

The ConeInjectionmodel available in OpenFOAM�, version 2.4.0, is explained in detail
as follows. The injection system is modeled as a point, located at the nozzle exit, at the
center. The user specifies: the total mass to inject during the injection period (td = 1s), the
velocity magnitude for each parcel, Umag , the inner angle θin, and the outer angle, θout , the
volume flow rate (which can be constant or not),V̇d , and the droplet size distribution.

The droplet size distribution and the values specified by the user are reported in Fig. 3
and Table 2 respectively. The algorithm proceeds as follows:

1. Assign a velocity direction Up,i : For each parcel, the velocity direction is calculated by
assigning an angle, selected through a random number generator function that takes an
angle between the inner angle θin, and the outer angle, θout .

2. Assign a diameter dp to each parcel: The parcel diameter is assigned based on the user
defined droplet size distribution (Fig. 3).

3. Define how many real droplets each parcel contains.
The assumption adopted here is that each parcel has the same initial mass accord-

ing to:

mp = ṁd

Ṅp

(17)
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Fig. 3 Droplet size distribution defined in OpenFOAM� based on the experimental data [1]. Primary y axis:
volume fraction per droplet size, ΔV/Vtot . Secondary y axis: Cumulative volume distribution Q

with Ṅp the number of parcels injected per second. Therefore, assuming a spherical
shape and knowing the liquid density, ρd ; the np is the number of real droplets inside
each parcel.

np = mp

πd3p
6 ρd

(18)

It follows therefore that the number of droplets per parcel is inversely proportional to
the droplet volume.

Step 1 in the algorithm above can be customized, replacing the random number generator
function by an angle size distribution. A normal distribution with mean value equal to 40
(i.e., equal to the half nominal spray angle) and variance equal to 8 (to have a hollow cone
spray between 24◦ and 56◦) has been implemented.

Table 2 Values specified by the
user in OpenFOAM� [4] for the
spray injection

ṁd [g/s] V̇d [m3/s] θin(
◦) θout (

◦) Umag[m/s]

InjOF 0.28 4.1 · 10−7 20 60 30

InjM 0.28 4.1 · 10−7 − − 30
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Fig. 4 Schematic representation of the computational domain (left) and mesh detail near the annular cylinder

In the results section the original and modified injection methodology will be called
‘InjOF’ and ‘InjM’ respectively.

5.2 Computational details

The complex air co-flow injector geometry is replaced by an annular cylinder with 0.01 m

length and inner and outer diameter equal to the annular outlet co-flow section as in the
experiment (Fig. 1). The remaining part of the computational domain, representative of the
ambient, has a cylindrical shape. It has a diameter of 0.24 m (in order to ensure there is no
interaction between the cylinder side wall and the spray jet), and is 0.25 m long ( to ensure
no interference of the outlet BC). A schematic representation of the computational domain
is reported in Fig. 4.

Four structured O-ring arrangement meshes are compared in this study and presented
in Table 3. The top view of a mesh segment for the four grids is reported in Fig. 5. CFD
simulations have been performed using the reactingParcelFoam solver in OpenFOAM-2.4.0
open source code [4]. This is a transient solver for compressible turbulent flows with a
reacting, multiphase particle cloud. In the present study the reacting solver features have
been disabled.

It is worth to mention that for the operating conditions at hand, an incompressible solver
could be used. However, the compressible solver is applied in view of future numerical
studies of the same case in reactive conditions. Velocity fluctuations in the annular co-flow
were imposed using the Random Spot generator [26]. Using this BC at the inlet co-flow,
the mean velocity profile, the integral length scale and Reynolds stress tensor should be
provided. The mean velocity profile is assumed to follow the profile as measured in the
experiments at the closest location from the nozzle and such that the mass flow rate is equal

Table 3 Minimum and
maximum mesh size [mm] along
the axial (δmin

ax , δmax
ax ) and radial

(δmin
rad , δmax

rad ) direction

M1 M2 M3 M4

δmin
ax 0.34 0.25 0.20 0.17

δmax
ax 1.68 1.26 1.02 0.84

δmin
rad 0.34 0.22 0.20 0.16

δmax
rad 11.8 7.5 6.7 6.3

No.cells 0.67 · 106 1.57 · 106 2.77 · 106 4.39 · 106
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Fig. 5 Top view of a mesh segment for the four grids. From top left to bottom right: M1, M2, M3, M4

to the experimental operational conditions (ṁc = 6g/s). The integral length scale is set
equal to dh = 0.01 m. The Reynolds stress tensor profile accounts only for the normal
components and they are chosen uniform and equal to the average values available from the
experiments at the closest axial location from the nozzle.

The overview of the BCs for the velocity and pressure as implemented in OpenFOAM�
[4], is provided in Table 4.

The sets of discretization schemes have been summarized in Table 5.
The choice of a first order scheme for the velocity convective term was made because the

current work investigates the numerical results of 17 simulations and robustness was pre-
ferred over accuracy. The ‘only gas’ cases have also been simulated with a 2nd order scheme

Table 4 Boundary conditions
implemented in OpenFOAM� Velocity Pressure

inletspray zeroGradient zeroGradient

coflow Random Spots method zeroGradient

bottom cylinder FixedValue=0 zeroGradient

sides pressureInletOutletVelocity totalPressure

outlet zeroGradient zeroGradient
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Table 5 Discretization schemes
Calculation Keyword Scheme

Time derivative timeScheme Euler

Gradient terms gradSchemes Gauss linear

Convective termsdiv(phi,U) Gauss upwind

Convective termsdiv((muEff*dev2(T(grad(U))))Gauss linear

Diffusive terms laplacianSchemes Gauss linear corrected

(Gauss linear) and while somewhat faster converging of the jet is observed, due to the less
dissipative nature of 2nd order schemes than 1st order schemes, the trend with respect to the
grid sensitivity remains unchanged (i.e., the results on M1 and M2 are similar, and the ones
on M3 and M4 are similar, too). Therefore, the present analysis is deemed representative
for higher order schemes as well. As described in the paragraph on the injection methodol-
ogy, the number of droplets per parcel is inversely proportional to the droplet volume. The
number of droplets per parcel as function of the droplet diameter using Ṅp = 0.5 · 106,
2.2 · 106 and 4 · 106parcels/s is shown in Fig. 6. The graph shows a sharp decrease in
the number of droplets per parcel when the droplet diameter increases. Droplets with diam-
eter below dp < 10 μm are the most clustered: the smallest parcel can contain from 103

droplets, in case of 4 · 106parcels/s, up to 105 droplets in case of 0.5 · 106parcels/s.
Ṅp = 2.2 · 106parcels/s is chosen according to [17], whose approach is to secure that
all the droplets are represented by at least one parcel. This can be done by dividing the
total mass flow rate (0.28g/s) by the mass of the biggest droplet (dmax = 65μm), leading
to a number of 2.2 · 106parcels/s. The other two values are used to investigate if more
(0.5 · 106parcles/s) or less (4 · 106parcles/s) clustering has any impact on the numerical
results. The Eulerian-Lagrangian coupling approach has been referred as the semi unsteady

Fig. 6 Number of droplets per parcel as function of the droplet diameter. Red: Ṅp = 0.5 ·106 (M3-05), Blue:
Ṅp = 2.2 · 106 (M3-2.2), Black: Ṅp = 4 · 106parcels/s (M3-4)
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approach [3]. In this approach the time step is controlled by the gas phase (Eulerian time
step). The Lagrangian time step is smaller and controlled by the smallest time scale of
the phenomena involved (i.e., particle response time, grid size, liquid Courant number).
Therefore, to cover the Eulerian step timespan, multiple Lagrangian time steps are needed.
During these time steps the flow field used for the integration of the Lagrangian equations
does not change. Solving the velocity and pressure equations with the PISO algorithm, the
liquid and gas Courant number have been chosen equal to 0.3. However, for M1, when
Ṅp = 0.5 · 106parcels/s is used, the Courant number had to be lowered to 0.2 due to
instabilities in the pressure-velocity loop, which eventually caused divergence.

5.3 Cases: summary and computational time

The wall-clock time to compute 1 s simulation time varies both with the mesh size and Ṅp .
The time span to cover 1 s simulation is reported for each case in Table 6.

M3 and M4 can be executed only on a High Performance Computing (HPC) infrastruc-
ture with a performant InfiniBand network. These calculations have been executed on the
UGent Tier-2 cluster (2x 12-core Intel E5-2680v3 (Haswell-EP @ 2.5 GHz)) and on the
Tier-1 cluster BrENIAC (2x 14-core Xeon E5-2680v4 (Broadwell @ 2.4GHz)). Each case
has a different number of processors, chosen after a node scalability test, aimed to maximize
both speed-up and efficiency of the calculations.

6 Results

In Section 6.1 the grid convergence study is performed analyzing first the LES calculations
without liquid spray (cases labeled as OG, ‘only gas’). Here, the main objective is the iden-
tification of the most suitable mesh of the four grids examined, based on level of description
and computational costs.

Further, in Section 6.2 the simulations performed with the chosen grid and including the
spray (cases labeled as LG), are discussed. Particularly, a threshold for the droplet diameter
will be determined to distinguish among droplets which are completely dragged by the gas
flow field and the ones which pursue their motion.

Comparison between experiments and simulations is the objective of Section 6.3, with
the aim of validating the numerical framework. All the results in Sections 6.2–6.3 are
obtained with InjM. In Section 6.4 this choice is justified via comparison with numerical
results obtained using InjOF (i.e, the existing model as available in OpenFOAM�).

Table 6 Cases performed for grid-parcels convergence

Case M1 M2 M3 M4

(label) [days] [days] [days] [days]

Gas only M -OG 1.6 3.1 3.4 5.5

0.5 · 106 parcels/s M -05 3.3 8.9 11.7 14.1

2.2 · 106 parcels/s M -2.2 6.8 9.5 17.2 19.6

4.0 · 106 parcels/s M -4 14.3 19.8 35.7 38.5

HPC (no.proc) Tier-2, 24 Tier-2, 96 Tier-1, 140 Tier-1, 168

The simulation time (days) is referred to time needed to perform 1 s simulation for each case
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6.1 Grid sensitivity study

Figure 7 provides Favre mean averaged axial velocity contours plots on the four
different computational grids. Time averaging starts after 0.05 s and statistics are
collected over a period of 0.95 s. The positions of the measured profiles at x ∈

Fig. 7 Contour plots of the time averaged Favre mean velocity magnitude. From top left to bottom right: M1,
M2, M3, M4 (case with only gas, OG). Time averaging period is 0.95 s
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[0.007, 0.01, 0.013, 0.016, 0.02, 0.025, 0.03, 0.04, 0.05 m] are indicated in the figure as
well.

The jet approaching the exit of the annular duct does not undergo substantial changes
until x = 0.01 m. Differences in this region, between the four grids, are observed for the
maximum velocity value at the potential core, which is higher for M3 and M4.

From x = 0.01 m onward, the jet merges towards the central axis. In this region higher
velocities around the center are observed for M3 and M4, which show similar behavior.

The profiles of the Favre mean averaged axial velocities at different axial positions are
presented in Fig. 8. In the near nozzle region, (x = 0.007 m) the velocity magnitude up in
the recirculation region is higher for cases M3 and M4 due to the aforementioned higher
velocities at the nozzle exit. Besides, the re-circulation region extends longer for M3 and
M4 than for M1 and M2.

Due to the longer re-circulation on M3 and M4, at x = 0.01 m the velocity at the center
is lower.

From x = 0.013 m onward, the profiles for M3 and M4 almost perfectly coincide.
From x = 0.016 m to x = 0.03 m velocities at the center are higher for M3 and M4

and the jet tends to be slightly wider for M1 and M2. From x = 0.04 m onward, i.e., after
about 4 annular nozzle diameters, the jet expands like a single jet. In line with the above,
the velocity values in the central region are lower with M1 and M2 than with M3 and M4.

The influence of the mesh size on the subgrid-scale eddy viscosity level is illustrated in
Fig. 9 at the same positions.
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Fig. 9 Time-averaged spanwise profiles of the ratio of the subgrid-scale viscosity to the laminar viscosity,
μsgs/μ on grids M1 (short-dashed green), M2 (long-dashed red), M3 (dash-dotted blue), M4 (solid black).
Cases with only gas phase, OG. Time averaging period is 0.95 s

Unlike the velocity profiles, the μsgs/μ plots are different for each case, shifting to lower
values from M1 to M4. M1 and M2 give a higher eddy viscosity in the region close to
the nozzle, especially at the potential jet core. Resolving more energy-containing motions
induces drastic changes to the estimated velocities fromM2 to M3 , while the further refine-
ment from M3 to M4 does not have a significant impact. The profiles obtained with M1
and M2 differ, whereas those obtained with M3 and M4 are very close, which suggests grid
insensitivity when the ratio μsgs/μ < 0.2 (Fig. 9). An analysis of the energy spectra in
points of the domain located in the region of interest, reveals that for mesh M3 and M4 the
slope of −5/3, which characterises the inertial subrange, is well captured (not shown here).
These findings suggest grid insensitivity using a streamwise mesh spacing δax ≤ 0.2 mm

and spanwise mesh spacing δrad ≤ 0.2 mm (Table 3). In other words, both M3 and M4
represent reliable grids to perform the simulations at hand. Therefore, the differences in
calculation time and number of processors to be used, which are reported in Table 3 for
1s simulation, led to the choice of running the two-phase cases on grid M3. Nevertheless,
some discussion of the results with both liquid and gas phase will be done considering the
four grids to highlight how a poor mesh resolution can affect the Lagrangian phase results
as well.

6.2 Gas-liquid phase

The mutual interaction between gas and liquid droplets can have an impact on the gaseous
flow field. In order to assess this, the results on M1, M2, M3, M4 with only gas (OG) and
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both gas and liquid (LG) are compared at x ∈ [0.02 m, 0.03 m, 0.04 m]. The results are
presented as velocity offset, i.e., difference between the mean axial velocities of OG and
LG. The comparison is done for different numbers of parcels per second Ṅp. From the
results provided in Fig. 10, it can be observed that:

– The highest offset value (∼ 1 m/s) is at the centerline.
– The offset does not strongly depend on the mesh size. It decreases along the axis,

because the momentum transfer between liquid and gas becomes smaller.
– The offset decreases if Ṅp is held constant and the mesh is refined for Ṅp = 0.5 ·

106parcels/s. As reported in the literature, [12, 14, 15] the parcels number cannot be
fixed if the mesh is refined; this would amplify the statistical error, the latter defined as
[27]:

ΣF = cF θ
√

Ṅp/M

(19)

Fig. 10 Difference between the mean axial velocities of OG and LG. From top to bottom: M1, M2, M3, M4.
From left to right: x = 0.02 m, x = 0.03 m, x = 0.04 m. black lines: Np = 4 · 106 parcels/s; blue lines:
Np = 2.2 · 106 parcels/s; red lines: Np = 0.5 · 106 parcels/s. Time averaging period is 0.95 s
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where cF is a statistical error coefficient, θ is a standardized normal random variable
and M = Mx + My + Mz is the total number of grid cells. Therefore, using the same
grid, the statistical error decreases as the number of computational particles per cellNpc

increases, reaching the limit of 0 if the ratio between particles/parcels is one. Estimation
of the error requires multiple identical simulations to calculate the coefficient cF . This
was considered beyond the scope of the present work . In this case the error could
be linked to the absence of enough parcels at the center that in turn would reduce the
impact from the liquid to the gas phase. The offset values with Ṅp = 2.2·106parcels/s

and Ṅp = 4 · 106parcels/s are very close for all the grids, which suggests ”parcels
convergence” for Ṅp ≥ 2.2 · 106parcels/s.

The parcels’ behavior along the axial coordinate can be explained analyzing the particle
Stokes number (16).

To post-process the parcels’ Stokes number, a single step of the spray cloud and the gas
flow field is saved. Knowing the cell indexes at which the parcels are temporarily located,
it is possible to calculate the Kolmogorov time scale at the corresponding cell center and
the particle response time, based on the particle Reynolds number, Rep, and the physical
properties of both the carrier and liquid phase.

Three different regions have been examined: x ∈ [0.005−0.007m], x ∈ [0.016−0.02m]
and x ∈ [0.04−0.05 m], representative of the near-nozzle, intermediate and far downstream
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Fig. 11 a Stokes number, St plotted versus droplet diameter, dp . b Stokes number, St vs half spray angle,
θ . Parcels are colored based on the droplet diameter, dp[μm]. c particle response time, τp versus droplet
diameter, dp . d Kolmogorov time scale, τη along the radius r . Parcels are colored based on droplet diameter,
dp [μm]. Results at x ∈ [0.005 m − 0.007 m]. Case M3, Ṅp = 2.2 · 106parcels/s and InjM
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region respectively (locations shown in Fig. 7). The results are reported in Figs. 11, 12, 13
using M3, InjM and Ṅp = 2.2 · 106parcels/s.

It has to be mentioned, though, that, as there is no dispersion model for subgrid scale con-
tributions, the droplets are influenced only by the resolved flow field and the Kolmogorov
time scale is not the most relevant one to assess whether or not droplets follow the flow
field. Nevertheless the Kolomogorov time scale can be used as reference here because the
current simulation is highly resolved, as indicated by the small ratio of eddy viscosity and
laminar viscosity in Fig. 9. In the near-nozzle region the imposed spray initial conditions
control the entire spray cloud, except for class dp ∈ [0 − 15 μm]. As reported in Fig. 11a,
for this class, the Stokes number is below 1 as the particle relaxation time is always smaller
than the Kolmogorov time scale.

Droplets with dp > 15 μm have a particle relaxation time higher than the Kolmogorov
time scale for 20◦ < θ < 40◦ (Fig. 11c, d). These droplets pass straight through the jet
potential core. For θ > 40◦ time and length scales increase (low turbulence level) and the
St decreases for all the droplet sizes (Fig. 11b).

In the intermediate region (x ∈ [0.016 − 0.02 m]) there is an overall decrease in particle
St number from a maximum value of St = 25 (Fig. 11a) to St = 10 (Fig. 12a). Droplets
with dp < 30μm tend to concentrate to the left of the gaseous shear layer, which is located
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Fig. 12 a Stokes number, St plotted versus droplet diameter, dp . b Stokes number, St vs half spray angle,
θ . parcels are colored based on the droplet diameter, dp[μm]. c particle response time, τp versus droplet
diameter, dp . d Kolmogorov time scale, τη along the radius r . Parcels are colored based on droplet diameter
(dp[μm]). Results at x ∈ [0.016m − 0.02m]. Case M3, Ṅp = 2.2 · 106parcels/s and InjM
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Fig. 13 a Stokes number, St plotted versus droplet diameter, dp . b Stokes number, St vs half spray angle, θ .
parcels are colored based on the droplet diameter, dp . c particle response time, τp versus droplet diameter,
dp[μm]. d Kolmogorov time scale, τη along the radius r . Parcels are colored based on droplet diameter
dp[μm]. Results at x ∈ [0.04m − 0.05m]. Case M3, Ṅp = 2.2 · 106parcels/s and InjM

at θ ∼ 25◦; vice versa for dp > 30 μm (Fig. 12b). Whereas in the near-nozzle region the
spray is bounded between the imposed inner and outer spray angles 20◦ < θ < 60◦ , in the
intermediate region the small droplets are dragged away by the gas phase and distributed
in the center (Fig. 12b). In the far downstream region (x ∈ [0.04 − 0.05 m]), the particle
St number decreases further (Fig. 13). At this location almost all the parcels have lost the
history of the imposed injection boundary conditions and they mostly follow the gas phase.
The majority of the parcels with dp ∈ [20 − 40μm] tend to be concentrated close to the
shear layer, located at θ ∼ 12◦ here (Fig. 13b).

The increase of Ṅp from 2.2 · 106parcels/s to 4 · 106parcels/s doubles the computa-
tional time, as reported in Table 6, without inducing any beneficial impact in the analysis of
the graphs in Figs. 11–13.

The evidence presented in this section suggests that Ṅp must be adequately chosen
according to the mesh size. The choice of M3 in Section 6.1 led to the choice of using
Np ≥ 2.2 · 106parcels/s for LG calculations. The analysis of the experimental data, there-
fore, will be done using M3 with Np = 2.2 ·106parcels/s. Besides, the data in Figs. 11–13
reveal that parcels with dp < 15 μm completely follow the gas phase (St < 1). This
threshold will be used to discuss results in Section 6.3.
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The findings from Figs. 11–13 suggest that the gaseous shear layer can be viewed, from
the intermediate region onward, as the spray inner edge. Because the position of the shear
layer is sensitive to the mesh grid, this will vary according to the chosen LES grid, influ-
encing the liquid phase in substantial manner. This illustrates the importance of the choice
of the gas phase mesh first.

Figure 14 provides instantaneous velocity contours, together with the corresponding
parcels’ cloud, at t = 1 s for the four computational grids. A closer inspection of the plots
shows the different inner spray edge starting from x = 0.025 m onward, on grids M1 and
M2, compared to M3 and M4 (red arrows). Particularly in M1 and M2 the spray inner edge
is wider than M3 andM4 due to the poor mesh resolution, leading to an artificial broadening
of the gaseous jet. This result can be observed at other times as well.

6.3 Comparison to experimental data

Numerical spanwise profiles of the Favre mean axial gas velocity and mean axial liquid
velocity are compared to experimental data and presented in Fig. 15.

The main discrepancies between experimental and numerical results for the gas phase are
observed from x = 0.007 m up to x = 0.013 m. Neither the exact location of the end of the
re-circulation region (x = 0.007 m), nor the velocity magnitude are correctly predicted in
the simulations. These discrepancies are likely to be related to the simplification of complex
injector geometry as an annular cylinder, or to the imposed artificial turbulence at the inlet,
or to both. This is considered future research for the time being. From x = 0.016 m onward,

Fig. 14 Instantaneous velocity contour plots together with spray parcels (represented with dots having
size according to their diameter). From top left to bottom right: M1, M2, M3 and M4. (InjM with
2.2 · 106parcel/s)
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Fig. 15 Mean gas axial velocity (black crosses and lines) together with mean liquid axial velocity (blue dot
and dashed line) plotted versus the radius r [m] at different axial positions x [m] (grid M3 with InjM and
2.2 · 106 parcels/s). Time averaging period is 0.95 s

differences between experiments and numerical results at the center are below 5%. An error
analysis of the maximum axial velocity values for the gas phase along the axial coordinate
is presented in Table 7.

From the data it can be observed that the two off-center peaks are correctly predicted at
all the locations with the exception of x = 0.007 m (11.4% error).

The above mentioned discrepancies for the gas phase velocity induce an error in the
liquid phase prediction as well. This error is higher at the location where the St < 1 because
the droplets follow the gas phase motion. As reported in Figs. 11–13 this happens for dp <

15μm, which tend to be distributed preferentially in the center. Subsequently, similarly to

Table 7 Error analysis of the
maximum mean axial velocity
for the gas phase at different
axial locations

x [m] Uax
exp[m/s] Uax

sim[m/s] Err(%)

0.007 23.76 26.50 11.4

0.01 24.32 24.99 2.75

0.02 24.65 24.67 0.08

0.03 23.90 23.92 0.08

0.04 23.38 23.48 0.42

0.05 23.38 23.31 0.29
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the gas phase, simulations results differ from experiments at x = 0.007 m, x = 0.01 m

and x = 0.013 m in the center (Fig. 15). On the contrary, at the outer branch, from the jet
potential core to the outer radius, the agreement is good. In fact, as reported in Fig. 11, the
droplets with dp > 15μm follow their ballistic motion defined by the injection boundary
conditions.

From x = 0.016 m onward, the gap between experiments and simulations, similarly to
the gas phase, reduces and the agreement between experiments and simulations is satisfac-
tory. An error analysis of the maximum axial velocity values for the liquid phase along the
axial coordinate is presented in Table 8. The maximum error is at x = 0.02 m. The com-
parison between simulations and experiments for the liquid mean axial velocity per droplet
class size is shown in Fig. 16. At x = 0.007m results from experiments and simulations are
different both for dp ∈ [0−10μm] and dp ∈ [10−20μm]. These discrepancies are directly
linked to those observed for the gas phase at the same location, confirming the findings
discussed in Fig. 11a. Better agreement between experiments and simulations is observed
for dp ∈ [20 − 30μm] and dp ∈ [30 − 40μm]. For dp ∈ [40 − 50μm], the velocity is
over-predicted, showing the limitation of the injection model by fixing a velocity magnitude
value for all the parcels. Finally it is possible to notice that these three classes have statistics
missing in the center. Two possible interpretations are:

– In the experiments statistics are collected during a time-span of 4s, versus 1s in the
calculations.

– The strict separation in the shear layer between dp > 30μm and dp < 30μm (Fig. 12b)
is less severe in reality.

Using Ṅp = 4 · 106parcel/s slightly improves the results. This is shown only for the
dp ∈ [20 − 30μm] at x = 0.007 m, where differences can be noticed.

At x = 0.02 m the agreement is good for all the droplet size classes, except for dp ∈
[0 − 10μm]. The lower values observed in the simulations could explain the higher error
observed for the mean liquid axial velocity at this location (Table 7). At x = 0.04 m the
agreement is good for all the droplet size classes, except for the dp ∈ [40 − 50μm] where
the predicted velocities are higher than the experimental values.

The droplet mean diameter, d10, is reported in Fig. 17. The agreement between simu-
lations and experiments is overall good. Differences using Ṅp = 2.2 · 106parcels/s and
Ṅp = 4 · 106parcels/s are negligible. The only deviations from the experimental data are
seen at the center from x = 0.02m onward. The lower values predicted in the simulations
(6% error) are due to the aforementioned lack of statistics in the center for dp > 30μm.

Table 8 Error analysis of the
maximum mean axial velocity
for the liquid phase at different
axial locations

x [m] Uax
exp[m/s] Uax

sim[m/s] Err(%)

0.007 m 19.04 18.78 1.36

0.01 m 20.47 20.18 1.42

0.02 m 23.16 21.66 6.47

0.03 m 23.16 21.86 5.94

0.04 m 22.19 22.43 1.09

0.05 m 22.57 22.94 1.64
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Fig. 16 Mean liquid axial velocity of droplet class sizes d = [0−10μm], d = [10−20μm], d = [20−30μm],
d = [30−40μm] and d = [40−50μm] at x = 0.007 m, x = 0.02 m, x = 0.04 m. Simulations results using
M3 andNp = 2.2·106parcels/s are in red crosses. Simulation results using M3 andNp = 4·106parcels/s

are in blue crosses (only at x = 0.007 m). Experiments are in black squares. Time averaging period is 0.95 s

6.4 Injectionmodel

The results discussed so far were obtained with InjM. The methodology applied for the
injection model InjM differs from the original ConeInjection model (InjOF) available in
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Fig. 17 Droplet mean diameter, d10, radial distribution at different axial position (grid M3 with InjM model
using 2.2 · 106 parcels/s and 4 · 106). Time averaging period is 0.95 s

OpenFOAM-2.4.0. Particularly the spray angle, ranging from the imposed inner and outer
values, is not selected randomly, as in the original OF implementaion (Section 5.1). Rather,
a normal distribution with mean value equal to 40 and variance equal to 8 is imposed.

In Fig. 18, Favre mean averaged gas axial velocity, mean liquid axial velocity, mean
droplet diameter and the histogram size based on number of parcels are reported at the
axial locations x ∈ [0.007 m, 0.02 m, 0.04 m]. The modification of the injection model
has no impact on the gaseous flow field. There is, however, impact on the liquid phase.
Although at x = 0.007 m differences for the liquid phase are not significant, the parcels are
distributed differently along the radial coordinate. With InjM more parcels are concentrated
around θ = 40◦, corresponding to the defined mean value of the normal distribution and
equal to the nominal spray angle in the experiments. Instead, with InjOF the parcels are
uniformly distributed between the inner and outer angle. This leads to wider d10 profiles.
At x = 0.02 m the different parcels distribution along the radius has an impact on both
the liquid mean axial velocity, Ud,ax and the mean droplet diameter, d10. Velocities with
InjOF are lower at the outer branch, where the parcel distribution is more uniform than InjM
model. Subsequently also the mean diameter is lower. At x = 0.04m results are similar
for both models for all the analyzed quantities. Here the two size histograms are almost
identical. All the information imposed by the two injection methodologies is lost; parcels
are driven by the gas phase and tend to be preferentially concentrated according to the gas
phase motion.
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Fig. 18 Comparison between ConeInjection model (InjOF), modified ConeInjection model (InjM) and
experimental data (Exp). From top to bottom: mean axial gas velocity (Uc,ax ), mean axial liquid velocity
(Ud,ax ), droplet mean diameter d10 and droplet size histogram based on number of droplets. InjM represented
with black lines, InjOF in dashed blue lines and Experiments in black dots. Time averaging period is 0.95 s

7 Conclusions

This study concerns Large Eddy Simulations (LES) of a turbulent spray jet in the Eulerian-
Lagrangian (EL) framework. The experimental case under study is part of the Coria Rouen
Spray burner database, for which measurements of droplet fields and gas velocity are avail-
able both in reactive and non-reactive conditions. The latter are used in this work. An initial
objective of the study was to identify, between four different grids, the cell size to be used
for a reliable LES calculation when only the gas phase is simulated. The results have shown
that for the case at hand grid convergence in terms of mean axial velocity is achieved if in
the center a streamwise mesh size δax ≤ 0.2 mm and a spanwise mesh size δrad ≤ 0.2 mm

is used.
The assessment of reliable LES with only the gas phase allows another sensitivity study,

for the liquid-gas phase simulations and based on the number of parcels to inject per second.
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In this study three different numbers are used: Ṅp = 0.5 · 106parcels/s, Ṅp = 2.2 ·
106parcels/s and Ṅp = 4 · 106parcels/s. The results for liquid-gas simulations on the
same grids as for the only gas simulations are compared by looking at difference between
spanwise mean axial velocities at different axial locations. The velocity offset showed the
link between cell size and parcels number for Ṅp = 0.5 · 106parcels/s. Particularly by
refining the mesh, the contribution from liquid to gas, in the center of the jet, becomes
smaller. The offset values are unchanged refining the mesh for Ṅp = 2.2·106parcels/s and
Ṅp = 4 · 106parcels/s. Also scatter plots for Stokes number and relaxation times remain
essentially unchanged, comparing Ṅp = 2.2 · 106parcels/s and Ṅp = 4 · 106parcels/s.
Based on the computational costs, Ṅp = 2.2 ·106parcels/s is used for the comparison with
the experimental data.

The droplets tendency to follow the gas phase motion has been analyzed with the particle
Stokes number in three different spray jet regions: the near-nozzle region, the intermediate
region and the far-downstream region. The most striking results are:

– Droplets having dp ≤ 15μm always have St < 1, thus they follow the gas phase
motion.

– The gaseous shear layer, from the intermediate region onward, behaves as separation
front between droplets with dp < 30μm and dp > 30μm.

Because the position of shear layer is sensitive to the grid size, this will vary according to
the chosen LES mesh, influencing the liquid phase in substantial manner. This justifies the
choice of the gas phase mesh first.

The comparison with experiments showed excellent agreement in the intermediate and
far downstream region with errors on the maximum axial velocity as low as the 3% for the
gas and 6% for the liquid phase.

In the near-nozzle region discrepancies between simulations and experiments are
observed in the center. The simplification of the real injector geometry by an annular cylin-
der may be the cause of these deviations. In future research, the use of the real geometry
will be adopted to examine whether results improve.

The mean droplet diameter is under-predicted in the center in the downstream region.
This may be due to a strict separation at the gaseous shear layer between droplets with
dp < 30μm and dp > 30μm or to difference in period duration to collect statistics between
simulations and experiments. Further research should be done to investigate this.

Finally the modified injection methodology showed a beneficial impact in the predic-
tion of the experimental data for the liquid phase only, when compared with the original
methodology as available in OpenFOAM.

A natural progression of this work is to analyze the reactive case. In this sense the study
serves as a solid backbone for the study of the droplet evaporation, turbulence-chemistry
interaction, auto-ignition and flame propagation, which introduces further modelling issues.
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25. Schiller, L., Naumann, A.: ÜBer die grundlegende berechnung bei der schwerkraftaufbereitung. Ver.
Dtsch. Inj 44, 318–320 (1933)

26. Kornev, N., Hassel, E.: Method of random spots for generation of synthetic inhomogeneous turbulent
fields with prescribed autocorrelation functions. Commun. Numer. Methods Eng. 23(1), 35–43 (2007).
https://doi.org/10.1002/cnm.880

27. Garg, R., Narayanan, C., Lakehal, D., Subramaniam, S.: Accurate numerical estimation of interphase
momentum transfer in lagrangian–eulerian simulations of dispersed two-phase flows. Int. J. Multiphase
Flow 33, 1337–1364 (2007). https://doi.org/10.1016/j.ijmultiphaseflow.2007.06.002

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

https://doi.org/10.1002/cnm.880
https://doi.org/10.1016/j.ijmultiphaseflow.2007.06.002

	LES Study of a Turbulent Spray Jet: Mesh Sensitivity, Mesh-Parcels Interaction and Injection Methodology
	Abstract
	Introduction
	Experimental Set-Up
	Flow Features in Annular Jets
	Modeling Approaches
	Properties of the disperse phase flow
	Gas and liquid phase formulations

	Spray Injection Modeling and Computational Details
	Spray injection modeling
	Computational details
	Cases: summary and computational time

	Results
	Grid sensitivity study
	Gas-liquid phase
	Comparison to experimental data
	Injection model

	Conclusions
	References


