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Abstract Turbulent convection velocities in a turbulent boundary layer at a Reynolds num-
ber of Reθ = 2250 are examined via the use of a high repetition rate particle image
velocimetry measurement undertaken in a water tunnel. Multiple cameras are used to
improve the spatial dynamic range of the measurement and reduce the bias towards large-
scale structures while simultaneously capturing a wall-normal domain of 0.06δ to 1.7δ.
The impact of measurement noise is minimized via careful temporal and spatial filtering
of the velocity fields as guided by the comparison of temporal and spatial velocity power
spectra with spatially filtered direct numerical simulation data, enabling an estimation of
the effective noise-limited spatial and temporal dynamic range of the present experimen-
tal measurement. Space-time correlations and phase-spectra are used to estimate the mean
and streamwise wave-number dependent convection velocities at various heights above the
wall. Results reveal convection velocities greater than the local mean velocity in the lower
log layer, decreasing to a level 3.5 % lower than the mean velocity in the upper log and
wake regions. The convection velocity is shown to depend on the streamwise length scale
and is found to decrease at higher wave-numbers for all wall-normal locations. Comparison
between the measured and reconstructed spatial fields show that Taylor’s hypothesis can
only be applied over short streamwise distances of less than 1δ in the buffer and inner log-
layer, while larger projection distances (≥ 3δ) are possible in the outer-log and wake region
of the turbulent boundary layer.
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1 Introduction

Until recently experimental measurements of turbulent flows could generally be divide
into either spatially resolved laser diagnostics based measurements [e.g. Particle Image
Velocimetry (PIV)] or temporally resolved point measurements [Hot-Wire Anemometry
(HWA) or Laser Doppler Anemometry (LDA)]. PIV measurements are typically limited
in temporal resolution due to the relatively low firing rates of the lasers (≈ 10 Hz) and
the low acquisition rates of the cameras (1 to 30 Hz) that are available for such measure-
ments. In contrast, the field of view and spatial resolution of HWA measurements tend to
be limited by the finite size of the probe, conduction effects and potential for these probes
to influence the surrounding flow, while LDA measurements are limited by the number of
probes that are available for a given measurement. As a result of these experimental limi-
tations the spatial structure and wavelengths associated with turbulence measurements are
often inferred from temporal data via the application of Taylor’s hypothesis [17] or the
frozen turbulence approximation, in which it is assumed that the temporal Eulerian obser-
vation of a fixed point in space is approximately the same as the uniform convection of
the turbulent flow structure through the same point. Following Townsend [18] this can be
expressed as:

U(x, t) = U(x − Uc · Δt, t + Δt), (1)

where Δt is the time separation between two measurements and Uc is the turbulent convec-
tion velocity. This convection velocity depends on the propagation of turbulent eddies and
is therefore highly relevant to the study of the dynamics of turbulence.

In flows that possess a dominant flow direction and velocity, such as jets, pipe flows,
channel flows and boundary layers, the general application of Taylor’s hypothesis assumes
that the convection velocity is equal to the local mean flow velocity and is independent
of frequency or wave-number. While this is generally true when turbulent fluctuations
u′

i are small with respect to the Uc, previous research has shown that this approxima-
tion breaks-down in regions of strong shear [12], where peak production occurs and
larger turbulent fluctuations are observed. Assuming that the entire flow and all associ-
ated coherent structures convect at the local mean velocity can lead to the misinterpretation
of large-scale structures as demonstrated by Zaman and Hussain [22] when examining
turbulent jets.

For wall-bounded turbulent flows the convection velocity can be determined as a func-
tion of the height above the wall y, and the streamwise kx and spanwise kz wave-numbers,
if an accurate frequency-wavenumber spectrum φ(kx, kz, ω) or its Fourier transform, the
space-time correlation function, can be determined [20]. Unfortunately both of these are
difficult to obtain experimentally, owing to the need to simultaneously measure at a suffi-
cient temporal and spatial resolution, while acquiring records of sufficient length to perform
accurate Fourier transforms in each. Recent advances in high-speed digital imaging and the
availability of high-speed lasers have seen a renewed interest in the experimental measure-
ment of turbulent convection velocities and its use for extrapolating the three-dimensional
structure of the flow [5]. Despite this interest, researchers are yet to provide a complete pic-
ture of the effect of wall-normal position and wave-number dependency on the convection
velocity of a zero-pressure gradient turbulent boundary layer, with the comparison of results
often complicated via the use of different convection velocity estimation methods, along
with variations in spatial resolution and different wall-normal positions. A summary of the
different fields of view and resolutions is provided in Table 1.
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Table 1 Field of view and spatial and temporal resolution of the boundary layer measurements for the
investigation of the turbulent convection velocity

Researchers Plane Cameras Field of view Resolution

(x, y, z) ΔWx,ΔWy,ΔWz,Δt

Krogstad et al. [9] displaced HWAs −,−, 0.005δ

Reθ = 1, 409 −,−, 3+,

Dennis and Nickels [4] streamwise, 2 6δ,−, 3δ 0.1δ

Reθ = 4, 685 spanwise plane (x − z)

LeHew et al. [11] streamwise, 2 10δ,−, 5δ 0.16δ

Reθ = 1, 280 spanwise plane (x − z) 4, 712+,−, 2, 356+ 74+, 34+, 74+, 0.5+

de Kat et al. [2] streamwise, 2 2δ, 0.5δ,− 0.007δ

Reτ = 2, 700 wall-normal plane (x − y) 5400+, 1350+,− 20+, 20+, 27+†, 1.5+

Present streamwise, 2 3.2δ, 1.7δ,− 0.03δ

Reθ = 2, 250 wall-normal plane (x − y) 2680+, 1424+,− 23+, 23+, 23+, 0.3+

Resolution is quoted in terms of the wire length HWA or the interrogation region size ΔWx,y and light sheet
thickness ΔWz for PIV. The sampling interval for HWA or inter-frame time for PIV is given as Δt

†Interrogation window depth based on assumed laser-sheet thickness of 1 mm

Using time-resolved planar PIV measurements in a water tunnel Dennis and Nickels
[4] used the space-time correlation Ru′u′(Δx,Δt) at a height of y = 0.16δ to estimate
the mean convection velocity across all resolved scales, in a turbulent boundary layer
(Reθ = 4685). This mean convection velocity was approximately 1.8 % higher than the
local mean velocity, however the effect of spatial resolution and the relative convection of
different scales, were not investigated. LeHew et al. [11] performed similar measurements
in a turbulent boundary layer to estimate the three-dimensional (3D) Φ(kx, kz, ω) power
spectra, enabling the calculation of kx, kz dependent convection velocities. From examina-
tion of the 3D Φ(kx, kz, ω) spectra LeHew et al. [11] reported that at a wall-normal height
of y+ = 34, most scales travel slower than the local mean velocity, with the exception of
the largest scales or smallest wave-numbers 1.2 < kxδ < 3. These results ran counter to
those derived from a linear fit to the local maximum in the premultiplied two-dimensional
(2D) kxωφ(kx, ω) spectrum, which instead indicated that most-scales convected at a
velocity greater than the local mean with convection velocity increasing with streamwise
wave-number.

The results of LeHew et al.’s [11] analysis, based on the spectra Φ(kx, kz, ω), are more
in-line with those of Krogstad et al. [9], who used the correlation of temporal signals from
streamwise displaced HWAs to investigate the influence of streamwise scale over a range
of 3.9 < kxδ < 314 in a zero-pressure gradient boundary layer (Reθ = 1409) at multi-
ple wall-normal positions. While the results of Krogstad et al. [9] show some sensitivity to
the varying HWA probes used in that study, a similar trend of decreasing convection veloc-
ity is reported for increasing wave-number with only streamwise wave-numbers kxδ < 32
convecting at velocities greater than the local mean velocity at a height of y+ ≈ 34, com-
pared to kxδ < 3 for LeHew et al. [11]. By considering multiple wall-normal positions
Krogstad et al. [9] also show that while the trend towards lower convection velocities for
higher wave-numbers and smaller-scales persists at almost all wall-normal positions, the
relative convection velocity of a given scale, with respect to the local mean velocity, does
not. Results showed that near the wall all scales appear to converge to a convection velocity
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of approximately Uc ≈ 10.6+ with most scales convecting faster than the local mean for
y+ < 70 and most lower than the local mean velocity throughout the rest of the log layer
and wake regions.

The discrepancy observed in the convection velocities derived from the 3D and
2D spectra of LeHew et al. [11] likely stem from the difficulty in calculating spec-
tra from PIV data, which have been shown to be very sensitive to measurement noise
[1, 6] and the number of velocity vectors over which they are calculated. de Kat et
al. [2] investigated the influence of spatial and temporal resolution on the experimental
investigation of turbulent convection velocity and suggested that the use of a phase-
spectrum or the phase of the cross-spectrum between experimental PIV data at times t

and t + Δt can provide better estimates of the kx dependent convection velocity than
methods based on the calculation of the 2D φ(kx, ω) spectrum. Applying this method-
ology to a turbulent boundary layer (Reθ = 1409) at y/δ = 0.1, de Kat et al. [2]
reported that the local mean velocity was the most likely convection velocity for scales
in the range of 1 < kxδ < 80, in contrast to the findings of LeHew et al. [11] and
Krogstad et al. [9].

Recently del Álamo and Jiménez [3] performed direct numerical simulations (DNS) to
generate a spatial and temporal record of the velocities in a turbulent channel flow at Reτ =
185-1901, in order to investigate the convection of turbulent eddies. As in the boundary
layer results of Krogstad et al. [9] the mean convection velocity was observed to be higher
than the local mean near the wall, approaching a value of Uc ≈ 9+ at the wall. While it
is natural to expect that the channel and boundary layer would behave in a similar manner
near the wall, this convection value is lower than that reported by Krogstad et al. [9] for the
boundary layer, Uc ≈ 10.6+, possibly due to the limitation in the smallest HWA separation
used in the experiment. Results for the channel flow indicate that the small-scale eddies
tend to follow the local mean velocity, while large-scale features propagate with a velocity
much closer to that of the bulk flow or mean flow velocity across the channel height. This
tendency for large-scales to converge to a convection velocity below the local mean is not
observed in the HWA or PIV measurements of turbulent boundary layers discussed above.
It is not yet clear if this is due to a fundamental difference between the convection of flow
in a boundary layer and a channel, or if such an effect only occurs at scales beyond the
spatial dynamic range of existing measurements. In the case of channel flow del Álamo
and Jiménez [3] demonstrate that failure to account for the variation in convection velocity
with scale can result in the erroneous conversion of temporal to spatial energy spectra and
may be partially responsible for the observation of bimodal energy spectra in high Reynolds
number wall-bounded flows [10].

In this paper turbulent convection velocities in a turbulent boundary layer are inves-
tigated using high repetition rate PIV measurements (HR-PIV) undertaken in a large
horizontal water tunnel with a high temporal and spatial resolution. The noise-limited
spatial and temporal dynamic range of the present measurement are estimated via the
comparison of the measured spatial and temporal velocity power spectra with those
of direct numerical simulation data, filtered at the same resolution as the present PIV
measurement. Convection velocities are estimated using both the space-time correla-
tion approach followed by Dennis and Nickels [4] and the phase-spectrum approach
of de Kat et al. [2], in order to access both the mean and streamwise scale depen-
dent convection velocities. Finally, the extent to which Taylor’s hypothesis and a single
mean convection velocity can be used to reconstruct a spatial field from temporally
resolved data are evaluated over a range of wall-normal heights in a turbulent boundary
layer.
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2 Experimental Setup

Experiments were performed in a streamwise, wall-normal (x−y) plane spanning the buffer,
logarithmic and wake layers of a turbulent boundary layer, formed on the floor of the 0.5 ×
0.5 m cross-section horizontal water tunnel at the Laboratory for Turbulence Research in
Aerospace and Combustion at Monash University. The boundary layer was tripped using
a spanwise cylindrical rod with the addition of a trailing sandpaper element to provide a
three-dimensional transition at the outlet of the contraction, as discussed in Herpin et al. [7].
HR-PIV measurements were performed approximately 4 m downstream of the trip, resulting
in a boundary layer thickness of δ = 38.6 mm with a momentum thickness based Reynolds
number of Reθ = 2, 250 and a friction velocity based Reynolds number of Reτ = 840.

In order to provide a field of view large enough to capture streamwise wavelengths over
one boundary layer thickness, without sacrificing the resolution of the smaller scales, exper-
iments were performed using two high-speed PCO. DiMax CMOS cameras (2016 × 2016
pixel each), aligned with a small overlap in the longitudinal direction. Illumination was
provided by the use of a 60 mJ Quantronix Darwin Duo Nd:YLF laser collimated into a
1 mm light sheet and pulsed to enable a recording rate of 1.25 kHz. At this rate succes-
sive single shutter images enabled the calculation of velocity fields with a mean particle
displacement of approximately 10 pixels at a temporal resolution of 0.8 ms or 0.03ν/u2

τ .
Seeding was provided in the form of Potters hollow glass spheres with a mean diameter of
11 μm and a specific gravity of 1.1. The field of view and spatial resolution associated with
this measurement are summarized in Table 1 and indicate a significantly higher resolution
than that of Dennis and Nickels [4] and LeHew et al. [11] and higher temporal resolution
than de Kat et al. [2].

Velocity fields were calculated using a multi-grid PIV algorithm [16] with window defor-
mation [8, 13] and an initial and final interrogation window size of 64 × 64 and 32 × 32
pixels, respectively. A window overlap of 50 % was applied to the final pass. Vector val-
idation was performed using normalized median vector validation [19] in both space and
time. Five sets of 6305 vector fields were recorded, corresponding to the maximum avail-
able onboard memory in each camera. In order to provide a single high resolution and large
field of view measurement, the individual velocity fields from each camera were merged in
the streamwise direction by imposing a sharp transition in the middle of the overlap region,
after de-warping the velocity fields from each camera using a standard polynomial calibra-
tion [15]. Further parameters associated with the PIV analysis are given in Table 2. Figure 1
provides an example of the raw merged velocity fields and the merged fields after filtering
the measurement noise, as discussed in Section 3. The velocity profiles for both the raw and
filtered fields are shown in Fig. 2.

Table 2 Parameters of the
HR-PIV boundary layer
measurements

Boundary layer thickness δ+ = 840

Friction velocity uτ = 0.018 ms−1

Magnification 0.33

Spatial resolution 30.0 pixels/mm

Lens aperture f# = 4

Particle image diameter dp ≈ 1 pixel

Depth of field Δz ≈ 0.7 mm

Light-sheet thickness Δz = 1 mm

Kinematic viscosity ν = 8.42 × 10−7 m2/ s
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Fig. 1 Instantaneous iso-contours of the streamwise velocity fluctuations in the HR-PIV measurements of a
turbulent boundary layer after merging velocity fields: (top) raw velocity field data; (bottom) temporally and
spatially filtered velocity field

3 Determining the Noise-Limited Dynamic Range of the PIV Measurement

HR-PIV is capable of providing experimental measurements of both the spatial and tem-
poral evolution of a turbulent flow, however it is important to recognize the influence of
measurement noise on both the spatial and temporal dynamic range of such data. In theory
the spatial dynamic range of PIV measurements are limited by the field of view, the inter-
rogation window dimensions ΔWx,ΔWy and the light sheet thickness (in this case denoted
as the effective interrogation window size in the spanwise direction ΔWz). The temporal
dynamic range is similarly limited by the number of images that can be recorded by the
camera and the maximum recording rate or inter-frame times Δt of both the cameras and
the laser. In practice the presence of measurement noise in a given PIV measurement means
that the smallest scale that is accurately measured in the PIV measurement is generally
larger than the cut-off associated with the chosen interrogation window size or inter-frame
time [6]. An effective noise limited cut-off can be defined in both the spatial and temporal
spectra as the wave-number or wavelength where the signal to noise ratio is equal to unity.
Beyond this point the true turbulent signal cannot be distinguished from the measurement
noise. This measurement noise is often masked by the spatial filtering of PIV such that the
influence of measurement noise is often underestimated unless the spatial filtering of the
measurement is taken into account [1]. A brief explanation of the methodology used to iden-
tify the noise limit is provided below. A more detailed explanation of this method can be
found in Atkinson et al. [1].
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Fig. 2 Mean and wall-normal velocity and Reynolds stress profiles for the HR-PIV measurements of a
turbulent boundary layer

In order to reduce the influence of measurement noise on the estimation of the convection
velocity and to quantify the effective noise-limited spatial and temporal dynamic range of
the present data, the temporal and spatial longitudinal velocity power spectra are examined
after treating the data for periodicity as discussed in Foucaut et al. [6]. Figure 3 shows the
influence of white-noise on the temporal spectra of the unfiltered HR-PIV spectra taken at
y+ = 100. In the absence of a temporal DNS spectra at the same spatial resolution as the
PIV, the noise-limited temporal frequency ωmax was determined following Foucaut et al. [6],
where ωmax is defined as the frequency at which the signal to noise ratio SNR = 1, S11 PIV

is the spectra obtained from PIV and S11 f low is the true spectra of the flow, or in this case
the spectra obtained from the DNS:

S11 PIV (ωmax) = 2S11 f low(ωmax)

(
sin ωmaxΔt/2

ωmaxΔt/2

)2

(2)

To reduce the influence of measurement noise at frequencies greater than ωmax the HR-
PIV velocity field was spatially filtered using an 11 point Gaussian kernel in the temporal
domain with σt = 1.63Δt , which provides a -3 dB cut-off at ωmaxΔt ≈ 0.51, which is
approximately where noise begins to dominate the temporal spectra.
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Fig. 3 Temporal velocity power spectra at y+ = 100 for HR-PIV measurements of a turbulent boundary
layer at Reθ = 2, 250 and DNS of Wu and Moin [21] at Reθ = 1840. Temporal spectra is calculated over a
domain of only 240Δt . Uc is the convection velocity assumed to be equal to the local mean velocity

Figure 4 shows the influence of temporal filtering on the spatial velocity power spectra,
bringing the experimental data more in line with the DNS spectra. However, it should be
noted that the experimental spectra still peals away from the DNS when it is box filtered
with interrogation window dimensions similar to that of the present PIV measurement. This
dashed spectra represents the spectra that should be provided by the HR-PIV measurement
in the absence of measurement noise. Following the methodology in Atkinson et al. [1],
which accounts for the influence of spatial filtering on PIV, the noise-limited spatial wave-
number kmax can be estimated as:

E11 PIV

(
kmax 1D

) ≈ 2E11 f ilt

(
kmax 1D

)
(3)
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Fig. 4 Spatial velocity power spectra at y+ = 100 for HR-PIV measurements of a turbulent boundary layer
at Reθ = 2, 250 and DNS of Wu and Moin [21] at Reθ = 1840
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where E11 f ilt (kx) is the spectrum of the DNS after filtering at the resolution of the PIV.
In this case 2D Gaussian filtering in the x and y directions with a five point kernel and
σx,y = 0.5ΔWx,y provides a -3 dB cut-off at kmax 1DΔWx ≈ 1.73 in the 1D spectra.
Owing to the 1D representation of a 2D filter this cut-off corresponds to a 3D cut-off of
kmaxΔWx ≈ 3.36. This is due to the difference in the true 2D and apparent 1D transfer
functions of the filter as shown in Fig. 5. Again, a detailed explanation of this behavior can
be found in Atkinson et al. [1].

The effect of the combined temporal and spatial filtering can be observed in both the iso-
contours of the instantaneous velocity field (see Fig. 1) and the Reynolds stress-profiles (see
Fig. 2), where filtering reduces the fluctuations to a level more inline with those of the noise-
free spatially filtered DNS. The theoretical and noise-limited temporal and one-dimensional
spatial dynamic range of the current measurement are given in Table 3. Assuming the noise-
level in the spectra is independent of wall-height the relative noise-limited wave-numbers
will decrease with height above the wall as the energy level in the turbulent fluctuations is
reduced, relative to a constant background noise. Figure 6 shows the effective noise limited
waves-numbers as a function of wall-height, based on the energy level of the noise identified
at y+ = 100. While, scales at wave-numbers higher than the cut-offs shown are not captured
by the measurement and will not contribute to the results in discussed in Section 4, the same
is not true for the lower wave-numbers. Wave-numbers below those shown in Table 3 cannot
be individually resolved due to the field of view of the present measurement, however being
an experimental observation of a physical flow, the influence of these scales will still be
present in the mean convection velocities.

Table 3 Temporal and spatial
dynamic range of the HR-PIV
boundary layer measurements at
y+ = 100

Domain Theoretical Noise-limited

Spatial kxΔWx 0.056 − 3.1 0.056 − 1.7

kxν/uτ 0.002 − 0.14 0.002 − 0.075

Temporal ωΔt 0.001 − 3.1 0.001 − 0.51

ων/u2
τ 0.003 − 10 0.003 − 1.7
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Fig. 6 Noise-limited wave-number at different wall heights in the HR-PIV data of a turbulent boundary
layer at Reθ = 2, 250 relative to the spectral energy content of the measurements noise at y+ = 100

4 Mean Convection Velocities

In order to obtain the mean convection velocity for all scales (kx, kz) in a turbulent boundary
layer, over a range of wall-normal positions, the space-time correlations were obtained by
two-point correlation of the streamwise and wall-normal velocity components of the filtered
HR-PIV data as follows:

Ru′u′(dx, y, dt) =
〈
u′(x, y, t) · u′(x + dx, y, t + dt)

〉
σ ′

u(y) · σ ′
u(y)

(4)

where u′ denotes the fluctuating velocity component and dx and dt are the relative offsets in
the streamwise and temporal directions, respectively. Each point in the space-time correla-
tion represents the ensemble of over 4.5 million points, such that the uncertainty associated
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Fig. 7 Space-time correlation of the streamwise velocity fluctuations at y+ = 170 calculated from HR-PIV
data of a turbulent boundary layer at Reθ = 2, 250
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with the correlation map was negligible. Figure 7 shows an example of the space-time cor-
relation function at y/δ ≈ 0.2 or y+ ≈ 170, indicating that on average the streamwise
velocity fluctuations maintain a correlation coefficient Ru′u′ > 0.6 over a distance of almost
2δ at this height. The degree to which such a correlation is maintained is discussed further
in Section 6.

As in the approach of Dennis and Nickels [4] the convection velocity can be obtained
by fitting a line to the maximum in the space-time correlation, whose gradient represents
the mean convection velocity for all scales present in the experimental flow, down to the
measurement noise cut-off. For the present measurements this fit was applied to the location
of the peak correlation in dt for a given spatial offset dx, detected via a three-point Gaussian
peak fit to the correlation function, as typically used to find the correlation peak to sub-
pixel accuracy in cross-correlation based PIV algorithms. In all cases the linear fit resulted
in a regression coefficient greater than 0.99, resulting in a 95 % confidence interval in the
gradient of the linear fit on the order of the marker size shown in subsequent figures.

The variation in the mean convection velocity 〈Uc〉 with wall height is shown in Fig. 8.
These results indicate convection velocities greater than the local mean velocity for wall
heights y+ < 300 or y < 0.35δ and lower than the local mean for regions above this.
Dennis and Nickels [4] also report a mean convection velocity greater than the local mean
at y = 0.18δ. At this height Dennis and Nickels [4] report a convection velocity 1.8 %
greater than the local mean, compared to 1.3 % greater than the local mean at y = 0.2δ in
the present experiment. This difference will in part be due to the variation in wall normal
position, but may also be influenced by variation in the resolution of the two measurements.
From this single wall-normal position [4] conclude that the convection velocity is close to
the local mean, however present results indicate a more interesting relationship between the
convection velocity and the local mean that differs with wall-normal position. The results
of Krogstad et al. [9] present convection velocities for different streamwise scales, rather
than an overall mean, yet also indicate convection velocities higher than the local mean for
y+ < 70. Above this height Krogstad et al.’s [9] results show most scales convecting slower
than the local mean, suggesting that the mean convection velocity would also be lower than
the local mean.

Fig. 8 Mean convection velocity at various heights above the wall as calculated from space-time correlation
of u′ and v′ using HR-PIV data of a turbulent boundary layer at Reθ = 2, 250. Local mean velocity is shown
for comparison
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Mean convection velocities higher than the local mean in the viscous and buffer layer
and lower than the mean in the logarithmic and wake regions were also observed by del
Álamo and Jiménez [3] in turbulent channel flows. In the channel DNS this cross-over in the
convection velocity, relative to the local mean, occurs at a much lower wall-normal position
with mean convection velocities dropping below the local mean velocity for y+ > 15 when
all scales are considered. del Álamo and Jiménez [3] also show that this cross-over varies
significantly with wave-number, increasing to y > 0.2δ when only scales greater than twice
the channel height are considered. The limited spatial resolution of the present measurement
is likely to be at least partially responsible for the high cross-over in the mean convection
velocities shown in Fig. 8, however this cross-over remains considerably higher than that
which would be expected for the channel at the same spatial resolution. This suggests that
convection velocities higher than the local mean persist at higher wall-normal positions in
the boundary layer than in in the channel, possibly due to differences in the interaction
between the inner and outer flows in each case.

Comparison of the space-time correlations and mean convection velocities for both the
streamwise u′ and wall-normal v′ velocity fluctuations show higher convection velocities
for the v′ fluctuations near the wall and lower velocities, relative to the u′ fluctuations, at the
top of the boundary layer. This difference is consistent with the channel flow DNS results of
del Álamo and Jiménez [3]. Within the spatial resolution limits of the present experiment the
average convection velocity across the resolved scales is shown to vary from the local mean
by up to 3.5 % in the wake region. Interestingly the u′ fluctuations convect at velocities
lower than the free-stream velocity up to a height of approximately 1.5δ (y+ ≈ 1200),
which is consistent with the upper bound of the instantaneous position of the turbulent / non-
turbulent interface, representing the boundary between rotational and irrotational flow at
the upper limit of the boundary layer. A similar increase is observed in the mean convection
velocity of the v′ fluctuations, however the mean convection velocity remains lower than
the free-stream velocity up to 2δ. Similar computation of mean convection velocities on the
unfiltered PIV data produced negligible difference in the results, indicating that the filtering
used did not remove any meaningful scales from the measurement.

5 Wave-Number Dependent Convection Velocities

To examine the variation in convection velocity as a function of streamwise wave-number
kx , the scale-dependent convection velocity was calculated from the phase-spectrum or
the phase angle of the cross-spectra between velocity fluctuations at times t and t + Δt ,
following:

uc(kx, y, t) = 〈Ψ (kx, y, t)〉
kx · Δt

, (5)

where Ψ (kx, y, t) is the phase-spectrum. The results of de Kat et al. [2] indicate that this
method is less susceptible to measurement noise and limited fields of view which can
otherwise influence the calculation of the 2D φ(kx, ω) spectrum.

Figure 9 shows the convection velocity at different heights above the wall as a function
of the streamwise wave-number kx , averaged across all resolved spanwise wave-numbers kz

and normalized by the local mean velocity at each height. In order to limit the influence of
measurement noise the phase-spectra at each height were truncated at the streamwise wave-
number beyond which the energy in the spectra drops below the noise level of the present
measurement, as depicted by the line in Fig. 6. Results indicate a decrease in convection
velocity with increasing wave-number over the entire range of wall-normal heights captured
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Fig. 9 Convection velocity as a function of streamwise wave-number at various heights above the wall
as calculated from the phase-spectra of the HR-PIV data at times t and t + Δt . Convection velocities are
calculated for the streamwise u′ fluctuations and normalized by the local mean convection velocity

in the present measurement (y+ = 30 to y = 1.7δ). The 3D Φ(kx, kz, ω) convection veloc-
ities of LeHew et al. [11] at y+ = 34 and Krogstad et al.’s [9] boundary layer measurements
show a similar trend of increasing convection velocity for increasing streamwise flow scale,
up to the largest measured scale kxδ = 3.9. The exception to this is the viscous and lower
buffer layer y+ < 10, where Krogstad et al. [9] shows an increase in the convection velocity
of the smallest scales, however this cannot be tested with the current data set.

In channel flows, del Álamo and Jiménez [3] report that the smallest scales convect at
velocities close to the local mean while the largest scales convect with a velocity closer to the
bulk velocity in the channel. This does not appear to be the case in the current boundary layer
data or that of Krogstad et al. [9], where in both cases the smallest streamwise scales convect
at velocities well below the local mean. It is possible that this difference is a consequence of
not accounting for variation in the spanwise scales. For spanwise scales kzδ < 25 and over
a similar range of streamwise scales to the present experiment 6.3 < kxδ < 105, del Álamo
and Jiménez [3] also show a decrease in convection velocity with increasing wave-number.
For wave-number below this, del Álamo and Jiménez [3] show that the convection velocity
begins to decreases again towards the bulk velocity. This is not observed in the present
measurement for wave-numbers down to kxδ = 2, indicating that if the largest scales in the
boundary layer approach a similar wall-normal mean or bulk velocity, they only approach
this velocity at scales larger than those in the channel flow and beyond the range of the
present measurement.

6 Validity of Taylor’s Hypothesis Using Scale-Independent Convection Velocities

In the following the validity of Taylor’s hypothesis is assessed using a scale-independent
convection velocity as it is used in most practical applications (e.g. HWA) where temporal
spectra are converted into spatial spectra. For this, the spatial velocity field is reconstructed
from the temporal data at a single location and compared to the measured instantaneous
spatial field using either the local mean or the scale-averaged convection velocity computed
in Section 4.
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Fig. 10 Example of the instantaneous spatial velocity field u/U∞: (left) measured by HR-PIV; (right)
reconstructed using Taylor’s hypothesis and the scale-averaged convection velocity 〈uc〉

Figure 10 provides an example of the instantaneous spatial velocity field measured by
PIV and that produced by applying Taylor’s hypothesis using the scale-averaged convection
velocity. A good qualitative agreement between the two velocity fields can be observed up
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heights above the wall using the local mean and the scale-averaged convection velocity in the Taylor’s
approximation
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to a streamwise distance of 0.5–1.0 δ depending on wall-normal position. For projection
distances larger than ∼ δ an appreciable difference exists, particularly for the near-wall
flow region as seen in Fig. 11. In addition, the turbulent structures are sheared due to the
variable convection velocity in the wall-normal direction indicating that a scale-independent
convection velocity is no longer valid in this region. In the wake region (Fig. 11), where
the convection velocity is nearly constant and the velocity fluctuations are small, Taylor’s
hypothesis seems to hold reasonably well over long distances (> 3δ).

In order to quantify the limits of Taylor’s hypothesis the cross-correlation between
the instantaneous and corresponding reconstructed spatial Taylor fields was calculated.
The Taylor fields were reconstructed over approximately 600 time steps corresponding to
approximately three eddy-turnover times (tU∞/δ) and subsequently interpolated onto an
equidistance grid to match the vector spacing of the experiment. The resulting correlation
coefficients γuu(x) and γvv(x) , for the streamwise and wall-normal velocity fluctuations,
are shown in Fig. 12 as a function of wall-normal position. These correlation coefficients
decrease with streamwise distance and represent the increasing variation between the mea-
sured and reconstructed velocity fields due to the meandering flow motion, Lagrangian
turbulent fluctuations and the scale-dependent convection velocities. For example, at a
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wall-normal height of 0.21δ (y+ = 176) γuu decreases to 0.6 after a convection distance
of approximately 2δ. This corresponds to an equivalent convection time of tU∞/δ = 2
(or t+ ≈ 75). For the vertical v′ fluctuations, the correlation coefficient γvv has already
decreased below 25 % over the same convection distance. These results show that over most
wall-normal positions Taylor’s hypothesis breaks down far more rapidly for the wall-normal
velocity component than for the streamwise component.

A similar behaviour can be observed if the local mean velocity is used as the convection
velocity with only a marginal difference in the correlation coefficient across the boundary
layer height as shown in Fig. 11. Similar results were obtained by Dennis and Nickel [4]
who used a scale-averaged convection velocity and Schröder et al. [14] who assumed the
local mean streamwise velocity as the appropriate convection velocity, albeit over a smaller
range of wall-normal positions. The use of scale mean convection velocity was only found
to provide a better approximation to the true velocity field for convection distances ≥ δ,
at which point the validity of any single scale independent convection velocity becomes
questionable.

7 Conclusion

Experiments were performed in a water tunnel using high repetition rate PIV in order to
investigate the convection velocity in a turbulent boundary layer over a wide range of wall-
normal positions from y = 0.06δ–1.6δ. Multiple cameras were used to improve the spatial
dynamic range of the measurement and enable the investigation of a broader range of scales
in the flow. To restrict the influence of measurement noise and quantify the effective noise-
limited spatial and temporal dynamic range of the measurement, an extensive validation
was performed via comparison with spatially filtered DNS data. Space-time correlations
indicated mean convection velocities for both streamwise and wall-normal velocity fluctua-
tions that are greater than the local mean velocity for wall heights y+ < 300 or y < 0.35δ,
and less than the local mean velocity with a convection velocity approximately 3.5 % lower
than the local mean convection velocity until beyond the upper bound of the turbulent
non-turbulent interface y > 1.5δ. The convection velocities of different streamwise length
scales were examined via the use of the velocity phase-spectra. The convection velocity was
observed to decrease with increasing wave-numbers for all wall-normal positions consid-
ered. These trends in convection velocity are consistent with earlier HWA based boundary
layer measurements of Krogstad et al. [9]. Despite differences between the nature of bound-
ary layer and channel flows, the observed behavior of the convection velocity in the present
boundary layer investigation is similar to that reported by del Álamo and Jiménez [3] in their
turbulent channel flow DNS, however several differences were observed. Present results,
and those of Krogstad et al. [9], indicate that the mean convection velocities in a turbulent
boundary layer remains higher than the local mean velocity for greater heights above the
wall and do not begin to converge towards a bulk velocity at the same scales as the channel.

Comparison between the measured and reconstructed spatial fields show that the stream-
wise extent over which Taylor’s hypothesis can be applied, increases with wall-normal
locations when using the local mean or scale-averaged convection velocity. Close to the
wall, where turbulent fluctuations are strongest, Taylor’s hypothesis is limited to stream-
wise distances < δ. In the wake region of the turbulent boundary layer, Taylor’s hypothesis
holds over at least 3δ. Interestingly these results show significant differences between
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the application of Taylor’s hypothesis to streamwise and wall-normal velocity fluctua-
tions, posing more stringent restrictions on Taylor’s hypothesis for the wall-normal velocity
component.
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