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Abstract The present paper is focused on performing a thorough investigation of
first order Conditional Moment Closure (CMC) including an inhomogeneous turbu-
lent mixing model for the conditional scalar dissipation rate to predict autoignition.
Autoignition of a hydrogen and nitrogen fuel mixture in a heated coflow of air is
examined. A sensitivity analysis is proposed for the autoignition length with respect
to the mixing field, as well as a comparison of the effects of the inhomogeneous
turbulent and Amplitude Mapping Closure (AMC) mixing models. The choice of
turbulence constants only change predicted ignition length by approximately 5 %
when applied to the AMC mixing model. Predictions of ignition length performed by
the inhomogeneous model are lower than that of the AMC model by up to 15 %. The
current ignition predictions are in reasonable agreement with the experimental data
and previous simulation results. Two of the four regimes observed experimentally are
reproduced qualitatively. Further improvement may be gained by using large eddy
simulation and a gradient model for the conditional velocity in the inhomogeneous
turbulent mixing model.

Keywords Conditional moment closure - Autoignition - Scalar dissipation rate -
Turbulence - Combustion - Modelling

1 Introduction

Autoignition and subsequent flame propagation are crucial phenomena for many
engineering applications such as those related to compression-ignition engines or fire
safety. Further, increasingly stringent regulations on airborne pollutant emissions
for transportation and power generation have prompted the search for alternative
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fuel-efficient and low-emission power generation systems. Fuel blends including
hydrogen appear to have some potential towards emission reduction in engines.
Thus, there is a need for the development of numerical tools capable of predicting
autoignition and combustion in an unsteady and turbulent environment including
detailed kinetics for various fuel blends. Complex interactions between the turbulent
flow/mixing fields and chemistry take place and must be accurately reproduced in
numerical simulations of autoignition. A detailed review on autoignition processes
can be found in reference [1] including both experimental and numerical investi-
gations. Within the framework of autoignition modelling, several approaches have
been developed, for example, the flamelet model [2], Conditional Moment Closure
(CMC) [3], Conditional Source term Estimation (CSE) [4], Presumed Conditional
Moment (PCM) [5], One-dimensional turbulence (ODT) model [6] and Probability
Density Function (PDF) methods [7], in Reynolds Averaged Navier-Stokes equation
(RANS) or Large Eddy Simulations (LES). Direct Numerical Simulations (DNS)
have been also used in the context of autoignition [8] and provides information
that is not easily measurable through experimental methods, however still remain
extremely computationally expensive for practical cases.

The present study examines the case of autoignition of a heated hydrogen (H,)
and nitrogen (N,) fuel mixture in a heated coflow of air, following the experimental
study of Markides and Mastorakos [9] using a CMC approach in RANS. Several
experimental data sets exist for the same experimental set-up and fuel mixture,
but differ depending on the values of the air and fuel exit velocities. Previous
numerical work can be found using the experimental conditions and data with the
fuel exit velocity much larger than that of air coflow. Among those, Michel et al.
[5] implemented different versions of PCM in RANS for a constant air temperature
and varying the fuel and air coflow exit velocities with reasonable agreement with
the experiments. Sensitivity to the PCM formulation is observed for the ignition
length prediction. LES-CMC is shown to give good agreement for autoignition with
experimental results [10]. The no-ignition, random spot and flashback regimes noted
in the experiments are well reproduced. The 2D DNS performed by Kerkemeier
[11] investigates autoignition regimes using the same experimental set-up and all of
the experimental regimes observed, no ignition, random spots, flashback and lifted
flame, are produced by varying the coflow temperature. It is also found that the
mixture fraction predictions are in good agreement with the distribution predicted
by the g-PDF.

The current work considers the data set for air and fuel velocity equal to 26 m/s.
A few numerical studies have also incorporated the same experimental conditions as
those used in the current investigation, for example, using RANS-CMC [12], RANS-
PDF [13] and LES-PDF [14, 15]. Patwardhan and Lakshmisha find that RANS-
CMC do not yield realistic combustion temperatures, but with the modification
of turbulence model constants, reasonable agreement with experimental results
is achieved [12]. However, the modified turbulence constants are determined by
comparing turbulent mixing flow predictions with inert flow data [16] leading to
some possible uncertainties in the selected values of the constant in reacting flow
conditions. Lee and Mastorakos apply a transported scalar PDF approach in RANS
using a standard k-¢ model for the turbulent flowfield [13]. They conclude that the
ignition predictions are sensitive to the chemical mechanism used, however, much
less to the mixing model used in the PDF transport equation. It is also found that
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their predicted ignition lengths are overpredicted compared to the experimental
values. The LES-PDF studies performed by Jones and co-workers [14, 15] and
based on the Lagrangian PDF method successfully reproduce the random spots and
flashback regimes and give good agreement between predicted ignition lengths and
experimental values.

In CMC, additional transport equations for conditional species concentration and
temperature (or enthalpy) are solved. In non-premixed turbulent combustion, mix-
ture fraction is the conditioning variable. The advantage of the CMC method is that
the fluctuations about the conditional averages are much smaller than fluctuations
about unconditional averages. In many flows, these conditional fluctuations are
sufficiently small that they can be neglected, leading to first order CMC [3]. The
scalar dissipation rate, y, represents the rate of mixing at the molecular level and is
proportional to the mean square gradient of the scalar, Z, suchas xy =2 D VZ -
VZ, where D is the molecular diffusivity of Z. Within the CMC framework, its
conditional average at a particular value, n, of mixture fraction, £ is of special interest
with (x|n) = (DVE§ - V&|& = n). The angular brackets denote a conditional average
over an ensemble of realizations of the flow, subject to the condition to the right of
the vertical bar.

Accurate modelling of the Conditional Scalar Dissipation Rate (CSDR) is crucial,
as it appears in both the conditional species transport and temperature equations.
However, evaluation of (x|n) is not straightforward. Two of the most common
models used for closure of (x|n) are Girimaji’s model [17] and the Amplitude
Mapping Closure (AMC) model [18], both of which are derived using the assumption
of homogeneous turbulence. Most turbulent flows of interest are not homogeneous,
in particular in developing transient turbulent flow conditions found in autoigni-
tion problems. This modelling discrepancy in CMC has prompted developments
of several formulations relaxing the homogeneous turbulence assumption [19, 20].
Inhomogeneous turbulent mixing models have been implemented in RANS-CMC
under steady conditions [21-24] and small differences could be noted in species
predictions. Recently, two inhomogeneous mixing model formulations have been
incorporated to CMC and applied to autoignition of high pressure methane jet.
In contrast to steady-state CMC studies [21-24], it is found that inhomogeneous
turbulent mixing model in CMC can have a significant impact on the ignition delay
predictions [25].

In the present paper, the experimental autoigniting case of Markides and
Mastorakos [9] is re-visited by carrying out a thorough investigation of first order
CMC to predict autoignition and flame propagation for different regimes, i.e. by
varying the air coflow temperature. In contrast to previous CMC work [12, 26],
an inhomogeneous turbulent mixing model is included in a fully-coupled RANS-
CMC code using the conservative form of the CMC equations discretized in finite
volume. In particular, a sensitivity analysis is proposed for the autoignition length
with respect to the turbulent mixing field, as well as a comparison of the effects of
the inhomogeneous turbulent and AMC mixing models.

The objectives of the present study are (1) to quantify the effects of modifying
the turbulent Schmidt number and the constant, C,; in the k-¢ turbulence model on
mixing field and autoignition length predictions, (2) comparison of the use of ho-
mogeneous turbulence based mixing models and inhomogeneous turbulence based
mixing models and (3) to examine the development of flame structure following
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the autoignition event. First order closure is applied to the conditional source term.
The vast majority of CMC studies consider first order closure only and have been
successful in accurately predicting autoignition [16, 27-32]. One possible reason for
this success is that first order closure is shown to be sufficient when there is a rapid
decay of the CSDR below its critical value [33]. Implementation of higher order or
doubly-conditioning methods are beyond the scope of this paper. These may still be
needed but further investigation is also required to examine the benefits versus high
demand of computational resources and closure of many new terms. Thus, currently,
it is important to fully investigate the impact of the existing models in first order
CMC before developing more complex CMC methods.

2 Conditional Moment Closure
2.1 Conditional Moment Closure equations

In this section, the CMC governing equations and assumptions are briefly sum-
marized. For a given species «, the conditional average of the mass fraction Y, is
defined by

(pYq (xi, 1) |§ (xi, 1) = )

QO[ (777 xi! t) = ) (1)
Pn

where Q, is the conditional average mass fraction of species «, & is the mixture frac-
tion, n is the sample space variable upon which the mixture fraction is conditioned,
such that 0 <n <1, and p, = (p|n) is the conditional density. The independent
variables x; and ¢, represent spatial location and time, respectively. The transport
equation for Q, is given by [3]:
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where a high Reynolds number and unity Lewis number are assumed. The condi-
tional fluctuations of the diffusivity are also neglected. The first term on the Left
Hand Side (LHS) of Eq. 2 represents the temporal rate of change of the conditional
species mass fraction, while the second term represents the conditional transport
by convection. The first term on the Right Hand Side (RHS) of Eq. 2 accounts
for the transport due to turbulent flux, the second term represents the molecular
mixing and the third term is the chemical source term. Several of the terms in
Eq. 2 remain unclosed, including the conditional chemical source term, (w,|n), the
turbulent fluxes, (1] y., |n), the conditional velocity, (#;|n), and the PDF, P(n), which
are all presented below. The final unclosed term is that of the CSDR, (x|n), and is
presented in further detail in Section 2.2.

Closure of the conditional velocity, (¢;|n), is based on the linear model [3], such
that there is a linear progression of the conditional velocity in the sample space.
The linear model closure is supported by experimental data provided by Kuznetsov
and Sabel’Nikov [34]. Mortensen [20] suggests that the gradient diffusion conditional
velocity model of Pope [35] is a more appropriate model to use with the presumed
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form S-PDF. However, the linear model is commonly used for simplicity [25]. The
conditional chemical source term is modelled using a first order closure. The PDF,
P(n), is modelled using a clipped Gaussian formulation [36]. The turbulent fluxes are
modelled with the gradient diffusion hypothesis [37], which, for a conserved scalar ¢,
is given by (u]¢") = —Drg—)‘fi. The turbulent diffusivity, D, is given by

_GR

Dr =L,
=S¢, @

®)

where k and é represent the local mean turbulent kinetic energy and dissipation rate,
respectively. The turbulent Schmidt number, Sc;, is initially set to 0.7 [12], and C,, is
set to the commonly used value of 0.09.

2.2 Scalar dissipation rate modelling

The mean scalar dissipation rate, ¥, is a measure of the level of mixing present in a
turbulent flowfield. Closure of ¥ developed by Peters is used [38]:

- €
X =G zE" @

The value of the constant of proportionality is entirely dependent on the flow.
Janicka and Peters [39] found that a value of C, = 2.0 provides good performance
when considering an inert methane jet. Various other models have been suggested
for closure of the mean scalar dissipation rate [37]; however, they are not used in
the current implementation of the CMC equations and are beyond the scope of the
present work.

The CSDR is a key term in CMC and two models are briefly reviewed, one
based on homogeneous turbulence (AMC) and one derived from the PDF transport
equation without assuming homogeneous turbulence.

2.2.1 Amplitude Mapping Closure (AMC)

AMC is a mixing model that was initially developed by O’Brien and Jiang [18]. This
model has been used in many previous CMC autoignition studies [12, 16, 28, 29]. The
AMC model is derived from the homogeneous PDF transport equation using the
mapping closure solution for the scalar PDF in which the PDF initially has a double-
delta distribution and relaxes to a Gaussian distribution. The CSDR takes the form

(xIn = x0G), (%)

where G(n) is determined by
—1 2
G(n) = exp [—2 [erf 25 — 1] } (6)

erf~! being the inverse error function, and j is found by

i
O p— S— (7)
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The AMC produces symmetrical and bell-shaped profiles for the CSDR always
centred on = 0.5.

2.2.2 Mixing model based on inhomogeneous turbulence

Devaud et al. [19] developed a mixing model without assuming homogeneous turbu-
lence. The newly developed expression is derived directly from the PDF transport
equation of the conserved scalar mixture fraction, £. The first step in derivation of
this model is the double integration of the PDF transport equation, shown in its
original form as

d(p) PO d ) = 2 (L7
— e ((P)(uiM)P(ﬂ)) =0 <§<p)P(n)<x|n>> : (8)

For consistency with the CMC calculations, the linear conditional velocity model is

also used in Eq. 8. Following the double integration of Eq. 8, the general form of the
inhomogeneous model is obtained, yielding

L __ (b 1o
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In this equation, /; and I, are integral quantities defined as
~ 1 \h—=1 -
L) = / (n° —n) (no — é) P(n%)dn°, (10)
n

where n = 1 or n = 2. The boundary conditions for these integrals in n-space are [19]

LO)=& L) =0,
L) =£7, TL(l)=0. (11)

In the range of 0 < < 1, these functions are monotonic with respect to n [19].
Further simplification of Eq. 8 is achieved through the use of the gradient diffusion
hypothesis to replace u;£” with the substitution

W/E" = —DrVE. (12)

Following simplification, Eq. 9 becomes
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Rearranging Eq. 13 and applying the continuity and transport equations of & yields
1. 9 ~ oL () 08 3 (L
—P =-—=1 —U; —Di— ~
R e = =5, 1("”[ ok, }Jr[ “ox; ox; ( 5" )}
I dE d
NEICAT KN i § (14)
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Equation 14 is shown to be the most suitable form for finite volume discreti-
sation [19].

3 Numerical Implementation

The computational code used in the present study is a RANS based CFD code
with fully coupled CMC calculations. The differencing scheme used in the CFD
calculations follows the hybrid method developed by Patankar [40]. Solution of the
pressure-velocity equations is accomplished through the use of the SIMPLER algo-
rithm [41]. Following the CFD calculations of the flowfield, the CMC calculations
are performed.

Although previous studies have produced good agreement with experimental
testing using uncoupled CFD/CMC calculations [16, 29, 42], the assumptions made
in the formulation of the uncoupled calculations become invalid after the point of
ignition. Simulation of a flame requires feedback to the CFD calculations. In the
present code, this is done in the form of the mixture density, calculated from the
enthalpy of the species present. The conditional temperature calculations occur at
the end of each timestep. The calculated density is returned to the CFD portion of
the code following the CMC calculations at the end of every timestep.

3.1 Turbulence modelling

The k — e turbulence model is chosen for closure of the turbulence terms in the
current study [43]. The implementation of this model is achieved by using the
turbulent kinetic energy (k) transport equation, shown in Eq. 15 and its dissipation
(e) transport equation given in Eq. 16:

312 ok 3 I ak | _ .

— == — P — P, 15
3 +,0Mka Xk 8xk |:(O'k +M> 3xk:| t pe ( )
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K
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The standard model constants, first proposed by Launder and Sharma [44], are
given as

C,=009, Coh=144, Con=192, o0r=1.0, and o =13. (18)

The k — € equation has many well known deficiencies [37]. For example, it tends
to overpredict the spreading of round jets, which leads to a subsequent reduction
in penetration length. Modification of the C.; and C., constants is a common
way of compensating for these deficiencies [29]. However, it has not been widely
documented how the k — ¢ model performs under the present conditions, when
both fuel and air coflow have the same velocity. Consequently, a thorough analysis
is performed in this paper to evaluate the impact of Sc¢, found in the turbulent
diffusivity in Eq. 3 and C,; included in Eq. 15 on the turbulent mixing field and
subsequently on autoignition. It is also important to note that no experimental
measurement for velocity or mixing field is available for the present experimental
conditions.

3.2 CMC implementation

In many previous implementations of CMC, the conditional species transport equa-
tion, Eq. 2, is shown in non-conservative form using a Finite Difference discretisation
[29, 33] . A potential improvement in continuity and conservativeness can be realized
by the use of a Finite Volume (FV) discretisation [22]. The use of the FV discreti-
sation allows spatial fluxes to be conserved through variations of grid spacing and
this feature is important when large spatial gradients are present for the conditional
averages. In the present work, a 2-D axisymmetric FV discretisation of Eq. 2 is used.
Further details on the discretisation and implementation of the FV formulation of
the CMC equation can be found in [22], including information on the use of the PDF
ratio and the zero flux boundary condition.

CMC calculations can be very time consuming in comparison to the CFD calcula-
tions due increased number of equations to solve and numerical stiffness introduced
by the species chemical source term. Due to the nature of the stiff ODE’s involved
in the chemical mechanism, the computational time required at this stage dominates
the total calculation time. The stiff ODE’s are solved using a numerical algorithm de-
veloped specifically for the problem of solving this type of chemical interaction. This
solver, known as the Variable coefficient Ordinary Differential Equation (VODE)
[45] solver is used exclusively for the CMC calculations. Any reduction in the effort
required to solve these equations will therefore offer a noticeable improvement in
the computational efficiency and usability of the code.

Additionally, the CMC calculation grid must be set up to completely encompass
the desired physical location of reaction, which is not always known beforehand.
In order to combat these drawbacks, a dynamic CMC grid is used to provide a
significant increase in the efficiency of calculations.

The dynamic grid is formulated on the assumption that relevant chemical reaction
will not occur outside a given range of £ values, such that

Nmin =< é: =< Nmax- (19)
In the present work, nmin and nma.x are set to 0.0023 and 0.85, respectively. These

two bounds are located very far from the value of most reactive mixture fraction
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(between 0.04 and 0.09, see Fig. 5) and that of stoichiometric mixture fraction (0.184).
The lower and upper bounds, nmin and nmax, respectively, are chosen such that the
range encompasses any potentially reactive mixture fractions. When the value of &
falls out of the range defined in Eq. 19, the CMC node is effectively turned off, and
no calculations are performed at this location. The PDF ratio is set to zero, indicating
that there is no flux across the CMC boundaries. This zero flux condition is set for
all of the dynamic CMC grid boundaries to limit the region in which calculations are
required. The active nodes are updated every timestep. The effects of the dynamic
CMC grid are extremely noticeable at the early times of simulation and when there
is very little fuel present in the domain. This is demonstrated in Fig. 1, which is
taken from an autoignition simulation used in the present study. In Fig. 1a, the
black area represents the active CMC nodes at an early timestep of t = 0.5 ms
with approximately 10 % of the CMC nodes active, while Fig. 1b represents the
active CMC nodes at a later timestep of t = 2 ms, with approximately 50 % of the
CMC nodes active. As it can be quite clearly seen from Fig. 1, there is a significant
difference in the number of cells included in the calculation. This allows specification
of a large initial CMC domain without the associated increase in computational cost.
Provided npmin and nnay are selected such that combustion does not occur at any of the
CMC boundaries, there is no affect on the accuracy of the results. Although the exact
computational time savings are highly dependent on the flow parameters and area of
simulation, the additional flexibility and usability afforded by this feature make the
model significantly more accessible to industry type usage as opposed to solely being
used in research applications.

Fig. 1 Dynamic CMC grid, 0.06 R S e D06 2 eemeesRiEu
active CMC nodes are : :
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The mixture fraction grid consists of 80 nodes, with 60 nodes placed between
n =0 and 7nspich = 0.184, and 20 nodes placed between ngoich = 0.184 and n = 1.
More nodes are clustered around the most reactive mixture fraction. The conditional
averages are found to be grid independent with the present mesh.

3.3 Computational details

The computational domain closely follows the dimensions and geometric
configuration of the experimental set-up [9]. The domain consists of a central jet
of fuel and heated coflow of air in a quartz tube of 25 mm inner diameter. Therefore,
the computational domain is composed of an axisymmetric slice representing the
central burner, the coflow inlet, the wall of the quartz tube and the flow outlet.
The simulation domain has a radius of 12.5 mm and a total length of 150 mm. The
fuel and coflow inlets are placed along the base of the domain. The fuel inlet is
located along the centreline, with the coflow inlet occupying the remaining area. In
an effort to expand upon the available previous numerical studies, the same set of
conditions used by Patwardhan and Lakshmisha [12], Jones and Navarro-Martinez
[14] and Jones et al. [15] is applied to the simulations, allowing for the most direct
comparison of results. The fuel inlet provides a fuel velocity of 26 m/s, and a fuel
composition of Yy, = 0.13 and Yy, = 0.87. The fuel temperature is held constant
at 750 K. The total width of the inlet matches the experimental diameter of 2.25
mm. It is separated from the coflow by an adiabatic wall representing the fuel tube.
The coflow inlet boundary is modelled as an inlet of pure air, Yo, = 0.232 and
Yn, = 0.768, extending from a radial coordinate of 1.445 mm (radius of fuel inlet
outside diameter) to the domain radius of 12.5 mm. Depending on the scenario used
for simulation, the coflow temperature is varied between 940 K and 1080 K, with the
velocity held constant at 26 m/s. The conditions across both the fuel and coflow inlets
provide a uniform distribution of flow parameters, such as velocity, temperature,
density, etc. The turbulence intensity is set to 8 % for the simulations.

The outer boundary, representing the surface of the quartz tube containing the
flow is modelled as an adiabatic, no-slip wall. This boundary condition most closely
represents the flow, as during the experiments the apparatus is allowed to run
until the temperature loss throughout the domain is minimal. The no-slip boundary
condition is representative of the surface of the quartz tube, as there is no surface
velocity.

The outlet is placed along the entire top boundary of the domain. The outlet
boundary forces a zero gradient condition on any flow parameter, i.e. pressure,
velocity, temperature, etc. Therefore, this boundary must be placed sufficiently far
from the flow that this forced zero gradient does not impact the region of interest.

The final CFD/CMC computational grid consists of an axisymmetric, structured
mesh with 195 cells in the axial direction and 29 cells in the radial direction. The area
of finest mesh spacing yields cells of 0.3 mm x 0.3 mm. An aspect ratio of unity is
targeted for areas near the inlet, and grid refinements are focused in areas with large
gradients. In the present study, a fixed timestep of 1 x 107 s is selected. Flowfield
and CMC values are output from the code every 5 timesteps (5 x 107 s). Iteration
of the CFD flowfield continues until velocity and mass residuals of the flowfield
converge below 1.0 x 1074,
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Following previous investigations for the same flow conditions [12, 14, 15], the
chemical mechanism used is that of Yetter et al. [46]. This mechanism consists of 19
steps with nine species. Testing performed by Stankovi¢ and Merci [47] and Lee and
Mastorakos [13] indicates that although there is some sensitivity to the mechanism
chosen, all mechanisms yield similar trends for ignition delay and most reactive
mixture fraction, 1y, defined as the mixture fraction where ignition first occurs in
mixture fraction space.

The spatial grid, as well as simulation timestep are tested and the present results
are determined to be grid and timestep independent.

Results shown in Section 4.1 are obtained from steady state calculations, whereas
those in Sections 4.2, 4.3 and 4.4 (unless otherwise stated) are extracted from
unsteady RANS where ignition is captured as a transient phenomenon occurring at
a given time and spatial location.

4 Results
4.1 Sensitivity analysis related to the turbulent mixing field predictions

In the present simulations, several scenarios are tested in order to characterise the
sensitivity of the turbulent mixing field to variation of the mixing (Sc¢,) and turbulence
model (C,;) constants. As the effects of the kK — ¢ model have not been studied in
the current flow to the same extent as with a standard jet flow [37, 43, 48, 49], it is
not known what combination of turbulence constants will provide the most accurate
flow simulation. No experimental data is available for comparison [9]. Thus, the
current analysis is undertaken only to evaluate relative changes in the model, and
not the absolute accuracy of the predictions. Three separate cases are undertaken
in order to isolate the effects of mixing constants and to quantify how modifications
of Sc¢; and C,, affect the mixing field. These cases are summarized in Table 1. Case
1 uses the standard turbulence and mixing constants. This is the baseline case for
comparison purposes. Case 2 includes the modified value of S¢, = 0.5 of Patwardhan
and Lakshmisha [12]. Case 3 is undertaken to isolate the effect of C,, modification
on the mixing field: C, is equal to 0.4. Further increase in the value of C,, from 1.44
is not included in the present study. It is shown that increasing C,, from 1.44 to 1.6
could not improve the predicted spreading rate for a H,-N, jet issuing into a vitiated
coflow [50]. For each of the 3 cases given in Table 1, a steady state fully burning
CMC simulation with T¢ef0w = 980 K is run. The mixing field in each of the 3 cases
is examined primarily to determine the & and £”2 distribution within the flow. No
analysis of the velocity field is provided, as the flow is largely absent of shear and
velocity gradients.

As shown in Fig. 2, the centreline mean mixture fraction, &, values predicted by
Case 1 are much larger than those given by Case 2 and 3, in particular in the region

Table 1 Sets of turbulence

- Parameter case C Sc¢;

and mixing parameters used
in autoignition simulations Case 1—Standard constants 1.44 0.7
Case 2—Modified C, 0.40 0.7
Case 3—Modified Sc¢; 1.44 0.5
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Fig. 2 Centreline £ profile 1
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between x/d = 5 and x/d = 15. The difference in magnitude indicates that a higher
level of mixing is seen along the centreline in Cases 2 and 3. Case 2 yields values
20-40 % lower than those in Case 1. Likewise, Case 3 predicts the centreline mean
mixture fraction between 25 and 50 % smaller. Therefore, for a 72 % reduction of C,
in Case 2, the difference in centreline & ranges from approximately 20-40 % in the
axial region investigated, while for a 29 % reduction in the value of S¢,, a reduction
of approximately 25-50 % is observed for this same region. This indicates that the
predictions of§ are more sensitive to modification of Sc, than modification of C,.
The centreline &2 distribution presented in Fig. 3, shows much larger differences
between cases than was seen with & (Fig. 2). At the early stages of mixing, i.e. near
the fuel inlet, between x/d = 0 and x/d = 3, Case 1 exhibits the lowest variance, with
Case 2 and Case 3 predicting a larger variance value in this region. This large &2
indicates that this is a very strong turbulent region of mixing, and this corresponds to
the large gradient seen in mean mixture fraction near the inlet seen in Cases 2 and
3 (shown Fig. 2). Further downstream from the fuel inlet, between approximately
x/d = 3 and x/d = 7, a significantly stronger peak in variance is seen for Case 2,
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with an increase of approximately 30 % in comparison to the peak Case 1 baseline
results. The variance predictions in Case 3, although larger than the values of Case
1 prior to x/d = 3, show an early peak and drop off, falling below the predictions
of Case 1. The peak &2 values seen in Case 3 are approximately 27 % lower than
the peak predicted by Case 1. This pattern indicates that although both Cases 2
and 3 show strong initial mixing, the effects of the change in Sc¢; with Case 3 are
greatest near the inlet, and then decrease throughout the remainder of the domain,
while modifications of C., have an effect throughout the majority of the domain.
The current results are quantitatively and qualitatively similar to those seen using
n-heptane as a fuel in a similar flow [16].

4.2 Sensitivity analysis related to the predictions of ignition length using AMC

The autoignition simulations conducted in the present study are divided into two
major parts. The first part of the study provides a characterisation of the effects of
temperature and turbulence constants on the autoignition conditions. The second
part provides an investigation into the effects of mixing model for the CSDR in
Eq. 2, and is presented in Section 4.3. This is conducted via the implementation of
the inhomogeneous turbulent mixing model with the constants used in Case 1.

The autoignition length is a metric used in assessing the time it takes for a fuel in an
unmixed state to mix with the oxidizer and reach the specified ignition criteria, which,
in this study, is a 1 % increase in Favre-averaged temperature at a given instant.
Other ignition criteria may be used but negligible differences are noted in the ignition
predictions [26, 28]. In Fig. 4, results from the simulations undertaken in both the first
and second parts of the study are summarized with the experimental measurements.
At almost all temperatures, the largest Ly, is predicted by Case 2. Case 1, the
baseline case, provides intermediate predictions, while Case 3 yields the shortest
ignition lengths, correlating with the lowest £”2 predictions. At high temperatures,
the difference between the cases is reduced, and all cases predict essentially the
same value of Lig,. The reduction of Ljs, with increasing Tcofiow, and a corresponding
reduction in the sensitivity to the selection of model constants indicates an increasing
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Fig. 5 nmr comparison for 01r
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dominance of the chemical source term in the CMC equation. The effects of the
mixing fields have less of an impact on ignition predictions in this high temperature
region. For all cases the predicted values of Lig, stay within approximately 5 % using
the AMC model.

Although the predicted values of Lig, stay within approximately 5 % for all
simulations using the AMC model, the effects of turbulent constants is more clearly
seen through analysis of 5y, in Fig. 5. In general, all of the cases tested show a
tendency for 5y, to decrease with decreasing temperatures, especially as the “no
ignition” experimental region is approached. This decrease at low temperatures,
consistent with what is seen experimentally at the ignition limit, may be an indication
of the chemical mechanism favouring lean mixture fractions for increased chemical
activity. At higher temperatures, the value of ny,, becomes less sensitive to the coflow
temperature. This is also in agreement with the findings of Stankovi¢ and Merci
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[47], indicating that the region of peak chemical activity does not have a strong air
coflow temperature dependence in the higher temperature region. Thus, this leads
to the conclusion that autoignition is mostly chemistry controlled for high coflow
temperatures.

As shown in Figs. 5 and 6, the highest values of ny,, and (x|n = nmr) are seen for
Case 2 with the AMC mixing model for air coflow temperatures above 960 K. As this
corresponds to the highest centreline £”2 seen in Fig. 3, it follows that an increase in
&2, and therefore g, favours a higher n,, at the time of ignition. The Case 1 baseline
provides the next highest predictions of 7y, and (|7 = nm), with Case 3 providing
the lowest predictions. This trend follows what is observed for centreline £72, with the
largest values for Case 2 and smaller values for Cases 2 and 3. As a general trend, it
can be observed that as 70w decreases, the values of ny,, and (x |7 = nm,) decrease
sharply. Although there was no instance in the present study in which ignition was not
observed to occur, the sharp downward trends with decreasing temperature indicate
that the “no ignition” boundary is close to the minimum value of Tcofiow = 940 K used
in the simulations. These trends are explained by the dependence of the conditional
chemical source term, (wy|n) in Eq. 2, on Teomiow- At low temperatures, (wq|n) is a
smaller magnitude and still needs to balance the effects of mixing, convection and
diffusion. Therefore the timescales associated with ignition are larger and of a similar
order to the mixing timescales, meaning that the predictions of (x|n) have a larger
influence on Lig,. At high temperatures, the magnitude of (@, |n) is larger, and the
associated timescales with the ignition process decrease. As a result, the ignition
predictions become less dependent on the mixing field. This is demonstrated by
the spread of Lig, predictions at low temperatures, which range approximately 3
mm from largest to smallest, while at higher temperatures, the difference in ignition
length prediction between cases is reduced to approximately 0.5 mm.

4.3 Comparison between AMC and turbulent inhomogeneous model results

This section provides a detailed comparison between the results obtained with
both the AMC and inhomogeneous mixing models. Predicted ignition lengths and
conditional values are provided for both models at T¢onow = 980 K. Results were
also processed at Teofiow = 1080 K and Tonow = 950 K [51] but are not presented for
brevity. Similar conclusions were found for coflow temperatures of 1080 and 950 K.
In this section, the temporal evolution of the CSDR, the conditional species mass
fractions and conditional temperature is examined.

4.3.1 Predictions of ignition length

As shown in Section 4.2, the choice of turbulence constants only leads to a difference
of approximately 5 % in the predictions of ignition length when using the AMC
mixing model. Upon simulation with the inhomogeneous mixing model, the ignition
length is seen to decrease throughout the domain, especially at lower Tcofiow, as
shown in Fig. 4. The Lig, results from the inhomogeneous model stay within ap-
proximately 15 % of Case 1 predictions with the AMC model for the range of coflow
temperatures tested. It is seen that the difference between mixing model predictions
is largest for low T ofow. This is consistent with higher sensitivity of autoignition
to mixing for low air coflow temperatures, as observed in Section 4.2. The present
results are in agreement with those of Milford and Devaud [25] where much larger
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differences in predicted ignition delay between homogeneous and inhomogeneous
models were noted if the gradient diffusion model was used for the conditional
velocity.

The flow conditions at which ignition occurs are seen to be slightly different
depending on the mixing model chosen. In Fig. 5, Case 1 results for the AMC
model and the inhomogeneous model display similar trends, while the predicted
values of 7y, for the inhomogeneous model remain slightly lower in magnitude. The
temperature dependence at low 70w 1S again demonstrated, with an increase in the
value of 7y, as temperature increases, while at higher temperatures this dependence
is not seen. The same mechanism responsible for this trend with the AMC model is
also responsible for the predictions of the inhomogeneous model: as the temperature
increases, the rate of reaction increases, seen with a larger chemical source term in
the CMC equation, and the ignition process is controlled less by mixing and more
by time available for reaction to occur, resulting in similar values regardless of the
model and constants chosen.

Critical values for the CSDR above which no ignition can occur, are also shown in
Fig. 6. These values are obtained by performing some flamelet-type calculations, i.e.
spatial transport is not included in Eq. 2. At a given air coflow temperature, the scalar
dissipation is progressively increased until ignition becomes impossible. Following
the same methodology as in previous work [28], the AMC model is used and only
xo in Eq. 5 is increased. From a critical value of x, a critical value of CSDR can be
determined. As can be seen in Fig. 6, it is clear than ignition always occurs at low
CSDR values, much lower than the critical values, whatever model used. This is in
agreement with previous studies on autoignition [16, 28]. This can also explain the
limited impact on ignition of the inhomogeneous mixing model compared to AMC.
The inhomogeneous model is expected to have a larger effect on ignition when the
CSDR is close or above the critical value.

4.3.2 Conditional scalar dissipation rate temporal evolution

Since the values for mixture fraction, velocity and related variance of both the
AMC model and inhomogeneous model are identical up to the point of ignition,
any differences in the ignition predictions by the CMC equation, Eq. 2, are due
to the evolution of (x|n). The AMC model provides bell-shaped distributions of
(xIn), centred at n = 0.5. In the inhomogeneous model, the shape of (x|n) is not
pre-defined, and may vary with time and location following the solution of Eq. 13.

In Fig. 7a, a temporal evolution of (x|n = nm,) is shown for the different mixing
models. It is immediately apparent that the choice of model provides a large
difference in the (x|n = nm:) evolution. At times leading up to ignition, the AMC
model is seen to predict large initial values followed by a decrease, while the
inhomogeneous model predicts a steady increase. At the time of ignition, both
models predict similar values of (x|n = ).

In Fig. 7b and c, the respective curves for (x|n) at different times show opposing
trends for the two models. The overall magnitude of the AMC curve is seen to
decrease as the ignition time, Tig,, is approached, while the overall magnitude of the
inhomogeneous model is seen to increase as tig, is approached. It should be noted
that the unconditional value of scalar dissipation rate, X, increases with time at Lig,
for both models. The cause of this difference in CSDR predictions is largely due to
the interaction between the flowfield and the formulation of the model. With the
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AMC model, this interaction leads to a net decrease of the magnitude of the curve,
while still providing an increase in x. The inhomogeneous model demonstrates the
opposite trend, where the model formulation yields a net increase in the magnitude
of the CSDR curve. As can be seen in Fig. 7b and c, the shape of CSDR provided
by both mixing models is similar. Both models predict what is approximately a bell-
shaped distribution; however, the peak for the inhomogeneous model is predicted
slightly rich of n = 0.5, yielding an asymmetric profile. In the area lean of = 0.05,
the inhomogeneous model provides only small changes in (x|n) values as time
progresses. Conversely, with the AMC model, the magnitude of (x|n) in this region
decreases proportional to the peak value on the curve, as its shape is defined by a
single function, G(n). Therefore, the AMC model indicates that the turbulent mixing
varies more strongly in time.

Through examining (x |n) for both models leading up to and at the time of ignition,
the reasons for the reduced Lig, values predicted by the inhomogeneous model can
be explained by examining the temporal (x|n) evolution. The nature of the AMC
model and the fixed shape of the (x|n) distribution provides unexpected behaviour:
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leading up to the point of ignition, the magnitude of (x|n) decreases with increasing
7, while the unconditional scalar dissipation rate increases with increasing time.
The inhomogeneous model displays the opposite trend, with the magnitude of (x|n)
increasing with 7, consistent with the trend of x. At low 710w, the overall increased
mixing provided with the AMC model delays ignition at locations which support
autoignition with the inhomogeneous model. At high T.of0w, despite the differences
in predicted (x|n = nmr), little difference in Lig, is observed due to the increasing
magnitude of the chemical source term in the CMC equation.

4.3.3 Conditional scalars

As the predictions of (x|n) directly affect the chemistry calculations, examining
the predictions of conditional species mass fractions is a direct indication of the
performance of the inhomogeneous and AMC mixing models. This section provides
a comparison of the conditional scalar values, specifically Yoy and T, taken at the
ignition location. In this comparison, the T¢onow = 980 K scenario is again used, with
plots taken 0.02ms prior to ignition, or 7/Tig, A~ 0.95, as well as at the time of ignition.
In order to aid in the interpretation of the conditional scalar predictions, (x|n)
for both the AMC and inhomogeneous mixing model can be used as a reference,
shown previously in Fig. 7b and c. The conditional O H mass fraction, (Yomu|n), is an
important precursor to ignition. In Fig. 8a, the (You|n) values from both models are
presented. At both times shown, the inhomogeneous model predicts a higher level
of O H radicals present in the flow. This is an indication that the lower (x|n) leading
up to ignition predicted by the inhomogeneous model allows for an earlier buildup
of the concentration of intermediate radicals. The larger peak O H concentration for
the inhomogeneous model is also an indication of the lower overall (x|n) at the time
of ignition.

Although the calculations of (7'|n) occur following the chemistry calculation, the
predicted values nonetheless yield an indication of the overall chemical activity
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occurring at a given location, without investigating each individual species separately.
Figure 8b indicates that the (7T'|n) trends closely follow the (Yom|n) seen in Fig. 8a.
Again, the lower predictions of (x|n) made by the inhomogeneous model allow
increased chemical activity and increased conditional temperatures in comparison
to what is seen with the AMC model. The buildup of (7T'|n) appears once again to be
more gradual due to the steady increase of (x|n), while the AMC model predicts a
peak (x|n) occurring before ignition, which further delays the onset of ignition.

The trends seen in the conditional values further substantiate the trends indicated
previously in Fig. 7, with a steady increase of (x|n = nm) predicted with the inho-
mogeneous model and a peak, then rapid decrease of (x|n = nn) predicted with
the AMC model. The high levels of mixing provided by the AMC model delays
chemical activity and affects the values of conditional scalars leading up to ignition.
This provides insight into why the predictions of L;s, are larger than those produced
with the inhomogeneous model.

4.4 Comparison with experimental data and previous simulation results

Figure 9a presents the current predicted ignition lengths compared with the exper-
imental data [9] and previous numerical results using RANS-CMC [12], RANS-
PDF [13] and LES-PDF [14, 15]. AMC is kept for the present comparisons due
to small differences in the ignition prediction lengths between the AMC and the
inhomogeneous model. It should be noted that the ignition lengths are determined
in a similar fashion in [12] and [15] as in the present work, i.e this is the axial
distance from the nozzle exit to the point of ignition at a given instant, whereas
in [13], the ignition length is taken from steady-state calculations. There are only
five experimental points measured for statistically steady regime and all situated
in the random spots regime [9]. In the present study, the temperature dependence
of the ignition lengths is well reproduced. Overall, the predicted ignition lengths
are lower than the values given experimentally and in previous numerical work,
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Fig. 9 aIgnition length comparison for present study alongside previous numerical work [12, 13, 15]
and b Ignition length comparison for AMC and Inhomogeneous mixing model with different mixing
constants, experimental results shifted by —10 K in the graph only
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particularly at lower Tcofiow as the no-ignition limit is approached. Compared to
results of Lee and Mastorakos [13], the discrepancies may be explained by different
mixing models used in the PDF transport equation in [13]. In previous RANS-CMC
[12], same ignition criterion and chemical kinetics are used as in the present study.
However, the modified constants in the k-¢ are quite different probably leading to a
different turbulent flow and mixing field. The LES performed by Jones et al. [14, 15]
also include the same chemistry but, LES is expected to provide a more accurate
description of the turbulent flow compared to RANS. In order to take into account
the stated experimental error on coflow temperature (estimated to be approximately
10 K [9]) the experimental data points are shifted by 10K to the left in Fig. 9b).
With this shift, it is found that the numerical results from the present study provide
improved agreement with the experimental results, with only slight underpredictions.
For example, at T¢onow = 940 K the autoignition length is underpredicted by approx-
imately 17 %, while at T¢ofow = 950 K there is an underprediction of approximately
19 %. The slope of the experimental results is closely matched, indicating that the
trends seen numerically are a good representation of the actual physical processes
occurring. With this shift, the differences between the current predictions and those
from previous numerical results [12, 13, 15] are also much smaller.

In addition to the transient autoigniting properties of the flow, further study is
performed on propagation of the flame after the initial ignition event. Prediction of
different experimental regimes, such as flashback, lifted flame and random spots [9],
are an important criteria in which to judge the overall performance of the present
numerical models used. In order to investigate the final position of steady flames
relative to the autoignition location, each Tofow Scenario is run to steady state using
the inhomogeneous mixing model. Although detailed results are not presented for
each simulation, the final flame structure of several representative cases is shown in
a temperature plot of the 2D domain in Fig. 10. At the highest coflow temperature
used, Teofiow = 1080 K, shown on the left in Fig. 10, ignition occurs off centre, and
a fully attached flame forms on the fuel inlet. This corresponds to the flashback
regime seen experimentally [9], where it was observed that autoignition occurred
downstream of the fuel inlet, and due to the high temperature of the coflow, the
flame structure was able to progress upstream and become fully attached to the fuel
inlet. This is an indication that given the strength of the chemical source term, the
diffusion terms in the CMC equation are able to overcome convection and mixing
effects, and progress upstream to the edge of the mixing boundary between the fuel
and oxidiser. Despite the strength of mixing near the inlet, the magnitude of the
chemical source term can balance with the mixing term and sustains ignition at this
location.

Atlower Teofiow, such as 980 K shown in the centre of Fig. 10, the ignition location
is observed to occur at the domain centreline, and a lifted flame is observed to
form. The conditions along the centreline are more favourable for ignition at lower
Teoflow When the autoignition process is mixing controlled and peak x occurs in the
mixing layer off centre. Ignition on the centreline is also observed in the simulations
performed by Lee and Mastorakos [13]. At higher T¢,p0w When mixing has less impact
on autoignition, the increased x in the mixing layer is not seen to preclude ignition
and the kernel location forms slightly off centre. The position of the lifted flame is
slightly upstream, approximately 1d-2d, of the ignition location. The flame stabilises
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Fig. 10 Steady flame T [K] 25
predictions, T¢oflow = 1080 K
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further downstream at an axial location of approximately 4d from the inlet compared
to the case of 1080 K.

As the temperature is further decreased, shown with T¢on0w = 950 K on the right
of Fig. 10, the ignition location is seen to move further downstream, while remaining
on the domain centreline. Following ignition, the flame progresses upstream approx-
imately 2d-3d from the initial ignition location. Similar to the T¢om0w = 980 K case,
this is an indication that, although the initial autoignition process requires additional
time and axial distance, the spatial diffusive term in the CMC equation is sufficiently
strong that the flame is able to proceed upstream. The flame structure is similar to
the Teofiow = 980 K case, however, the burning region of the flame is slightly larger
and lower temperatures are attained. Stabilisation of the flame further downstream
is due to the chemical source term in Eq. 2 becoming weaker at lower temperatures,
and the balance with the mixing term occurring further from the inlet where the level
of mixing is reduced.

The lifted flame regime is successfully reproduced in the current study, however
the random spots regime is not observed to occur for the present range of coflow
temperature. It is believed that the averaging used in the RANS formulation of
the CMC equations dampens the fluctuations leading to the absence of the random
spots predictions. At the lowest temperature tested in this study, Teonow = 940 K,
a steady lifted flame is still observed to form after the ignition of a single parcel
of fluid. It is believed that temperatures below 940K are close to the no ignition
region, as (x|n = nmr) approaches 0 as the temperature is decreased, indicating that
the chemical source term is decreasing. Tcofiow below 940 K are not tested in the
current study.
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5 Conclusions

This study outlined the implementation and performance of a finite volume discre-
tised, fully coupled RANS based CFD/CMC code. Characterisation of the mixing
field was presented to quantify the effects of modifying mixing constants. Two
separate mixing models were implemented and compared, and the resulting ignition
properties and flame structures were examined. A dynamic CMC grid was imple-
mented to reduce computational expense. The major conclusions are:

e The modification of the mixing constants (C,, and the Sc,) had a visible effect on
the formation of the steady turbulent mixing field: reducing Ce, to 0.40 from 1.40
yielded an increase in centreline £”2 and therefore ¥, while reducing Sc, to 0.5
from 0.7 yield a reduction in centreline £”2 and therefore 3. Although further
validation cannot be made without access to additional experimental results,
these trends provide insight into the sensitivity of RANS mixing constants when
used in similar diffusive flows.

e Autoignition results were not very sensitive to changes in the turbulent mixing
field due to different values of turbulence constants in the present conditions.
The choice of turbulence constants only changed predicted ignition length by
approximately 5 % when applied to the AMC mixing model.

e Predictions of ignition length performed by the inhomogeneous model were
lower than those of the AMC model by up to 15 %. The difference in predictions
between the models decreased as the magnitude of the conditional chemical
source term increased with increasing coflow temperatures. The inhomogeneous
model results indicated that the difference in models was largely due to the
magnitude of the (x |n) curve predicted. The AMC model predicted an early peak
in the magnitude of the (x|n) curve, but the magnitude decreased with increasing
£. The inhomogeneous model produced a slow ramp up of (x|n), increasing
with x as time progresses. The slow ramp up of (x|n) with the inhomogeneous
model provided conditions more suitable for autoignition, while the AMC model
(x|n) progression led to a delay in ignition. Further, the limited impact of the
inhomogeneous turbulent model is also due to the fact that ignition always occurs
at a CSDR much lower than the critical value. A gradient diffusion model for
the conditional velocity may be investigated in the future to further evaluate the
effect of the CSDR model in CMC on ignition properties.

e Good agreement with the experimental data was obtained, in particular when
uncertainty on air coflow temperature was considered. This is consistent with the
previous LES-CMC study for the same experiment [26]. Comparison with pre-
vious numerical results [12-15] showed some differences mainly due to different
models used and/or computational details, but provided a reasonable agreement.
Formation of a full flame after the occurrence of an autoignition kernel reflected
the physical phenomena occurring within the experiment, with two of the four
experimentally observed regimes reproduced by use of the inhomogeneous
mixing model. Further improvement may be achieved by considering LES to
simulate the turbulent flow and mixing fields.
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