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Abstract
Predicting construction productivity is challenging because of the complexity involved in the construction process and the 
variability in factors that regularly affect these projects. Machine learning models have the potential to improve the accuracy 
of construction productivity predictions. This study introduces a model for generating accurate predictions of construction 
productivity using an AI-based inference engine called Moment Balanced Machine (MBM). Instead of identifying the 
hyperplane of SVM, MBM considers moments to determine the optimal moment hyperplane. MBM balances the moments, 
which are the product of force and distance, with force representing the weight assigned to a datapoint and distance indicat-
ing its position relative to the moment hyperplane. To obtain the weights for each datapoint within the MBM framework, 
Backpropagation Neural Network (BPNN) is employed. Moreover, the performance of MBM is benchmarked against five 
other machine learning models, including SVM, BPNN, K-Nearest Neighbor (KNN), Decision Tree (DT), and Linear 
Regression (LR). According to the results of the 10-fold cross-validation, MBM consistently outperformed the other mod-
els across five evaluation metrics, including RMSE (0.068), MAE (0.054), MAPE (3.42%), R (0.982), and  R2 (0.965). The 
comprehensive assessment, summarized by the Reference Index (RI), indicates that MBM achieved the highest RI score of 
1.000, emphasizing its superior performance. Furthermore, MBM exhibits robustness against data imperfections, includ-
ing incomplete and noisy datasets. Given these findings, the proposed model could serve as an advanced machine learning 
decision-support system that improves the prediction accuracy of construction productivity. This reinforces the data-driven 
approach for improving the efficiency of construction projects.

Keywords Machine learning · Construction productivity · Decision support · Moment hyperplane · Neural network

1 Introduction

Productivity, a ratio of outputs to inputs, is often used to 
compare the actual man-hours actually expended against 
the number of man-hours allocated to produce a final prod-
uct. Productivity is a key factor affecting the success or 
failure of construction projects. Because the labor-inten-
sive construction industry is a major contributor to gross 
domestic product in most countries, labor productivity in 
this industry can impact national economic performance 
significantly [1]. However, as productivity is influenced by 

various factors, some of which can be managed and others 
which cannot, making accurate assessments of labor pro-
ductivity is a complex task [2]. Nevertheless, maximizing 
productivity is crucial to ensuring efficiency and sustain-
ability in the construction industry due to its impact on 
the final project cost, project implementation schedule, 
contractor competitiveness, and other project aspects [3]. 
Because labor expenses, equipment, and overhead costs 
may be minimized in construction projects completed on 
time or ahead of schedule, higher productivity results in 
more cost-efficient projects [4]. Higher productivity ena-
bles projects to be completed on time and within budget by 
minimizing delays and rework [5]. Furthermore, regularly 
completing projects on time and within budget ensures 
that client expectations are met and promotes the con-
tractor’s reputation in the industry. Contractors known 
to complete projects efficiently and perform high-quality 
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work earn a competitive advantage in terms of acquiring 
new contracts and potentially obtaining more projects [6].

Construction projects face a myriad of risks related to 
site conditions, weather, budget overruns, scheduling, design 
changes, material availability, stakeholder coordination, 
labor issues, and other factors that, while difficult to pre-
dict and control, can dramatically affect construction pro-
ductivity [7]. Moreover, tight budgets and project schedules 
increase contractor reliance on productivity to help complete 
tasks using the resources allocated and on time. Construction 
companies must actively manage and mitigate these risks 
using effective project planning and management strategies. 
Construction management is the process used to handle a 
series of interrelated tasks during a specific period of time 
and within certain limitations. Identifying and measuring 
uncertainties early on can facilitate the avoidance / ame-
lioration of potential problems and increase the chance of 
completing construction projects on time and within budget 
[8]. Balancing cost and time constraints while maintaining 
productivity requires effective project management and the 
appropriate allocation of resources. Inadequately detailed 
or incomplete planning can result in the need of changes, 
rework, and delays during the construction phase [9], while 
inadequate coordination among architects, engineers, and 
contractors can result in conflicts, design errors, and poor 
productivity. Managing this complexity requires careful 
planning, coordination, and collaboration among stakehold-
ers [10].

On-site construction productivity is influenced by various 
factors affecting the efficiency and effectiveness of construc-
tion activities such as manpower skill level, equipment and 
tools, site layout, and external factors such as weather, labor 
trouble, and inflation [11]. Access to sufficiently skilled and 
experienced manpower is crucial to achieving productivity 
goals, as well-trained workers perform tasks more efficiently, 
make fewer errors, and minimize the need for rework. Also, 
access to adequate supplies of properly functioning equip-
ment and tools is crucial to productivity, as well-maintained 
equipment and tools promote the timely completion of tasks 
and reduce downtime [12]. In addition, external factors 
such as inclement weather (e.g., snowstorms, heavy rains, 
extreme temperatures) can delay project progress and under-
cut productivity [13].

There is currently strong research interest in imple-
menting various artificial intelligence (AI) methods in the 
domains of construction engineering and management to 
use digital evolution to improve project performance and 
profitability. AI techniques can help construction projects 
operate more smoothly and efficiently [14]. Moreover, 
machine learning has been proposed as a potential solu-
tion to the abovementioned problems involved in predicting 
productivity in construction projects [15]. Machine learning 
algorithms are able to analyze historical project data and 

generate predictive models for forecasting project schedules, 
costs, resource requirements, and construction productivity. 
These predictions can assist project managers with plan-
ning and scheduling, allowing proactive decision making to 
avoid delays and optimize resource allocation [16]. Machine 
learning algorithms must be trained using relevant and rep-
resentative data to ensure the accuracy of predictions and 
insights. In addition, human expertise and domain knowl-
edge remain important in interpreting and contextualizing 
the results generated by machine learning models. However, 
despite the potential of machine learning, the adoption of 
AI techniques in the construction industry lags behind other 
industries [17]. Moreover, their application in predicting 
productivity remains limited, and challenges such as data 
availability and model complexity remain to be overcome. 
Nevertheless, developing accurate machine learning models 
can help improve construction productivity predictions and 
enhance project planning in the construction industry.

Machine learning techniques have been successfully 
applied to predict productivity in construction projects. 
Momade et al. (2022) employed support vector machine 
(SVM) and Random Forest (RF) to predict construction 
labor productivity in residential projects, with the results 
showing that SVM outperformed RF [18]. In addition, Nasir-
zadeh et al. (2020) used an artificial neural network (ANN) 
to predict labor productivity for formwork installation in a 
reinforced concrete building [19]; Gohary et al. (2017) used 
ANN to predict labor productivity for formwork and steel 
installation work related to reinforced concrete foundations 
in residential and commercial buildings [20]; and Sadatnya 
et al.(2023) used logistic regression, k-nearest neighbors 
(KNN), decision tree, multilayer perceptron (MLP), SVM, 
and ensemble methods to estimate work-crew productivity 
[21]. Based on a literature review, ANN and SVM have been 
the machine learning models most commonly used in pro-
ductivity prediction.

The SVM algorithm offers several significant advan-
tages that make it an excellent choice for classification and 
regression tasks. The primary advantage of SVM is its abil-
ity to handle high-dimensional data effectively using kernel 
functions. SVM produces a well-generalized model that 
is resistant to overfitting. However, because SVM treats 
all datapoints equally during model training, in situations 
where certain datapoints are more reliable or relevant than 
others, the performance of this algorithm may be subopti-
mal due to possible due to possible reliance on less-reliable 
data. The challenge to overcome is the limitation of existing 
algorithms in handling weighted data points, particularly in 
SVM. The equal treatment of data points can lead to less 
accurate predictions.

This study introduces a new AI-based inference engine 
called Moment Balanced Machine (MBM) that aims 
to enhance the accuracy of productivity predictions in 
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construction projects. The MBM model extends the SVM 
concept to consider the moments in determining the optimal 
moment hyperplane, and backpropagation neural network 
(BPNN) is employed to obtain the weight of each case used 
in the MBM model. Furthermore, MBM is applied to pre-
dict on-site construction productivity using real-world data 
to validate the applicability of the MBM model. This study 
contributes to improving the accuracy and effectiveness of 
decision making in construction project management by 
introducing a new AI-based inference engine for predict-
ing construction productivity based on accumulated domain 
knowledge and experience.

2  Literature review

2.1  Construction productivity and influencing 
factors

Productivity in the context of construction projects refers to 
the efficiency and effectiveness of project execution as meas-
ured using the ratio of outputs (such as work completed, 
units installed, and tasks accomplished) to inputs (such as 
hours of labor, equipment usage, and material consumption) 
[22]. Productivity measures how well a construction pro-
ject or contractor has achieved the results and objectives 
of the project owner given the timeframe and resources 
allocated. Construction productivity encompasses several 
factors, including the speed and accuracy of construction 
activities, resource utilization, project schedule adherence, 
workmanship quality, equipment availability, technology 
adoption, and the ability to complete a project on time and 
within budget [23]. Efforts to improve construction produc-
tivity aim to increase project efficiency, reduce related costs, 
minimize rework and delays, improve safety, and maximize 
customer satisfaction. Continuously enhancing productivity 
can help the construction industry realize higher levels of 
efficiency, profitability, and project success [2].

On-site construction activities refer to tasks performed 
at construction sites and include excavation work, assembly 
and installation, finishing work, formwork setup, and other 
related activities. These tasks impact the progress and com-
pletion of construction projects directly [24]. Efficiency and 
productivity in this activity category is affected by many 
factors, including resource allocation, coordination, and 
communications within the construction team, among oth-
ers. Therefore, optimizing the use of manpower, equipment, 
and materials is crucial to minimizing waste, rework, and 
delays [25]. On-site construction productivity is measured 
by comparing the volume of work completed to the quantity 
of resources used in a given period. This measure is valuable 
for project managers, allowing them to assess project perfor-
mance and further refine their decision-making process [26]. 

Improving productivity involves using strategies such as task 
sequencing optimization, ensuring the availability of neces-
sary resources, and adopting efficient construction methods 
and results in benefits such as faster project completion, cost 
savings, and improved project quality.

Historical data play an important role in the prediction of 
construction productivity using machine learning, allowing 
machine learning models to identify relevant productivity-
related patterns and trends. Collected historical data must 
cover project duration, project size, number of workers 
employed, equipment used, weather conditions, and other 
variables that may affect productivity [27]. Machine learn-
ing models learn from patterns and relationships in the his-
torical data and their respective impacts on productivity to 
generate productivity predictions for future projects. As new 
construction projects are completed and more historical data 
become available, these machine learning models may be 
continuously updated and improved. By incorporating the 
latest data into the training process, these models can adapt 
to changing industry trends and dynamics, thereby improv-
ing predictive capabilities over time and supporting better 
decision making related to project planning and resource 
allocation [28].

Amount of labor input, activity type, construction 
method, location, and external factors are known to signifi-
cantly influence on-site construction productivity [29]. Level 
of labor experience and the availability of skilled workers 
significantly affect productivity, as trained and experienced 
workers can perform tasks more efficiently [30]. Also, as 
adverse weather conditions can significantly affect on-site 
productivity, weather contingency planning and imple-
menting relevant preventive actions are crucial to minimiz-
ing construction schedule delays [31]. Twenty articles in 
the literature (see Table 1) were reviewed in this study to 
identify the important factors of influence on on-site con-
struction productivity. This review identified an initial list of 
29 factors. Factors mentioned in four articles or fewer were 
subsequently eliminated, leaving a final list of 12 factors that 
was used in the initial stages of this study.

2.2  Backpropagation neural network

BPNN, a type of ANN, allows the neural network to learn 
and adjust its weights and biases to make more-accurate 
predictions by minimizing the difference between predicted 
and actual outputs. The BPNN algorithm includes forward 
propagation, error calculations, backward propagation, and 
weight updates. In forward propagation, after input values 
are inserted into the neural network and an output is gener-
ated, the differences between predicted and actual outputs 
are compared. In backward propagation, the error is propa-
gated backward through the network to update the weights 
and biases using a gradient descent process to minimize 
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errors. The weights are updated continuously until the error 
is below the acceptable threshold. These steps are repeated 
either for a set number of iterations or until the desired con-
vergence level has been achieved. Thus, BPNN involves 
multiple forward and backward propagations through the 
network that adjust weights and biases iteratively. BPNN is 
widely used and has been successfully implemented in the 
civil engineering field on tasks such as predicting rock bursts 
in tunnels [47], tunnel deformation [48], displacement in 
concrete-face rockfill dams [49], RC beam flexural capacity 
[50], strain in wind turbine blades [51], the rate of corrosion 
in carbon steel [52], the properties of recycled aggregate 
permeable concrete [53], and labor productivity [36]. The 
structure of one-hidden-layer BPNNs, which comprise one 
input layer, one hidden layer, and one output layer, is shown 
in Fig. 1.

2.3  Support vector machine

SVMs are supervised learning algorithms that can be used 
for both classification and regression tasks. The main idea 
behind the SVM technique is to obtain a hyperplane with 
optimal margins that maximizes the margin between two 
classes [54]. In regression tasks, SVM aims to find the 
regression function that best fits the training data while 
allowing for a certain amount of error within an ε-insensitive 
tube around the predicted values. To handle non-linear prob-
lems, a kernel function transforms the training pattern  (xi) 
through a non-linear transformation ( �:N→F) into a higher 
dimensional feature space. As shown in Eq. (1), the fitting 
function is estimated in the higher-dimensional feature 
space, where (.) denotes the dot product in the feature space. 
In this transformed space, SVM aims to find a regression 

function that best approximates the training data within a 
specified error tolerance. This function is represented as a 
hyperplane defined by support vectors. The SVM regression 
model may be written as a convex optimization problem by 
requiring Eq. (2). SVM regression involves tuning param-
eters such as regularization parameter (C), which controls 
the trade-off between the complexity of f(x) and the amount 
of deviation larger than the error that can be tolerated as well 
as the kernel parameters that determine the complexity and 
flexibility of the regression function. Slack (ξ) measures the 
distance to points outside the margin, and may be controlled 
by adjusting the regularization parameter (C). Kernel func-
tions include linear, polynomial, and radial basis functions.

Expanding on the foundational principles of SVM, pre-
vious studies have developed the weighted SVM approach. 
Zhang et al. (2011) introduced an approach that integrates 
features and sample weighting within the SVM framework, 
a method that enhances the flexibility and adaptability of the 
model to complex datasets [55]. Lapin et al. (2014) intro-
duced SVM+, which utilizes informative features during 
training, emphasizing the adaptability of SVM in utilizing 
additional data. It presents an approach to weight assignment 
in SVM, where the weights are adjusted based on the extra 
features during the training phase [56]. Moslemnejad & 

(1)
f (x) = w.�(x) + b

Minimize
1

2
‖w‖2 + C

n∑
i=1

(�i+�i ∗)

(2)Subject to

⎧
⎪⎨⎪⎩

yi − (w.�(xi) + b) ≤ � + �i
(w.�(xi) + b) − yi ≤ � + �i ∗

�i, �i ∗ ≥ 0

Fig. 1  Single hidden layer 
BPNN structure
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Hamidzadeh (2021) and Fan et al. (2020) further improved 
SVM performance by incorporating fuzzy logic into the 
weighting mechanism [57, 58]. Luo et al. (2020) demon-
strated the practical application of weighted SVM ensemble 
predictor based on AdaBoost to optimize the blast furnace 
ironmaking process [59]. Scikit-learn also supports SVM 
with weighted samples, offering extensive documentation 
and functionality [60]. This study advances the weighted 
SVM by introducing moment-based weighting to deter-
mine the optimal moment hyperplane and employs BPNN 
to obtain the weight of each case in the MBM model. This 
unique contribution highlights the potential of the MBM 
model in predictive modeling.

3  Moment balanced machine for predicting 
construction productivity

3.1  Model development

The concept of moment balance, which refers to the 
achievement of balance in structural elements such as 
beams and columns, is necessary in structural design 
and analysis. Applying a load to a beam causes bending, 
which produces a bending moment along that beam. To 

create balanced moments in the beam, the moment dia-
gram should show a symmetrical distribution where the 
amount of moment caused by the load on one side of the 
beam equals the amount of moment on the other side. A 
simple beam with a given load that must have equal and 
opposite moments to maintain balance is presented as an 
example in Fig. 2. These moments, which are a product 
of the force and the distance of that force from the axis of 
rotation, may be expressed using Eq. (3).

The concept of moment balance in practice may be 
observed in the construction of balanced cantilever 
bridges, especially those with long spans such as segmen-
tal and cable-stay bridges. This method involves gradually 
building a bridge in balanced segments on both sides, sup-
ported by pillars in the middle. As segments are added, the 
bridge gradually extends out on both sides symmetrically 
from the pillar. This process is repeated until the bridge 
span is complete. An illustration of the balanced cantile-
ver method and the moment balance concept is shown in 
Fig. 3.

Unbalanced moments have the potential to lead to struc-
tural failures such as bending, torsional, buckling, and over-
turning. Unbalanced moments can magnify the effects of 
bending stresses and lead to bending failure. This occurs 
when the yield strength of the material is exceeded due to 
excessive loading. In some situations, the structural com-
ponents subjected to unbalanced moments may experience 
torsion. Structural failure results when the torsional stress in 
the material exceeds its yield strength. Unbalanced moments 
can generate lateral forces that result in buckling, which is 
manifested by the presence of lateral deflections in struc-
tural members. Moreover, in extreme cases, unbalanced 
moments can result in the overturning of the entire structure. 

(3)
m =

∑
(Force ∗ Distance) = 0

m = F1d1 + F2d2 +⋯ + Fidi = 0

Fig. 2  Moment balance on a simple beam

Fig. 3  a Balanced cantilever method; b Concept of balance of moments
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Therefore, thorough design and analysis processes are cru-
cial to ensuring the ability of structures to resist unbalanced 
moments and prevent the danger of structural collapse.

Adapting the concept of moment balance, MBM employs 
weights to handle balanced moments, the weight multiplied 
by the distance of the moment from the point or axis of rota-
tion, which reflects the principle of the moment equilibrium. 
This principle is derived from physics and engineering, par-
ticularly from the study of static mechanics. For an object 
to be in equilibrium, the sum of the moments around any 
point must be zero. Force, defined as the magnitude of the 
force acting on an object, equals the weight of that object. 
Distance refers to the distance from the point to the line of 
action of the force. The sum of the moments includes all of 
the forces acting upon the system. For systems in equilib-
rium, moments working to rotate the system in one direction 
are perfectly offset (balanced) by other moments working 
to rotate it in the opposite direction. This concept is analo-
gous to the optimization problem in MBM, where force can 
be expressed as the weight (Fi) given to a datapoint and 
distance can be expressed as a slack variable (ξ or ξ*) that 
represents the distance of that datapoint from the moment 
hyperplane. In this model, support vectors act as the points 
required to balance the model, with any imbalance resulting 
in a shift of the balance point (i.e., the moment hyperplane).

MBM further introduces the idea of assigning different 
weights to different datapoints, which can affect the iden-
tification of support vectors and the determination of the 
moment hyperplane. These weights can represent the rela-
tive importance of each datapoint in the regression analysis 
and significantly affect the position and orientation of the 
moment hyperplane. Similar to the principle of moment 
equilibrium, MBM balances the product of force and dis-
tance (moment). Removing support vectors from this system 

is similar to removing forces from a physical system, with 
the result leading to a shift in balance and altering the posi-
tion of the moment hyperplane. The balance in the MBM 
model also comes from a trade-off between model complex-
ity and tolerable errors. This balance, which is controlled by 
regularization parameters and individual weights for data-
points, determines the optimal position and orientation of 
the moment hyperplane.

The purpose of this research was to develop a new 
model for predicting construction productivity using a 
newly developed, AI-based MBM inference engine. In this 
model, BPNN is used to obtain the weight of each case, 
the concept of balance moment is used to find the optimal 
moment hyperplane, and MBM is utilized to characterize 
the relationship between the influencing factors of on-site 
productivity and the desired output (i.e., formwork instal-
lation productivity). The architecture of the MBM model is 
shown in Fig. 4.

Given a regression dataset associated with weights:

The MBM aims to find a moment hyperplane that pro-
vides the best fit to the training data, within a specified error 
tolerance, to achieve optimal generalization capabilities. 
Where xi ∈ Rn is the input, yi ∈ Rn is the output, and Fi is 
the weight for (xi, yi) . MBM solves and optimizes:

(4)D = {(x1, y1,F1), (x2, y2,F2),… , (xi, yi,Fi)} ∈ ℝ
n

(5)

Minimize
1

2
w.w + C

∑l

i=1
mi

Where ∶ m = Fi(�i + �i ∗)

Subject to

⎧⎪⎨⎪⎩

yi − (w.xi + b) ≤ � + �i
(w.xi + b) − yi ≤ � + �i ∗

�i, �i ∗≥ 0

Fig. 4  MBM model architecture
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C is a constant that modulates the trade-off between 
maximizing the margin and minimizing the slack vari-
ables; m is the moment; Fi is the weight of each case 
obtained using the BPNN algorithm; and ξi and ξi* 
respectively denote the upper and lower training errors. 
Smaller Fi values reduce the effect of parameter ξi, indi-
cating a lower importance for the corresponding point 
xi . The weight Fi is assigned to datapoint xi in Eq. (5). 
The weight of each case (Fi) can be calculated using Eq. 
(6). Where Yi and Ŷ i respectively denote actual productiv-
ity and predicted productivity. The inverse relationship 
between weight and forecast error is based on the prin-
ciple that data points with lower forecast errors are more 
accurate and therefore should have a higher influence on 
the moment hyperplane. More reliable data points are 
assigned higher weights, whereas less reliable data points 
are assigned lower weights.

To solve the optimization problems, the Lagrangian 
function of the objective function and the corresponding 
constraints are formulated and the dual problem is derived. 
The dual variables in Eq. (7) must satisfy the constraints 
in Eq. (8). Where L is the Lagrangian and �, � ∗, �, � ∗ are 
Lagrange multipliers.

Solving the minimization problem involves taking the 
partial derivative of L with respect to the primal variable 
( w, b, �i, �i ∗ ), as shown in Eqs. (9)–(12).

(6)
Weight

(
Fi
)
=

1

Forecast error
=

1(
⇑Yi−Ŷi⇑

Yi

)

(7)

L ∶=
1

2
w.w + C

l∑
i=1

Fi(�i + �i ∗) −

l∑
i=1

�i(� + �i − yi + (w.xi + b))

−

l∑
i=1

�i ∗ (� + �i ∗ −(w.xi + b) + yi) −

l∑
i=1

�i�i−

l∑
i=1

�i ∗ �i ∗

(8)�, � ∗, �, � ∗⩾ 0

(9)

�L(�, � ∗, �, � ∗,w, b, �, � ∗)

�w
= 0 → w =

l∑
i=1

(�i − �i ∗)xi

(10)

�L(�, � ∗, �, � ∗,w, b, �, � ∗)

�b
= 0 →

l∑
i=1

(�i − �i ∗) = 0

(11)

�L(�, � ∗, �, � ∗,w, b, �, � ∗)

��
= 0 → FiC − �i − �i = 0

(12)

�L(�, � ∗, �, � ∗,w, b, �, � ∗)

�� ∗
= 0 → FiC − �i ∗ −�i ∗= 0

Substituting Eqs. (9)–(12) to Eq. (7) yields the dual 
optimization problem:

Regularization (c) and gamma (ɣ) are the main parameters 
for tuning the MBM model, while regularization parameter 
(c) determines the tolerance of the model for errors in the 
training data. A smaller c value increases the margin but 
allows more training errors, increasing the risk of mismatch. 
Conversely, a larger c value reduces the margin but penal-
izes more training errors. The kernel function is used to 
transform the data into a higher-dimensional feature space. 
The choice of the kernel affects the model’s ability to cap-
ture complex patterns in the data. Commonly used kernel 
functions include linear, polynomial, and radial basis func-
tions. In this study, a radial basis function (RBF) kernel was 
used with the gamma (ɣ) parameter, which allows MBM to 
capture the non-linear relationships between input features 
and targets outputs and allows the modeling of complex 
patterns that may not be linearly separable in the original 
feature space. This flexibility allows MBM to handle multi-
ple regression problems using non-linear relationships. The 
RBF kernel formula is given by Eq. (14). Figure 5 illustrates 
the procedure used to design the pseudocode, which is used 
to generate MBM models.The MBM algorithm begins by 
determining the required data and parameters, including 
the training and testing data, regularization parameter (C), 
kernel parameter (γ), and weights (Fi) derived from BPNN. 
The next step is data preprocessing, including normalization 
to ensure the features are on the same scale. Subsequently, 
the algorithm used BPNN to provide initial predictions. 
The BPNN served as the initial model to generate predic-
tion errors, which were then used to calculate the weights 
of each data point (Fi). The next stage focuses on training 
the MBM model. The problem is formulated as a Quadratic 
Programming (QP) optimization problem at this stage. This 
involves solving the QP problem to determine the optimal 
moment hyperplane, computed using Lagrange multipliers. 
The bias was then calculated. Once the model was trained, it 
was evaluated using a series of performance metrics on the 
testing data. If the performance of the model was not accept-
able, the algorithm was iterated for further adjustments. This 

(13)Maximize

⎧
⎪⎪⎨⎪⎪⎩

−
1

2

l∑
i=1

l∑
j=1

(�i − �i ∗)(�j−�j ∗)xi.xj

+
l∑

i=1

yi(�i − �i ∗) − �
l∑

i=1

(�i + �i ∗)

(14)
Subject to

l∑
i=1

(�i − �i ∗) = 0

0 ≤ �i, �i ∗≤ FiC

K(xi, xj) = exp(−�
���xi − xj

���
2

)
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consists of updating the regularization parameter (C) and 
kernel parameter (γ), and then retraining the model. The 
tuning process is iterated until the optimal parameter val-
ues are obtained, thereby optimizing the performance of the 
model. Finally, the algorithm outputs prediction results and 
identifies the optimal parameters. Performance metrics pro-
vide a quantitative assessment of the model’s effectiveness, 
offering insights into how it might be performed on training 
and testing data. Overall, the MBM shows a unique combi-
nation of BPNN and SVM, taking advantage of a weighted 
approach to combine both strengths.

3.2  Model adaptation

The general framework of this study is illustrated in Fig. 6, 
which begins with the construction productivity dataset 
(Step 1). The initial step outlines the systematic literature 
review and identification of variables, which are used to 
form the basis of construction productivity database. Then, 
the input and output variables are identified as preliminary 
selected features (Step 2), where the inputs for these machine 
learning models are factors that influence construction pro-
ductivity. Next, the data pre-processing stage is performed 

by processing the raw data before being used in analysis or 
training models (Step 3). This step includes data normaliza-
tion and correlation analysis for feature selection, which are 
essential to ensure data quality and relevance. The processed 
data are subsequently input into several machine learning 
models to predict construction productivity (Step 4). For 
MBM, the hyperparameters are tuned using random search 
and grid search techniques. Finally, the predicted productiv-
ity results are evaluated using performance evaluation met-
rics, also the sensitivity analysis is applied for analyzing 
incomplete and noisy data (Step 5). All of the primary pro-
cesses involved in adapting the MBM model are illustrated 
in the flowchart in Fig. 7.

Relevant data related to labor productivity were collected 
and organized for analysis. The collected data were exam-
ined to identify the key features and variables that signifi-
cantly impact construction productivity. The dataset required 
normalization prior to being used as input variables in the 
machine learning model. Normalization is a data preproc-
essing technique used to scale numerical features to a stand-
ardized range between 0 and 1, allowing differently valued 
variables to be normalized to the same scale, eliminating 
biases that may arise from differences in variable units and 

Fig. 5   Pseudocode for the 
MBM algorithm

Fig. 6  Proposed framework for developing the construction productivity model
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ranges. The formula used for normalization in this study is 
shown in Eq. (15)

A 10-fold cross-validation technique was used in this 
study to partition the dataset into 10 equal folds to ensure 
model generalization. The model was trained nine times and 
tested on the remaining fold. This process was repeated ten 
times with different combinations, and the results were aver-
aged to assess overall model performance. The illustration 
of the 10-fold cross-validation technique is shown in Fig. 8. 

(15)Xnorm =
(Xi − Xmin)

(Xmax − Xmin)

The training data used to train the machine learning model 
included input and output variables. Machine learning mod-
els learn the underlying patterns and relationships between 
the input and output variables, enabling the model to gener-
alize and accurately predict the output from the testing data. 
The testing dataset is a separate subset of the case dataset 
that is not used to train the model but rather used to evalu-
ate the performance of the trained predictive model. The 
purpose of the testing data was to assess how well the model 
generalizes to new, unseen cases. Evaluating the model on 
independent data helps estimate its performance and pro-
vides an indication of the generalizability of its results.

The MBM algorithm was trained on the training data. This 
algorithm learns from historical data to build relationships 

Fig. 7  MBM model adaptation
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between selected features and productivity outcomes and sub-
sequently to make predictions based on learned patterns. The 
hyperparameters of MBM were tuned using random search and 
grid search techniques. In the fitness evaluation, the perfor-
mance and quality of the MBM training model was evaluated 
using the root mean square error (RMSE) performance metric. 
After the desired performance results were obtained, they were 
used in the predictive model. The predictive model combines 
MBM with a set of hyperparameters found through a trial-and-
error process to make predictions based on the testing dataset. 
A construction productivity output value may be predicted by 
inputting features affecting on-site construction productivity. 
The prediction results are the estimated values generated by the 
trained predictive model using the testing dataset, and repre-
sent the predicted values of the output variable or target based 
on the input features provided.

Performance was assessed to determine the accuracy and 
efficacy of the predictive model based on the accuracy of 
predictions generated using the testing dataset and of esti-
mations of objective variables. The proposed and compari-
son models were evaluated using performance evaluation 
metrics including RMSE, mean average percentage error 
(MAPE), mean absolute error (MAE), R, and R-squared 
 (R2), all of which measure the difference between the actual 
and predicted values of the objective variables. RMSE is the 
square root of the average squared difference between pre-
dicted and actual values, MAPE is the mean of all absolute 
percentage errors between predicted and actual values, and 
MAE is the average absolute error between predicted and 
actual values. Coefficient of correlation was used to calcu-
late the correlation between two continuous variables and 
coefficient of determination  (R2) was used to identify the 

strength of the model. These measures estimate the variance 
in the predictions explained by the dataset. Furthermore, 
reference index (RI), which combines the overall results of 
all measurements by assigning equal weights to each meas-
ure, was used as a deterministic measure to summarize all 
measurements. Normalized values for each measure are 
required to calculate the RI, the value of which ranges from 
0 (worst) to 1 (best). RI was calculated as the average of 
the normalized values of five performance metrics, namely 
RMSE, MAE, MAPE, R and R2. The RI reaches a value of 
1 only if all performance metrics are the best, which is the 
optimal performance achieved. If any performance metric 
is less than 1 after normalization, the RI will be less than 

Fig. 8  10-fold cross validation

Table 2  Performance evaluation
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1, indicating the proportional average of the performance 
metrics. The formulas for each performance measurement 
used in this study are presented in Table 2.

4  Model application

4.1  Data collection and processing

The data employed for this study adopted from Cheng 
[27], who integrated datasets from Wang [33] and Khan 
[39]. These original datasets captured the productivity of 
formwork installation across two construction projects 
in the Engineering, Computer Science, and Visual Arts 
Complex at Concordia University, Canada for a period 
of 30 months. The first project was a 16-story building 
designed using flat-slab reinforced concrete and shear 
walls. The second project was a 17-story building designed 
using reinforced concrete and covering a total floor area 
of 68,000 square meters. Observations were made using a 
work sampling method to collect productivity data. Other 
data were obtained from daily reports and a website pro-
viding daily weather data. After building the construc-
tion productivity dataset from several sources, the factors 
influencing on-site productivity were identified and used 
as input data. The input data included the four main cat-
egories of workers, projects, tasks, and weather, and the 
dataset consisted of 12 input variables and one output vari-
able, as illustrated in Fig. 9.

The correlation coefficient method was employed to 
select significant correlating parameters as factors for 
constructing the on-site construction productivity model. 
Correlations were examined using Pearson’s correlation 
coefficient, Kendall’s tau-b, and Spearman’s rho, all of 
which were performed on MATLAB statistics and machine 
learning toolbox. Figure 10 shows the correlation matrix 
of pearson’s correlation. In this study, factors showing 
significant correlations in all three analyses (Pearson’s 
correlation coefficient, Kendall’s tau-b, and Spearman’s 
rho) were selected as factors of influence on-site construc-
tion productivity. The correlation analysis results for the 
12 potentially influential factors on the 220 cases in the 
case dataset are shown in Table 3. Nine of the twelve fac-
tors passed the test and the remaining three variables were 
rejected as input variables. Wind velocity satisfied the cor-
relation test requirements of Pearson’s test only, with the 
results of Kendall’s tau-b and Spearman’s rho tests falling 
short of significance (ρ > 0.05). In addition, moisture and 
crew percentage failed to demonstrate significant correla-
tions (ρ > 0.05) in any of the three tests. Therefore, wind 
velocity, moisture, and crew percentage were dropped as 
input factors from the model. The other nine factors all 
showed strong correlations (ρ < 0.05) in all three tests and 

were retained as input factors in the productivity inference 
model as shown in Table 4.

The model input variables, all of which were identified as 
significantly influencing on-site construction labor produc-
tivity, included: thermal conditions (F1), rainfall (F2), labor 
size (F3), activity type (F4), floor level (F5), working method 
(F6), primary work (F7), secondary work (F8), and non-value 
added work (F9). The model output variable was the daily 
productivity of formwork installation operations. The dataset 
used to build the predictive model consisted of 220 cases, as 
shown in Table 5.

Descriptive statistics were used to examine data distribu-
tion (i.e., minimum, maximum, mean, and standard deviation). 
As shown in Fig. 11, each box represents a factor of influ-
ence on onsite productivity. Mean values are given next to 
the circle at the center of each box, maximum and minimum 
values are given next to the beginning and end whiskers, and 
mean ± standard deviation values are displayed at the begin-
ning and end of each box. For example, thermal condition (F1) 
earned maximum and minimum values of 25 and − 26, respec-
tively, a mean of 4.04, and a standard deviation of ± 12.05. 
Box plots provide overall statistical information on the dataset. 
In this study, the data were normalized to [0 1] to handle the 
large range and different units encompassed by the variables 
and to prevent certain variables from dominating the model 
during the training process. Also, ten-fold cross-validation 
method was used to ensure model generalizability, with all 
dataset examples used in both training and testing as previ-
ously described.

4.2  Model testing

4.2.1  Random search

This study employed a two-phase experimental design, 
including random search and grid search. Random Search 
technique is used for tuning the hyperparameters, where var-
ious combinations of hyperparameters are randomly selected 
for training the model. The purpose of this approach is to 
identify the combination of hyperparameters that maximizes 
the performance of the model. In the testing process, 10-fold 
cross-validation technique was used to validate model per-
formance. Table 6 presents the results of 10-fold cross-
validation for the two machine learning models, MBM and 
SVM, using different parameter settings. Random search was 
used to select the values for the hyperparameters C and γ for 
each model. With hyperparameters set at C = 1 and γ = 1, 
MBM demonstrated outperforms performance in terms of 
RMSE, MAE, and MAPE, with values of 0.083, 0.067, and 
4.56%, respectively. Furthermore, while both models dem-
onstrated high R and  R2 values, indicating a good fit with the 
data, MBM slightly outperformed SVM. This trend was also 
observed at other hyperparameter combinations, specifically 
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(C = 2, γ = 0.5) and (C = 3, γ = 0.1), with MBM consistently 
achieving better results across all evaluation metrics. Lower 
RMSE and MAE values across all hyperparameter settings 
indicated that the MBM was more accurate. Similarly, in 
terms of prediction errors, the MBM is superior to the SVM 
based on its lower MAPE value. Through various settings 
and evaluation metrics, the MBM consistently outperformed 
the SVM.

4.2.2  Grid search

Grid Search is used to identify the optimal hyperparame-
ters across all possible combinations within predetermined 
parameter ranges. The hyperparameters for the MBM model 
are regularization parameter (C) and kernel parameter (γ). 
The choices of C and γ affect the performance of the MBM 
model. The parameter values of C and γ were configured 
with four potential values [0.1, 1, 10, 100] for C and [0.1, 
0.5, 1, 5] for γ, resulting in 16 different configuration com-
binations. By exploring 16 possible combinations, the grid 
search provided a systematic approach for determining the 
most optimal pair. All combinations were evaluated using 
training and testing data using 10 fold cross-validation 
method. The actual and predicted value results of MBM is 
presented in Table 7. The MBM model showing the dif-
ferences in the five evaluation criteria between testing and 

training phases to be acceptable and indicating the proposed 
predictive model is able to avoid overfitting. The MBM 
model also obtained a sufficiently small standard deviation 
for all criteria, indicating its performance is stable and not 
affected by random data partitioning. Overall, the perfor-
mance of the MBM model was reliable and stable.

For the MBM model, the training performance was con-
sistently robust across all folds, with average RMSE, MAE, 
and MAPE values of 0.068, 0.057, and 3.76%, respectively. 
The high R and  R2 values, averaging 0.981 and 0.962, 
respectively, indicate an excellent fit with the training data. 
In the testing phase, MBM’s performance remained com-
parable to its training metrics, with average RMSE, MAE, 
and MAPE values of 0.068, 0.054, and 3.42%, respectively. 
The R and  R2 values are 0.982 and 0.965, respectively. The 
best hyperparameters, C and γ, varied across different folds, 
indicating that the model is sensitive to these settings, yet 
its performance remains strong. Overall, the results indicate 
that the MBM performed well across various metrics in the 
training and testing sets.

In the comparative analysis, both models demonstrated 
impressive training performance, with minor variations 
in the five evaluation metrics. Although the SVM exhib-
its slightly better RMSE and MAPE during the training 
phase, the marginally lower error rates do not neces-
sarily indicate better generalization. In contrast, MBM 

Fig. 9  Variables influencing on-
site construction productivity
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demonstrated more minor differences between training 
and testing errors, indicating robust performance on train-
ing data and effective generalization to unseen data. Spe-
cifically, MBM outperformed the SVM on several key 
metrics during the testing phase. MBM showed average 
RMSE, MAE, and MAPE values of 0.068, 0.054, and 
3.42%, respectively, lower than the SVM values of 0.070, 
0.058, and 3.74%, respectively. These results indicate that 
MBM possesses more significant potential for improved 
generalization.

Next, the predictive performance of the MBM model 
was compared against the four other machine learn-
ing models, such as backpropagation neural network 
(BPNN), decision tree (DT), linear regression (LR), and 
k-nearest neighbors (KNN). This comparative analysis 
aimed to evaluate the relative effectiveness of the devel-
oped model in predicting formwork installation produc-
tivity. SVM and BPNN are machine learning techniques 
widely used to predict construction productivity and DT, 
KNN, and LR have been widely used to solve regression 
problems [61–63]. All of the comparative models were 
run in MATLAB. MBM and SVM used the results of 
grid search values for the regularization parameter (c) 
and kernel parameter (ɣ) to produce comparative perfor-
mance. The hyperparameters of BPNN, including number 
of hidden neurons, number of neuron layers, and itera-
tions, as well as the hyperparameters of the DT, KNN, 

and LR models were set manually using the default set-
tings from MATLAB.

The five performance evaluations were used to measure 
the accuracy of the proposed predictive model. The low val-
ues obtained for RMSE, MAPE, and MAE combined with 
the high values obtained for R and  R2 indicate the perfor-
mance of the proposed model in predicting formwork instal-
lation productivity. In addition, the normalized RI was used 
to obtain an overall performance comparison by combining 
the five performance metrics. The performance evaluations 
obtained using 10-fold cross-validation technique are shown 
in Table 8.

MBM obtained the lowest values for RMSE, MAPE, 
MAE and the highest values for R and  R2 (almost equal to 
1). In the context of formwork installation productivity pre-
diction, MAPE measures the percentage difference between 
predicted and actual productivity. For MBM, the respective 
MAPE values of 3.76% and 3.42% for training and testing 
indicate a small average percentage error in the dataset. The 
second-best performance was given by SVM, with respec-
tive training and testing MAPE values of 3.72% and 3.74%, 
followed by BPNN, LR, DT, and KNN, with MAPE val-
ues, with respective testing MAPE values of 4.59%, 5.17%, 
5.45%, and 6.18%. In terms of RMSE, MBM achieved the 
lowest prediction-error averages during training and testing 
of 0.068 and 0.068, respectively. The second-lowest values 
were obtained SVM with 0.067 and 0.070, respectively, 

Fig. 10  The result of Pearson’s 
correlation method
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followed by BPNN, LR, DT, and KNN, which earned testing 
RMSE values that were, respectively, 0.088, 0.102, 0.108, 
and 0.122 higher than that of MBM.

 In terms of MAE, MBM achieved values of 0.057 and 
0.054, respectively, for the training and testing phases, indi-
cating low average absolute errors between predicted and 
actual values. Despite its relatively good performance in 
predicting formwork installation productivity with a small 
RMSE testing value of 0.070, SVM earned an MAE testing 
value of 0.058, higher than that of MBM. Furthermore, the 
R and  R2 testing values of, respectively, 0.981 and 0.962 
obtained by SVM were lower than those of MBM (i.e., 
0.982 and 0.965, respectively), while BPNN, LR, DT, and 
KNN obtained MAE testing values that were, respectively, 
0.071, 0.083, 0.084 and 0.093 higher than that of MBM. Of 
the compared models, MBM obtained the highest R and  R2 
values in both training and testing phases, supporting that 
MBM is able to predict the output variable most accurately 
using the input variables. The linear correlation between 
actual and predicted productivity using the MBM model is 
shown in Fig. 12. These results demonstrate MBM closely 
captures the relationship between input and output param-
eters in formwork installation productivity.

The RI value was used in this study to perform an 
overall performance comparison that combined all of the 
five performance measures. MBM earned the highest RI 
value of 1.000, followed by SVM, BPNN, LR, DT, and 
KNN with RI values of 0.934, 0.615, 0.355, 0.229 and 
0.000, respectively. This supports that MBM delivers the 
best overall performance of the compared models. The 
parallel diagram in Fig. 13 provides an easily interpret-
able, visual representation of the five error metrics, their 
correlations, and their combinations (RI) along with six 
machine learning models. Each row connects the error 
metrics (means) related to a specific machine learning 
model. Three of the five metrics (RMSE, MAPE, and 
MAE) performed better for smaller values, whereas the 
other two (R and  R2) performed better for larger values. 
In the combined performance evaluation, RI performed 
better for larger values. Visually, the MBM outperformed 
the other models.

4.3  Sensitivity analysis phase

To further evaluate the performance of the MBM model, 
an additional test was conducted to assess the robustness 
and generalization capabilities of the model, such as incom-
plete data and noisy data conditions. A comparative analysis 
of these scenarios provides a better understanding of the 
strengths and limitations of each model. The SVM algorithm 
serves as a benchmark for evaluating the performance of the 
MBM model, which modifies the SVM concept by assigning 
different weights to each data point.Ta
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4.3.1  Comparison of different incomplete datasets

The first sensitivity analysis phase was conducted to evaluate 
the performance of the model to handle incomplete data. It 

is common in real-world applications to contain incomplete 
or missing data. To simulate the missing values, three dif-
ferent scenarios of missing data were considered: 5%, 10%, 
and 20% of the original dataset was randomly set to zero. 

Table 4  Factor identified in the 
correlation analysis

Code Factor Unit Description

F1 Thermal condition (oC) ˚C Average during eight-hour workday
F2 Rainfall type Including: (0) No rainfall, (1) Mild rain, (2) 

Rain, and (3) Snow
F3 Labor Size workers Total number of workers
F4 Activity Type type Including: (1) Slab and (2) Walls
F5 Level Floor number Floor number
F6 Working Method type Including: (1) Wooden form and (2) Flying form
F7 Primary Work % Labor-related activities carried out using tools
F8 Secondary Work % Work done in support of other workers
F9 Non-value added Work % Unproductive labor activities

Table 5  Dataset of on-site 
construction productivity

No F1 F2 F3 F4 F5 F6 F7 F8 F9 Y

1 3.50 1.00 24.00 1.00 6.00 2.00 73.00 5.00 22.00 1.39
2 4.50 1.00 24.00 1.00 6.00 2.00 75.00 3.00 22.00 1.41
3 4.50 1.00 22.00 2.00 6.00 1.00 70.00 4.00 26.00 1.26
4 2.50 0.00 23.00 1.00 6.00 2.00 75.00 2.00 23.00 1.48
5 -4.50 0.00 19.00 1.00 7.00 2.00 70.00 4.00 26.00 1.36
… … … … … … … … … … …
216 -3.00 0.00 10.00 1.00 17.00 2.00 69.00 5.00 26.00 1.51
217 -1.00 0.00 12.00 1.00 17.00 2.00 72.00 6.00 22.00 1.58
218 1.00 0.00 12.00 1.00 17.00 2.00 71.00 8.00 21.00 1.65
219 1.00 0.00 11.00 1.00 17.00 2.00 70.00 6.00 24.00 1.49
220 1.00 0.00 11.00 1.00 17.00 2.00 65.00 6.00 29.00 1.32

Fig. 11  Dataset statistical 
measurement
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Evaluation the performance of the model using incomplete 
data can provide insights into the extent to which the model 
has become less accurate. Table  9 presents the perfor-
mance metrics under these incomplete data scenarios based 
on 10-fold cross-validation. MBM is superior in terms of 
robustness, particularly when the proportion of missing data 
increases. With 5% missing data in the training phase, MBM 
showed slightly higher RMSE and MAE values, but main-
tained nearly identical R and R² values compared to SVM. In 
the testing phase, however, MBM outperformed SVM across 
all metrics, suggesting enhanced robustness against outliers 
in such scenarios. Furthermore, under 10% and 15% missing 
data conditions, the MBM model continued to outperform 
SVM, maintaining slightly superior performance across all 
evaluated metrics.

4.3.2  Comparison of different noisy dataset

The next sensitivity analysis phase includes synthetic Gauss-
ian noise into the dataset to evaluate the performance of 
the model under less ideal conditions. The experiment was 
conducted at three distinct noise levels:5%, 10%, and 20%. 
Furthermore, the performance metrics in the 10-fold cross-
validation were reevaluated. Maintained performance levels 
indicate the robustness of the model to data noise, whereas 
a significant decline in these metrics may indicate sensitiv-
ity to data variability. Table 10 presents the performances 
of the models under varying noise conditions. Both MBM 
and SVM demonstrated robust performance across different 
levels of noise. In the low-noise scenario of 5%, MBM out-
performed SVM in the testing phase, as indicated by lower 

Table 6  Performance evaluation 
using different parameter 
settings

Fold Param Training Testing

C γ RMSE MAE MAPE R R2 RMSE MAE MAPE R R2

MBM 1 1 0.067 0.058 3.80% 0.983 0.965 0.083 0.067 4.56% 0.975 0.950
SVM 0.073 0.062 4.02% 0.979 0.958 0.093 0.074 4.95% 0.968 0.937
MBM 2 0.5 0.065 0.056 3.69% 0.983 0.966 0.077 0.062 4.20% 0.977 0.955
SVM 0.070 0.059 3.82% 0.980 0.960 0.084 0.067 4.43% 0.973 0.946
MBM 3 0.1 0.069 0.058 3.80% 0.980 0.961 0.077 0.061 3.96% 0.977 0.955
SVM 0.078 0.064 4.09% 0.976 0.952 0.084 0.069 4.36% 0.973 0.947

Table 7  Performance evaluation 
for the MBM using grid search

Fold Best Training Testing

C γ RMSE MAE MAPE R R2 RMSE MAE MAPE R R2

1 10 0.1 0.069 0.058 3.84% 0.981 0.962 0.059 0.048 2.94% 0.989 0.978
2 100 0.1 0.063 0.052 3.45% 0.983 0.967 0.075 0.059 3.41% 0.983 0.967
3 1 0.5 0.067 0.056 3.70% 0.982 0.964 0.066 0.054 3.40% 0.988 0.975
4 100 0.1 0.062 0.052 3.43% 0.984 0.969 0.091 0.071 4.22% 0.974 0.949
5 10 0.1 0.069 0.059 3.79% 0.980 0.961 0.066 0.048 3.12% 0.989 0.979
6 1 0.1 0.071 0.060 3.89% 0.979 0.959 0.085 0.062 3.87% 0.977 0.955
7 1 0.1 0.072 0.059 3.82% 0.980 0.960 0.063 0.052 3.80% 0.977 0.955
8 0.1 0.1 0.080 0.065 4.20% 0.973 0.947 0.057 0.048 3.34% 0.993 0.986
9 10 0.5 0.065 0.055 3.66% 0.984 0.968 0.057 0.050 3.01% 0.983 0.966
10 1 1 0.067 0.058 3.82% 0.984 0.968 0.057 0.047 3.04% 0.969 0.938
Avearge 0.068 0.057 3.76% 0.981 0.962 0.068 0.054 3.42% 0.982 0.965

Table 8  Comparison of model 
performance

Model Training Testing

RMSE MAE MAPE R R2 RMSE MAE MAPE R R2 RI Rank

MBM 0.068 0.057 3.76% 0.981 0.962 0.068 0.054 3.42% 0.982 0.965 1.000 1
SVM 0.067 0.057 3.72% 0.982 0.964 0.070 0.058 3.74% 0.981 0.962 0.934 2
BPNN 0.079 0.062 3.97% 0.975 0.951 0.088 0.071 4.59% 0.970 0.941 0.615 3
LR 0.099 0.080 5.19% 0.959 0.920 0.102 0.083 5.17% 0.961 0.923 0.355 4
DT 0.085 0.066 4.23% 0.970 0.942 0.108 0.084 5.45% 0.954 0.910 0.229 5
KNN 0.101 0.075 4.97% 0.962 0.925 0.122 0.093 6.18% 0.947 0.897 0.000 6
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RMSE, MAE, and MAPE values. Although the R and R² 
values were nearly identical for both models, MBM main-
tained a slight edge. This performance remains consistent at 
higher noise levels. Under 10% and 20% noise conditions, 
MBM continued to exhibit modest improvements during 
the testing phase. These findings suggest that MBM pro-
vides slightly better generalization when applied to unseen 
data. Overall, MBM provides robust alternative to the SVM. 
MBM consistently exhibited robust performance at various 
noise levels during testing. The resilience and effective gen-
eralization of the model make it an appealing alternative to 
the SVM model.

4.4  Evaluating model performance in diverse 
domains

Three open-source datasets from the UCI Machine Learn-
ing Repository were utilized to further evaluate the per-
formance of the proposed MBM model, namely the High 

Performance Concrete (HPC) compressive strength data-
set [64], the Boston housing price dataset [65], and the 
energy efficiency under heating load dataset [66]. These 
datasets were selected for their diversity and relevance 
to real-world applications, allowing for a comprehensive 
assessment of the MBM capabilities in various domains. 
The HPC dataset, focusing on factors affecting concrete 
compressive strength, includes 1030 instances with eight 
input variables, such as cement, blast furnace slag, fly ash, 
and age. It is divided into 824 training and 206 testing 
datasets. The Boston dataset, which focuses on housing 
values, consists of 506 instances with 13 input variables 
divided into 379 training and 127 testing samples. The 
energy efficiency under heating load dataset encompasses 
768 instances, with eight input variables affecting the 
building heating efficiency, split into 614 training and 154 
testing samples. The inputs and outputs for each dataset 
are presented in Table 11. Each dataset was normalized 
to a range of 0–1 to ensure uniformity in scale. In the 

Fig. 12   Actual and Predicted Results for Fold 3

(a) Training dataset (b) Testing dataset

Fig. 13  Performance Evaluation
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sensitivity analysis, this study compared MBM with SVM. 
For consistency, MBM was also compared with SVM for 
performance evaluation. The comparison results provide 
a rigorous benchmarking verifying the excellent perfor-
mance of MBM in various predictive tasks. This approach 
offers an in-depth analysis of the predictive accuracy, gen-
eralization ability, and reliability of the models, which 
forms a robust foundation for evaluating the potential of 
MBM to address regression problems in diverse fields.

The performance evaluations presented in Table 12 
provide a comparative analysis of the MBM against the 
SVM across three diverse datasets. Across all datasets, 
MBM demonstrates superior generalization capabilities 
and achieves lower testing error metrics (RMSE, MAE, 
and MAPE) comparing with SVM. MBM consistently 
exhibits competitive testing performance, highlighting its 
flexibility in handling diverse data types. This underlines 
its potential as a reliable tool for various predictive tasks 
across varied domains. The findings not only support the 
capability of MBM as an effective alternative approach 
for predicting construction productivity, but also for its 
applications in various fields.

4.5  Discussion and limitations

4.5.1  Discussion

The main contribution of this study is the introduction of 
Moment Balanced Machine (MBM), an AI-based infer-
ence engine to address regression problems. As an illus-
tration of its application, the MBM was tested in a case 

study to predict the formwork installation productivity in 
construction projects. The MBM combines the principles 
of SVM to determine the optimal moments hyperplane and 
utilizes BPNN to assign weights to each case. The integra-
tion of these two methods provides a distinct advantage 
to MBM in the development of its predictive model. An 
important aspect of this research approach is the two-stage 
experimental design that utilizes random search and grid 
search techniques. This was necessary to ensure a com-
prehensive assessment and fine-tuning of the hyperparam-
eters, resulting in optimal model performance.

The models were validated using 10-fold cross-valida-
tion. The comparative analysis was expanded to include 
other machine learning models, such as SVM, BPNN, LR, 
DT, and KNN. Various performance metrics were used to 
evaluate the capability of each model during the training 
and testing phases. MBM demonstrates superior accuracy 
and robustness, substantiated by its lower error metric val-
ues and higher correlation coefficient (R) and coefficient 
of determination (R2). The training and testing phases of 
the MBM model generated good performance scores for 
all five performance evaluations. The average results of the 
10-fold cross-validation technique showed that the MBM 
obtained the best scores for all five evaluation criteria and 
achieved the highest rank in the RI calculation. The com-
parative performance values obtained by MBM support 
that the proposed predictive model best predicts formwork 
installation productivity.

Furthermore, sensitivity analysis involving missing 
data at proportions of 5%, 10%, and 20% were conducted 
to test the robustness of the model. The performance of 

Table 9  Performance evaluation 
in incomplete data scenarios

Fold Missing data Training Testing

RMSE MAE MAPE R R2 RMSE MAE MAPE R R2

MBM 5% 0.069 0.058 3.84% 0.981 0.962 0.081 0.065 4.32% 0.974 0.949
SVM 0.063 0.052 3.45% 0.983 0.967 0.083 0.068 4.48% 0.974 0.948
MBM 10% 0.067 0.056 3.70% 0.982 0.964 0.086 0.071 4.64% 0.973 0.946
SVM 0.062 0.052 3.43% 0.984 0.969 0.089 0.073 4.81% 0.971 0.942
MBM 20% 0.069 0.059 3.79% 0.980 0.961 0.089 0.072 4.62% 0.967 0.936
SVM 0.071 0.060 3.89% 0.979 0.959 0.096 0.078 5.07% 0.965 0.931

Table 10  Performance 
evaluation in noisy data 
scenarios

Fold Noisy Training Testing

RMSE MAE MAPE R R2 RMSE MAE MAPE R R2

MBM 5% 0.078 0.066 4.31% 0.975 0.951 0.068 0.056 3.62% 0.981 0.963
SVM 0.077 0.066 4.31% 0.976 0.953 0.070 0.057 3.69% 0.981 0.962
MBM 10% 0.099 0.083 5.42% 0.959 0.919 0.086 0.069 4.40% 0.973 0.948
SVM 0.100 0.084 5.43% 0.959 0.919 0.088 0.072 4.62% 0.973 0.946
MBM 20% 0.145 0.115 7.47% 0.907 0.825 0.114 0.089 5.77% 0.956 0.914
SVM 0.137 0.111 7.13% 0.919 0.845 0.115 0.092 5.91% 0.957 0.915
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MBM was found to be consistently stable and superior 
to that of SVM, particularly as the proportion of miss-
ing data increased. These findings indicate that MBM is 
accurate and robust under suboptimal conditions. Another 
important aspect of this research is the robustness of the 
model to noise, which is a common problem in empirical 
datasets. This study involved synthetic Gaussian noise at 
various levels (5%, 10%, and 20%) to test the robustness of 
the model. Both MBM and SVM maintained robust perfor-
mance under these conditions. However, MBM maintained 
a slight advantage during the testing phase under multiple 
noise conditions. Reinforcing the MBM’s good generaliza-
tion capabilities makes it a robust and reliable model for 
complex tasks.

The performance of MBM model was evaluated using three 
diverse UCI Machine Learning Repository datasets, namely 
High Performance Concrete (HPC), Boston housing prices, 
and energy efficiency under heating load. These datasets were 
selected for their variety and real-world applicability, allowing 
for an extensive assessment of the MBM capabilities. Across 
all domains, MBM showed superior generalization and lower 
testing errors (RMSE, MAE, and MAPE) comparing with 
SVM, highlighting its adaptability and reliability for various 
predictive tasks. This study supports the potential of MBM not 
only in construction productivity prediction but also in broader 
applications, establishing it as an effective tool in predictive 
modeling.

The MBM model was introduced as an alternative to 
existing machine learning models. Its superior performance, 
robustness to incomplete data, and synthetic noise make it suit-
able for real-world applications. Project managers can use the 

resulting predictions to distribute resources more accurately, 
identify potential delays, and develop and implement data-
driven plans to maximize productivity. Therefore, productivity 
predictions provide an overview of the possible outcomes and 
strategic guidance for achieving efficiency and effectiveness 
in construction projects.

4.5.2  Limitations

Despite the promising results, this study has several limita-
tions. First, it presents the prediction of construction pro-
ductivity using point predictions rather than an interval or 
a probability distribution, which is beyond the scope of 
this study. Future studies may explore integrating MBM 
with the Gaussian Process to deal with the prediction of 
confidence intervals. Second, the model demonstrated 
sensitivity to hyperparameter configurations. Although 
the MBM demonstrates consistent performance, the opti-
mal hyperparameter settings can differ across the cross-
validation folds. Future work could explore more advanced 
hyperparameter tuning techniques, possibly integrating 
metaheuristic methods, such as genetic algorithms (GA) 
[67], particle swarm optimization (PSO) [68], and sym-
biotic organisms search (SOS) [69], etc., to enhance the 
model performance and potentially overcome its sensitivity 
to parameter variations. Finally, the current study mainly 
compares MBM with other machine learning models, such 
as SVM, BPNN, LR, DT, and KNN. Future research could 
benefit from including a more diverse set of models, such 
as hybrid approaches, to comprehensively evaluate their 
strengths and weaknesses.

Table 11  Input and output 
variables for different datasets

No HPC [64] Boston Housing [65] Energy [66]

Input:
1 Cement Per capita crime rate Compactness
2 Blast furnace slag Proportion of residential Surface Area
3 Fly ash Proportion of non-retail business Wall Area
4 Water Charles River dummy variable Roof Area
5 Superplasticizer Nitric oxides concentration Height
6 Coarse aggregate Average number of rooms Orientation
7 Fine aggregate Proportion of occupied units Glazing Area
8 Age Weighted distances Glazing Area 

Distribu-
tion

9 Index of accessibility
10 Full-value property-tax rate
11 Pupil-teacher ratio
12 Proportion of blacks
13 % lower status of the population

Output:
1 Compressive Strength Housing prices Heating Load
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5  Conclusion

The research has successfully developed the Moment Bal-
anced Machine (MBM), an AI-based inference machine, 
designed for accurate prediction in regression cases. As 
a case study, this model was tested on the productivity 
of formwork installation in construction projects. In its 
development, MBM utilizes Backpropagation Neural Net-
works (BPNN) to determine the weights of each case and 
adopts the principles of Support Vector Machines (SVM) 
to determine the optimal moment hyperplane. The integra-
tion of these two approaches provides a significant advan-
tage to MBM in the creation of its predictive model. The 
generated productivity predictions provide a support tool 
for making and implementing data-driven planning and 
resource allocation decisions in construction projects. The 
new, AI-based inference engine for predicting construction 
productivity developed and tested in this study contributes 
substantially to improving decision-making in construc-
tion engineering and management processes by leverag-
ing accumulated domain knowledge and experience. Pro-
ject managers may utilize model-generated predictions 
to allocate resources, plan project-completion schedules, 
and identify delays more accurately and to make informed 
decisions that significantly enhance productivity.

The robustness of MBM was tested through a two-
stage experimental design, utilizing both random and grid 
searches for hyperparameter optimization. The real-world 
formwork installation productivity in construction pro-
jects, including nine input features that influence on-site 
construction productivity, were used to construct the pre-
dictive model. MBM performance was validated through 
10-fold cross-validation, and it demonstrated superior per-
formance across key metrics like RMSE, MAE, MAPE, 
R, and R2 when compared to five other machine learning 
models (SVM, BPNN, KNN, DT, and LR). Specifically, 
MBM achieved the lowest RMSE (0.068), MAE (0.054), 
and MAPE (3.42%) along with the highest R (0.982) and 
R2 (0.965) values. Additionally, it scored the highest Ref-
erence Index (RI) of 1.000, further confirming its pre-
dictive accuracy and overall performance. These results 
support that MBM outperforms the other compared pre-
diction methods and facilitates accurate predictions of on-
site construction productivity. Furthermore, MBM also 
showed resilience in handling missing or incomplete data 
and was found to be robust against synthetic Gaussian 
noise. The comparisons of MBM with SVM using diverse 
datasets verified the robust generalization and adaptabil-
ity of MBM. This effectiveness across various domains 
highlights the potential of the model for predictive mod-
eling beyond the construction productivity. This makes it 
a reliable and robust model for real-world applications.
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While the MBM demonstrates superior performance com-
pared to other models, this study has limitations that need 
to be considered in future research. First, it predicts con-
struction productivity using point predictions. Future studies 
may be enhanced by integrating MBM with the Gaussian 
Process to address confidence interval predictions. Second, 
the model displays sensitivity to the hyperparameter settings. 
To enhance its performance, the integration of metaheuristic 
methods could be explored in upcoming research. Lastly, the 
comparative analysis in this study was limited to a specific 
set of machine learning models, suggesting an opportunity 
for more extensive model comparisons in future research.

Data availability  The code and dataset for this study is available 
at:    https:// github. com/ Momen tBala ncedM achine/ MBM.
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