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Abstract

Due to the heterogeneous structure of the knowledge graph (KG), relationships between entities remain missing. However,
optimal use of KG requires inference of missing fact triplet (entity-relation-entity). The fact inference predicts a missing
relationship using an embedding approach in a supervised learning setup, representing entities and relationships in a low-
dimensional vector space. Recent work uses attention-aware embeddings, but when applied directly to entire KG, attention
mechanisms can be computationally expensive, especially for large graphs. The attention-based KG embedding model uses
negative sampling, which can cause a gradient vanishing problem during learning. This paper proposes a novel triplet subgraph
attention embedding (TSAE) model that combines a simplified graph attention mechanism with a neural network to learn
embedding without negative sampling requirements. The attention layer processes the triplet-level subgraph entities to learn
the central entity features by aggregating the neighbor’s features. A neural network processes attention-aware triplet entity
features through hidden layers to compute the likelihood of relationship types between triplet entities. TSAE generates
more fine-grained entity embeddings using simplified attention mechanism, reduces computational complexity, and offers
interpretable embeddings. Experimental results on the benchmark data sets exhibit TSAE superiority over the baselines. The
case study shows the efficacy of the model for the KG completion task.
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1 Introduction

KG is a graph-structured data model that integrates data
and stores interlinked descriptions of entities. KG efficiently
encodes knowledge and reasoning about complex topics.
They help users grasp and model complex concepts and
make better business decisions based on factual data [15].
In KG, the Resource Description Framework (RDF) is pri-
marily used for describing linked data resources on the web.
RDF uses a subject-predicate-object triplet format (s —r —o),
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where the subject (s) and object (o) are entities such as
persons, places, locations, and events. A predicate (r) is
a relation type between entity pairs, such as is_a, live_in,
and located_in. These triplets are linked to create a graph
of interconnected entities. Consider the triplet “ElonMusk-
wasBornIn-Pretoria,” in which wasBornln is a relation type
between Elon Musk and Pretoria. Large-scale open KG
such as Yago, WikiData, DBpedia, FreeBase, and others
are available publicly on the web [38]. The key to KGs
success is its flexibility in merging and connecting hetero-
geneous data regardless of their disparity. However, entities
and relations may have heterogeneous descriptions, leading
to incomplete triplets. Besides, KGs can be incomplete due to
user-generated organic entities that include meaningless rep-
resentations, invalid or incomplete attributes, stale contents,
or no member that mapped entity pairs. Manually enumerat-
ing the relation types among pairs of entities is complex and
time consuming [4]. Since the KG is incomplete by design, it
possibly leads to unreliable query results in applications such
as question-answering [22], cyber defense [14], and recom-
mendation systems [8].
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Fig.1 KG example from the
YAGO3-10 dataset
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In recent years, KG representation learning (KGRL) has
focused on mapping a latent graph structure to a numeri-
cal feature vector space, also known as embedding. Those
learned embeddings are used to estimate the missing links
by computing the scores of all possible triplets. Progress
in recent KGRL grouped into three types according to the
embedding approach. The first category is the translation dis-
tance model [2], and its variants embed the triplet (s — 7 — 0)
in real-value vector space by projecting them in different
spaces with different constraints. The second category is
the tensor factorization model [27], and its variants capture
latent semantics of KG in partially observed tensor of size
|E| x |E| x |R]|, where E is the entity set, and R is the rela-
tion set. The third category is neural network models that
use the multilayer perceptron and convolution neural net-
work (CNN). ConvE [5] is a CNN model that encodes the
entities and relations with the activation function to score
the triplet. [15]. The existing KG embedding model learning
process requires an artificially contaminated negative triplet
for each true positive triplet to compute the learning loss.
However, negative sampling techniques such as uniform [2],
Bernoulli [34], and KBGAN [3] suffer from gradient vanish-
ing problems affecting the model performance. Therefore,
embedding models without negative sampling requirements
is needed.

The learned embeddings are utilized to predict the miss-
ing entity for a given relation-entity pair (? — r — o or
s — r—"? ). The entity prediction approach utilizes the
score function to compute the likelihood of all possible
triplets created by replacing thousands of entities from
the entity set E, which is a computationally intensive
process. However, KG involves fewer relationship types
compared to lots of entity types. Consequently, relation pre-
diction makes missing fact inference computationally more
efficient than entity prediction. This research aims to effi-
ciently predict the missing relation (s—? — o) between
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a given entity pair (s,0). Consider the subset example
from the YAGO3-10 dataset shown in Fig. 1. The knowl-
edge graph has the triplets such as “ElonMusk-wasBornin-
Pretoria,” “ElonMusk-graduatedFrom-StanfordUniversity,”
“LosAngeles-isLocatedIn-California” “ElonMusk-hasGender-
Male,)” and “StanfordUniversity-isLocatedIn-California.”
The relation type between Elon Musk and Los Angeles is cur-
rently missing. Infer a missing relation /ivesin for the given
entity pair “ElonMusk-?-LosEngeles” as an additional true
fact makes the perception of knowledge graph completion.

The fact that the KG structure has a higher variance than
the mean of the entity degree means that the relationship
types are unevenly distributed over the entity pairs. Empiri-
cally, a significant number of entity pairs are associated with
most relationship types. However, some entities have more
relations with other entities. Therefore, it appears that influ-
ential information is present around an entity. The graph
attention network [32] uses neighborhood information to
obtain the embeddings. Recent attention-based KG embed-
ding models such as KGAE [25], GGAE [17], and DMACM
[9] derive embeddings using node attention mechanisms that
iteratively transmit different assigned attentions and integrate
them through different aggregation functions. These mod-
els consider the several independent attentions computed by
various transformation operations. Consequently, attention
mechanisms can be computationally expensive when applied
directly to the entire KG, especially for large graphs. Conse-
quently, a KG embedding model with a simplified attention
technique is needed to reduce complexity and enhance miss-
ing fact inference.

We propose a novel Triplet Subgraph Attention Embed-
ding (TSAE) model for relation prediction based on the
preceding analysis to tackle the fact inference problem.
TSAE uses an adjacency matrix to capture the subgraph
structure from the input triplet entity pair and its neighbor-
hood entities. TSAE maps the subgraph entities from lower
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to higher dimensions using a transformation matrix to expand
the expressiveness of the feature. The attention mechanism
computes the attention for each neighbor’s entity to a triplet
entity and subsequently updates the entity features using the
aggregation function that involves itself and neighborhood
attention-aware features. A dense feed-forward neural net-
work processes attention-aware triplet entity features through
hidden layers to compute the relative likelihood of all the
relation types between the entity pairs. TSAE utilizes adja-
cent entity information (subgraph structure) to learn the
entity features. The attention mechanism revises the fea-
tures of a central entity (entity embedding) using features
of all one-hop adjacent entities to take advantage of the sub-
structure proximity. Based on the above discussion, TSAE
has several advantages: (1) It limits the scope of atten-
tion to relevant subgraphs surrounding the triplets, reducing
computational complexity while still capturing essential
information. (2) It generates a more fine-grained embed-
ding of the entity using simplified attention mechanisms that
capture the better nuances of the neighborhood entities, lead-
ing to improved performance in inference tasks. (3) It offers
more interpretable embedding because it explicitly consid-
ers the context of each triplet. Therefore, TSAE is helpful
for applications where inexpensiveness, simplicity, and inter-
pretability are essential. Key contributions are listed below:

1. We propose a triplet subgraph attention embedding model
for the relation prediction based on the attention mecha-
nism to update the central entity features by attending to
all one-hop neighborhoods.

2. Design a feed-forward neural network to estimate the
probability (score) of all the relation types between given
entity pairs. Rank all triplets according to the respective
relationship type score.

3. The experimental results on the three benchmark data sets
show the superior performance of TSAE over state-of-
the-art baselines. Extensive experiments to analyze model
performance according to training parameters and a case
study demonstrate effectiveness for the KG completion
task.

2 Related work

In recent decades, translation distance models have made
significant progress. Classical TransE [2] proposed the sim-
plest embedding model, which tried to embed relational
features r as a translation from the subject to object entity
features while considering s + r & o0 as a triplet score. How-
ever, the translation distance creates an issue for complex
relations categories [35]. TransH [34] gives a flexible solu-
tion by projecting the entity vectors in the relation-specific
hyperplane. TransR [21] generalizes the approach of TransH

by projecting entity vectors into different relation-specific
spaces, improving model performance and increasing com-
plexity. TransD [10] further separates the projection for the
subject and object entities to obtain the projection with the
same settings as TransH. The latest TorusE [6] extends the
TransE principle precisely by projecting the entities and rela-
tions in a lie group called a torus. Hyun-Je Song enhances
the translational model to learn new triplet entity embedding
using existing learned embeddings as an incremental train-
ing process that minimizes the risk of parameter change [30].
DTransE [29] is the first-ever distributed training approach
for TransE using a triplet partitioning algorithm to balance the
resource workload by considering higher and lower-degree
entities. TransX-pa [39] deals with entity circular and hierar-
chical structure using position-aware and self-attention block
embedding to generalize the previous transnational model
mechanism.

Another stream of embedding is the tensor factorization,
first proposed in RESCAL [27] to capture the latent semantic
in partially observed tensor X of size |E| x |E| x |R]. This
tensor represents the presence and absence of a relationship
type between the entity pair of the triplets. The underlying
structure of KG is learned by rank-d factorization, where
each slice of X factorizes as sR;oT to extract latent seman-
tics. DistMult [36] simplifies the RECAL by acquiring the
diagonal of Ry, in a scoring function. Embedding captures the
pairwise interaction among entities over the same dimension
to reduce complexity. ComplEx [31] updates DistMult using
a vector space for complex value features to improve the
entity prediction performance. DURA [33] tackles the unre-
lated embedding for the entities with related semantics using
duality-induced regularizer to ensure similar embedding for
similar semantic entities.

Recent models adopted the convolution neural network.
The first successful ConvE [5] model combines triplet sub-
ject entity and relation vectors in a 2D convolution layer that
yields a feature map tensor, which then performs a dot prod-
uct with the object vector to compute a score for a given
triplet. ConvKB [26] combines triplet entities and relation
vectors to a 2D convolution layer to increase learning effi-
ciency. ConvR [12] captures relation-specific features from
a given triplet entity vectors using relation-specific filters of
2D convolution. Graph2Seq [ 18] captures the subgraph struc-
ture using an information fusion approach to learn the entity
embedding. A convolution layer of M-DCN [40] aggregates
entities and relationship features, then extracts the interfaces
between them based on a dynamically relevant filter.

In addition, some recent models have adopted an atten-
tion mechanism for KG embedding. KGAE [25] introduces a
generalized node attention mechanism for link prediction by
iteratively propagating different assigned attention. HARN
[20] framework propagates attention based on relation-path
neighbors of entities aggregated by different aggregator
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functions. GGAE [17] combines the one-hop neighbors and
multi-hop neighbors entity features to compute the entity
attention and relation attention to learn the entity and rela-
tionembedding. LSA-GAT [11] considers cycle and star-type
spatial component structures using neighborhood aggrega-
tion combined with a CNN-based decoder to calculate triplet
scores. The authors of [16] propose a graph attention-based
model that treats a KG as an irregular graph and integrates
graph-structured information through multiple independent
channels. AR-KGAN [41] jointly models triplets and log-
ical rules in a unified framework consisting of an encoder
with a neighborhood aggregator. That effectively combines
association rules-based and graph-based attention weights to
capture entity relationships. JSSKGE [19] uses a graph atten-
tion mechanism to learn the subgraph structure and combines
the soft logical rule to rectify the learned embeddings. T-GAE
[7] utilizes attention mechanisms to capture the importance
of different entities within the temporal knowledge graph. It
introduces timespan-aware embedding to model the evolv-
ing nature of entities and relations using the LSTM network.
The aforementioned methods deal with the problem of KG
incompleteness. However, KGs can also contain corrupted
triplets due to acquisition noise and deliberate attacks. Deal-
ing with corrupted KGs involves techniques such as adopting
anti-attacks, data validation, regular audits, and anomaly
detection [23].

All the models reviewed above are for completing KG
through the entity prediction task. But in general, fewer rela-
tionship types are used to connect many entities, as shown
in Table 1, which illustrates the KG statistics. Moreover,
the relationship types are not uniformly distributed across
the entities, affecting the fact inference. The attention-based
models consider the several independent attentions computed
by various transformation operations. Accordingly, it can
be computationally expensive when applied directly to the
large size KG. Furthermore, the model uses artificially gen-
erated false (negative) samples to compute the training loss
between true and false triplets. However, negative sampling
is likely to cause the problem of vanishing gradients during

Table 1 Statistics of data set

Datasets WNI8RR FB15k-237 YAGO 3-10
#Entities 40943 14541 123182
#Relations 11 237 37

#Triplets 93012 310116 1089040
#Train triplets 86835 272115 1079040
#Valid triplets 3043 17535 5000

#Test triplets 3134 20466 5000

Var [ Entity_degree] 64.36 12336.01 542.64
Avg [Entity_degree] 4.17 37.39 8.76
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training [ 13]. Therefore, we present a simplified graph atten-
tion technique to generate fine-grained embeddings without
the negative sampling requirement for missing facts infer-
ence in the knowledge graph.

3 Proposed methodology
3.1 Preliminary

The knowledge graph is a multi-relational structured net-
work of real-world entities and relationships between a
pair of entities connected by the directed edge. We define
KG = {E, R, T}, where E is a set of entities, R is a set
of relations, and 7' denotes a set of observed fact triplets in
the KG. Each triplet (¢;, r¢, e;) consists of a relation rx € R
between the entity pair e;, e; € E. Entity feature vector e;,
ej € R4, where d is the dimension size. Equation (1) cre-
ates the adjacency matrix A of size |E| x |E| representing
the graph structure. The subgraph consists of a central entity
e; and its surrounding neighbors. Let A; signify the 1-hop
incoming directed edge neighbors of ¢; including itself, as
follows:

1 if(ej,re,e))eT

Ajj = o (1)
0 otherwise

Ni=(ei,Vej e ENAjj=1]¢) (2

3.2 Problem formulation

In a supervised learning setup, the task of fact inference is
formulated as an optimization problem to determine the miss-
ing relation between a given triplet entity pair. This is done
by maximizing the likelihood of the true relation type using
the updated attention-aware triplet entity features. Therefore,
for the given pair of disjoint entities (e1, e2), model the prob-
ability distribution p(Vry € R|(eyp, e2)), such that the true
relation type 7.4 gains the highest probability, as expressed
in the following equation:

'pred = max(p(Vri € R | (ey, e2))) 3)
3.3 TSAE architecture

The TSAE framework consists of three parts. The first part
takes the input triplet and generates the triplet subgraph
set of triplet entities and their neighboring entities. The
attention layer processes the subgraph set entity features
to deliver attention-aware triplet entity features. The dense
layer concatenates the attention-aware triplet feature vectors
and processes them through hidden layers. The output layer
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Fig.2 The design framework of the proposed TSAE model consists of a triplet subgraph to get neighborhood entities, an attention layer to generate

embedding, and a Dense layer to compute the loss

consists of neurons equal to the number of relation types.
Finally, compute the categorical cross-entropy loss between
the output layer result vector and the one-hot encoding vector
of the respective triplet true relation type. A working illus-
tration of the TSAE model for the input triplet (California
(e1), isLocatedIn (r), UnitedState (ep)) is shown in Fig. 2.
The triplet subgraph creates a set Ey,, = {e1, €2, €3, €4, 5}
consisting of triplet entity pair neighborhoods. The attention
layer map entity feature vector e; € R to ef € R using

Wr e R4 X‘l/, computes the attention value ¢;; for (e1, e3) and
their neighborhood. Subsequently, update the triplet entity
features using the aggregation function to obtain attention-
aware features e} and e/, using the normalized attention value
a;j. Then, the dense layer takes the updated entity feature
vector €/ ||e, as input and feeds it to the hidden layers to
obtain the relation probability at the output layer. Finally, we
calculate the training loss between the output layer vector 7
and the one-hot encoding vector r.

Based on the above discussion, Algorithm 1 presents the
training process of the TSAE model. We first transfer the
triplet set T, entity set E, relation set R, and the adjacency
matrix A for training to an algorithm with embedding and
transformation dimensions d and d’, respectively. Xavier uni-
form approach is used to initialize the vector of dimension d
for each entity ¢; € R? as follows:

e; = uniform(— —) | Ve, e E 4)

ff

The uniform approach samples each scalar parameter
v; € ej = [vg,v1,...,v4] at a time independently from
the interval of uniform distribution. Thus, each feature value
v; has equal weightage to define the entity. We initialize each
entity e € E feature vector using the Xavier uniform method,

each relation vector r € R using one-hot encoding, and the
transformation matrix Wr € RdXd,using the random uni-
form method, as shown in lines 1, 2, and 3 of an Algorithm 1,
respectively.

Algorithm 1 TSAE training

Require: Entity set £, Relation set R, Training set 7', Adjacency matrix
A, dimension d, d’

Ensure: Attention-aware feature vectors e}, Neural network weights
matrix Wi, Wy, W3

l:ecRY eUniform(—%,%)weeE > (4)
2:r e {0, 1R OneHotEncoding(r) |Vr € R

3: Wr e Réxd'

4: for x; € T do

5. Afer,r,ex} = x;

6: Tpair = {e1, ez}

7 Ni={e,Vej € EAA, j == 1} > (2)
8 M ={e,Vej € EANA,j ==1)

9: Esup = (Nl UNZ)

10:  fore; € Egyp do

11: ef = LeakyReLU (Wt * e;) > (5)
12:  end for

13:  fore; € Tpyir do

14: for ¢; € NV; do

15: ejj = wy(e] || ej) > (6)
16: sum+ = e;;

17: end for

18: for ¢; € NV; do

19: wj =g >
20: e+ = wjjef

21: end for

22: e, =o(e) > (8)
23:  end for

24 F =0 (W3(LReLU(W2(LReLU (W (€}][€5)))))) >LReLU:
Leaky Rectified Linear Unit

250 L@ =—Y8 rlogi)

26:  Update Wr, w,, Wi, W, W3 w.r.t gradient of £(2)

27: end for

> (10)

@ Springer
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3.4 Triplet subgraph

The first part of the model takes the input triplet (eq, r, €2) €
T with an adjacency matrix A and generates a triplet sub-
graph set Eg,p, = (N1 U AN2) consisting of triplet entities
and their neighborhood entities. We store the triplet entity
pair {ey, e} into the T}, for later use, as shown in the lines
from 5 to 9 of an Algorithm 1.

3.5 Entity attention mechanism

All neighborhood entities contribute equally to the infor-
mation sharing process of the Graph Convolution Network
(GCN) [37], which treats all neighboring entities with equal
prominence. In response to this shortcoming, the Graph
Attention Network (GAT) allocates different levels of promi-
nence to each neighboring entity. As shown in Fig. 2, we
incorporated GAT with an updated approach to derive entity
features by exploiting the different prominent levels of each
component’s neighborhood using the attention mechanism.
First, we map the entity ¢; € Eg,, features from lower
dimension d to higher dimension d’ feature space using a
learnable transformation matrix Wy € R4*d" o achieve ade-
quate expressive power as follows:

ef = LeakyReLU (Wr * ¢;) )

LeakyReLU restricts the extreme negative values of map-
ping. Lines 10 to 12 of an Algorithm 1 illustrates the
mapping procedure of each entity from the triplet subgraph
set according to (5). Attention value represents the compar-
ative importance of each neighborhood entity features to the
central target entity, including self-attention. Equation (6)
expresses a single GAT layer to compute the attention value
e;j between each triplet entity and their neighborhood set \V;
and ;. Each e;; provides the importance of input edge from
neighbor entities ¢; € N; to the central entity ;.

eij = wa(e] || €) | Vei € N; (6)

where w, € R is a learnable attention weight vector
and || concatenation operation, line 15 of an Algorithm 1
illustrates the above step according to (6). Equation (7) nor-
malizes the attention values to obtain the standard scaling
across all neighborhoods. The central entity can have nonuni-
form neighborhood entities in its subgraph structure. Finally,
aggregate all normalized attention values with the respective
e;‘. to update the features of the triplet entity as follows:

exp(eij)

" 7
2 eneN; €Xpeir) @

a;j = softmax(e;;) =

@ Springer

e, = a( Z a,-je’;-) (®)

JeN;

Line 16 of an Algorithm 1 shows the summation of atten-
tion value, and lines 18 to 21 illustrate the normalization and
summation of normalized attention value according to (7).
Accordingly, line 22 shows the aggregation function accord-
ing to (8).

3.6 Dense neural network layer

The attention layer supplies the attention-aware triplet entity
vectors (€], €5) to the next layer. As shown in the last part
of Fig. 2 and illustrated in line 24 of the TSAE algorithm,
the dense layer (feedforward neural network) combines the
triplet entity feature vectors and processes them through the
hidden layers to compute the predicted relation score distri-
bution 7. Intentionally, we fixed the number (size) of neurons
in each hidden layer as follows to design a generalized dense
layer:

size(Hj+1) = [size(H;) — (2d" — |RD/(IH|+ 1)1 (9)

where | H| represents the total number of hidden layers and
H; signifies the specific hidden layer. However, the number
of hidden layers depends on the model designer. The last
output layer consists of neurons equal to the number of rela-
tion types in the KG, ie size(H,,;) = |R|. The categorical
cross-entropy loss between the target relation one-hot encod-
ing vector r (the true class distribution) and the output vector
H,y; (F the predicted relation type score distribution) is cal-
culated as follows:

[R|

LQ)=—Y rilog#) (10)
i=1

Line 15 of an Algorithm 1 illustrates the loss function accord-
ing to (10), and line 26 shows the parameters updating step
according to the gradient of loss.

3.7 Factinference

Figure 3 illustrates the functional structure of the pro-
posed fact inference model as a relation prediction between
the given disjoint entity pair “ElonMusk-?-California.” The
entity Elon Musk and California are given as a subject (eg)
and object (e ) entity of a missing triplet. The triplet subgraph
creates a set Eg,, = (N7 UN>) consisting of triplet entity
pair neighborhoods from the sample adjacency matrix A of
entity e; and ep. The attention layer delivers the updated
triplet entity pair feature vectors ] and €, using (8). The
dense layer computes the probability distribution of all the
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Adjacency Matrix
€1 €2 €3 €4 €5

e;|1]0l1]1]0
e, (01101

Triplet
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-> Tpred =
max(p(Vri€ Rley, e2))

e/
O'(ZjeNz agj * ejT@

Input triplet entity
pair and adj. matrix

Get sub-graph from
Adjacency Matrix

Fig.3 Functional structure of fact inference using TSAE

relation types. TSAE infers the true relation type 7pcq as the
highest scored (probability) relation for the given disjoined
entity pair (e, ) using Algorithm 2. We provide the test
set 7, attention-ware entity set €', and dense layer weight
matrices (W1, Wy, W3 ) as input to the algorithm. The algo-
rithm predicts the relationship and its ranks for each test
triplet to measure the performance of the model. Initially,
the predicted relation set, true relation set, and their rank
set are initiated to the empty set, as shown in line 1 of an
Algorithm 2. Algorithm line 3 obtains the triplet entity pair
(e1 — e considered as a disjointed entity pair), then line 4
stores its true relation (7 ) in the T R set. The learned entity
pair feature vectors (e’], e’2) obtained in lines 5 and 6. The
dense layer processes the concatenated entity feature vectors
(€' ||€}) using the respective weight matrix in algorithm line
7, which computes the probability (score) of all the relation
types in vector 7 € R/l Algorithm lines 8 and 9 are ded-
icated to storing and sorting the score of each relation type
in the intermediate relation score list RL (the relation-wise
score of each r € R). Subsequently, line 10 collects the high-
est score relation in the predicted relation set PR, and line
11 collects their rank (index of a relation from RL). Steps
from lines 3 to 11 are iterated for each triplet belonging to
the test set.

4 Experimental setup
4.1 Data set

This study considers three benchmark data sets well-known
for KG completion tasks. Table 1 describes the statistical
information about the dataset and data split. WN18-RR is
a subset of WN18 [2] derived from WordNet, the standard
lexical knowledge graph for the English language. Likewise,
FB15k-237 is a subset of FB15k [2] derived from Freebase,
an online collection of multi-relational structured data about

Attention layer updates the triplet entity

Dense layer predicts

features vector relation type

real-world facts. The WN18 and FB15k datasets have prob-
lems with test leakage due to the inverse relationship between
the entity pairs, which were later released with the new
benchmark WN18RR and FB15k-237 datasets by removing
reversible relationships [5]. The YAGO3-10 dataset derived
from the YAGO3 [24] contains millions of triplets belonging
to people, organizations, and cities, with 37 different types
of relationships.

4.2 Evaluation metrics

We evaluate the proposed models on the relation prediction
task by ranking the score (likelihood) of all the true relation
type r € R for the given triplet entity pair (eq, e2 € E) from
the test set 7. We use the standard ranking metrics Mean
Reciprocal Rank (MRR) and Hit@N

1
> RER. (11)

(e1,rx,e2)€T

1
MRR = —
7]

Algorithm 2 Relation prediction.

Require: Testset 7, attention-aware entity sete’, learned weight matrix
Wi, Wy, W3

Ensure: Predicted relation set P R, True relation set T R and their ranks
RR

1: PR, TR, RR = {¢}

2: for x; € 7 do

3 el rp,e =X

4. TR =TRU {ry} > Collects true triplet relation
50 el «e

6: €, «—e

7: F=0(W3(LReLU(Wo(LReLU (W (€|lle)))))))

8 RL={(G,r) |V er} > Store relation and its score
9: RL = sort(RL) > Sort the list in descending order
10: PR =PRU({RL(0)}  Collect highest score relation present

at the first position of RL

11:  RR = RR U {(index(ry, RL) + 1)} > Collect the rank of each
triplet true relation type

12: end for
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Hit@N = 1 Z

7 (RRy, < N)

12)

(e1,rx,e2)€T

where |7 | Indicates triplets count in the test set, and RR;, is
the true relation rank for the given triplet entity pair (e, €2).
MRR is the average reciprocal rank, and Hit@N is the aver-
age rank within the N cut-off for each true relation type r.
However, we use 1 and 5 cut-offs in the validation and test
set. MRR and Hit@N are computed in the range of 0 to 1.
The higher MRR and Hit@ N indicate superior performance.

4.3 Baselines

TransE [2] learns the entity features using the translation
distance between the subject and relation features equivalent
to the object features. TransH [34] simplifies the polysemy
problem of TransE using the projection of an entity in the
relationship-specific hyperplane. DistMult [36] reduces the
complexity by taking the diagonal of the semantic tensor fac-
tor in a scoring function that captures the pairwise interaction
among the entities. ComplEx [31] extends the DistMult using
complex-valued embedding for entities and relations. ConvE
[5], provides the framework to learn entity features using
2D convolution over subject and relation features, then add
object entity features to score the triplet. ConvKB [26] learns
entity features by concatenating entity pair and relation fea-
tures for 2D convolution, which has relevance with TransE.
DMACM [9] incorporated the directional self-attention net-
work combined with a convolutional layer as an encoder to
derive the entity features. GGAE [17] combines the one-hop
neighbors and multi-hop neighbors entity features to com-
pute the entity attention.

4.4 Implementation details

For reasonable evaluation, we initialized a feature vector of
size 250 using Xavier’s method, set the training epoch to

1000 with a batch size of 512, and optimized the training
process using stochastic gradient descent with a learning
rate of 0.0001 for all baselines and TSAE. In the TSAE
transformation matrix, Wy size is set to 250 x 500, Leack-
yReLU with a negative slope of 0.2, dropout rate 0.5, kernel
regularizer, and attention kernel regularizer set to L; norm.
The feedforward neural network consists of fixed input layer
size(Hipp) = 1000 and output layer size(Hoyy,,) = |R| with
two hidden layers of size(H;) € [673, 346] set according
to (9) for the WN18RR. However, the network consists of 3
hidden layers of size(H;) € [810, 619, 428] and size(H;) €
[760, 5190, 278] for the FB15k-237 and YAGO3-10 respec-
tively. The LeakyReL U activates each hidden layer neuron
with a negative slope set to 0.2 and the dropout set to 0.3, and
a sigmoid is applied to the output layer. Pairwise margin loss
is used to compute the loss during training all the baselines
with L, regularization, a margin set to 5. Moreover, the nega-
tive samples are generated by using [13]. ConvKB trains with
100 filters of size 1 x 3 initialized by the truncated normal dis-
tribution. The baseline models are mainly designed for entity
prediction (? —r — o or s —r —7?) for given entity relation pair
(s, r or r, 0). Weredesign the triplet scoring function of base-
lines to accomplish the task of relation prediction (s—? — o).
We use a PyTorch [28] to design the TSAE and PyKEEN
[1] to obtain the results of baseline models with their basic
settings.

5 Results and discussions
5.1 Model evaluation

This section presents the experimental result of TSAE and
baselines in the MRR and Hit@N. The underline indicates the
second highest, and the bold case indicates the outperforming
results. Table 2 illustrates the experimental results of all the
models on three data sets. Translational models operate on

Table 2 Relation prediction

results in MRR and Hit@N on Hodel K/{VEI?RR mel  Hi@s i/]lgRllik_ZWHit@l @5 E/ﬁz(l}zm_lomt@l @5

WN18RR, FB15k-237, and

YAGO3-10 data set TransE 07436 0.6614  0.8056 0.7992  0.6991  0.8458  0.8309 0.7185  0.8393
TransH 07749  0.6876  0.8244 08134 07265 08567 0.8563 07663  0.8524
DistMult ~ 0.8535 07954  0.8957 0.8962  0.7803 09038 0.8981  0.8011  0.8931
ComplEx  0.8743 0.8119 09242 09132 0.8052 09111 09126 0.8296  0.9236
ConvE 0.8680  0.8069 09285 09179 0.8351 09380 09075 0.8205 0.9297
ConvKB  0.8730  0.8097 09327 09058 0.8161 09239 08701 07935 09184
DMACM  0.8852 08157 09661 09259 0.8522 09394 09172 0.8494  0.9448
GGAE 0.8938  0.8228  0.9803 09321 0.8676 09427 09166 0.8481  0.9497
TSAE 09172  0.8489 09766 09530 0.8886 09680 09381 0.8673 0.9554
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Table 3 Complex relation

Meth —r— Tripl Relati
categorization of WN18RR data Category ethod e —r — ¢ Crlp ot clations
ount
set (M represents Many, values
in bracket .represent relation 1-to-1 es <lande, <1 42 {ri_similar_to (3), ro_verb_group (39)}
frequency in the test set)
1-to-M e <lande, <1 475 {r3_member_meronym (253), ra_has_part
(172), rs_member_of _domain_region (26),
re_member_of _domain_usage (24)}
M-to-1 e >landeo <1 1487 {r7_hypernym (1251), r3_instance_hypernym (122),
ro_synset_domain;opic_of (114)}
M-to-M e >1lande, > 1 1130 {rio_also_see (56),

ri1_derivationally_related_from (1074)}

triplet-level proximity structure and do not consider graph
structure, which results in unsatisfactory performance on
all three data sets. Tensor factorization models generate the
relation-specific tensor in which each 2D slice captures the
relation-specific graph structure. Thus, both tensor factor-
ization models outperform the translational model and are
nearly close to the convolutional model. Among them, Com-
plEx performs better on the WN18RR and YAGO3-10.

The ConvE and ConvKB concatenate relation and entity
pair features using the convolution layers and then try to
mimic the translation model at the dense layer through acti-
vation functions. ConvE performs well on FB15k-237 but
performs relatively poor on lower node degree data sets
WNI18RR and YAGO3-10. Attention-based models DMCM
and GGAE perform better than translational, factoriza-
tion based, and convolutional models. Specifically, GGAE
scored the most Hit@5 on WIN18RR. However, TSAE cap-
tures the triplet subgraph level proximity, showing superior
performance across all data sets. Specifically, it achieves
more than 2% relative improvement in MRR and Hit@1
on the WNI18RR. Likewise, TSAE achieves 2% relative
improvement in MRR and Hit@1 on the FB15k-237 dataset.
Furthermore, TSAE achieves 2.1% relative improvement in
Hit@1 on the YAGO3-10 dataset.

We tested the performance of TSAE on the triplets belong-
ing to the complex relation categories present in the KG, as
suggested by [2]. Complex relation categories are generated
by finding the average number of entities present in each
relation subject (s) side and/or object (o) side. Table 3 shows
complex relation categorization of WN18RR consists of 11
types of relationships. Table 4 presents the category-wise
average relation prediction result in Hit@1, in which TSAE
achieves superior performance, including 2%, 2.1%, and
2.8% relative improvements in 1-to-Many, Many-to-1 and
Many-to-Many relation category over the baseline GGAE
respectively. In contrast, GGAE outperformed TSAE in the
1-to-Many relation category.

The WNI8RR test set consists of 3134 triplets and
relation frequencies stated in Table 3. Relation prediction

Algorithm 2 returns the true triplets set (7' R) and predicted
relation set (P R) utilized to generate the confusion matrix.
Figure 4 illustrates the relation prediction heatmap on the
test set triplets. Diagonal elements of the heatmap indicate
the predicted true relation, where TSAE achieves superior
correct relation type prediction from lowest 75% (129 out
of 172) for “rs_has_part” to highest 100% (3 out of 3) for
“ri_similar_to”. However, false relationship-type predic-
tions belong mainly to the same complex relation categories,
as shown in Fig. 4.

We recorded the MRR and the loss during the training
process after every five epochs for all the models on the vali-
dation set. We have stored the best model during the training
process on the MRR criteria, which is then utilized to evalu-
ate the model on the test set. Figure 5a shows experimental
results of model loss versus epochs. TSAE achieves the best
outcome in 600 epochs. Other models take more epochs to
update entity features for the best results. TSAE achieves an
MRR of up to 0.85 in the first 355 epochs, as shown in Fig. 5b,
then saturates with minor performance changes. Attention
mechanisms improve relational prediction performance by
providing additional support for entity feature learning.

Table 4 Complex relation category-wise results of relation prediction
in Hit@1 on WN18RR data set

Models Hit@1
1-TO-1 1-TO-M M-TO-1 M-TO-M

TransE 0.7143 0.5579 0.6859 0.6876
TransH 0.7381 0.5684 0.7196 0.7035
DistMult 0.7857 0.6737 0.7935 0.8761
ComplEx 0.8333 0.6905 0.8339 0.8850
ConvE 0.8333 0.7368 0.8070 0.8496
ConvKB 0.8095 0.6947 0.8272 0.8584
DMACM 0.8598 0.7408 0.8386 0.8812
GGAE 0.8643 0.7516 0.8559 0.8953
TSAE 0.8810 0.7495 0.8742 0.9204
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Fig.4 Heatmap of actual versus
predicted relations for each

triplet from a test set of o 3 0 0
WNI8RR
2
m 0
g O
w0 0 1
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5.2 Model analysis

This part presents the impact of model design parameters on
TSAE performance in Hit@1 as a primary metric for rela-
tion prediction. TSAE utilizes the summation operation in
the aggregation function to update the features of the entity,
given in (8). Furthermore, we conducted experiments with

—GGAE
—ConvE
—TransH

—DMACM
—ComplEx
—TransE

50
0 0 0 0 0 0 0 0
1 0 0 0 0 0
40
16 3 2 0 1 0
10 2 0 1 1 1
3 20 2 0 0 0 0 0 30
1 2 16 0 0 1 0 1
11 13 16 pREEINCE: 50
0 1 2
1 2 3
-10
0 1 1
2 2 5
-0
r4 r5 ré r7 r8 r9 rlo rll
Predicted

average and max aggregation functions in TSAE to investi-
gate the significance of other aggregation functions, given in
(13) and (14), respectively. The results of these aggregation
functions on three data sets are shown in Table 5. Consistent
performance of TSAE (avg) and TSAE (sum) can be seen
on the WNI18RR dataset. Likewise, a similar performance
can be seen on FB15kk-237. Also, TSAE (avg) and TSAE

0.95
0.85
0.75
0.65
=0.55
0.45 —TSAE —GGAE —DMACM
035 ConvKB —ConvE —ComplEx
0'25 = —DistMult —TransH  —TransE
’ NMOWVMOWVOUVMOWVLOVMODWVLOWVLOWVNOWNOWLOW
N ATONTETAO —~NOTAAMNMOAS—~0O O WV
—— AN NN Nt TN NN OO0
Epochs

Fig.5 Convergence of TSAE and baselines during training on the WN18RR dataset recorded for (a) Loss and (b) MRR
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Table 5 Effect of aggregation function on TSAE in Hit@1

Aggregation Function Hit@1

WNISRR FB15k-237 YAGO3-10
TSAE (avg) 0.8402 0.8814 0.8532
TSAE (max) 0.8374 0.8778 0.8558
TSAE (sum) 0.8498 0.8886 0.8673

(max) performance are similar on YAGO3-10, but TSAE
(sum) achieves a 1% relative improvement.

/ 1 *

e; = a(m ZNa,-jej> (13)
JeN;

e = o(max(aije;f |je M)) (14)

The features vector dimension plays a vital role in KG
embedding. To analyze the effect of the vector dimen-
sions, we performed several experiments with dimensions
d € [50,75,100, 150,200, 250] on the three data sets.
Figure 6 shows the MRR and Hit@1 bar charts to demon-
strate the effect of vector size on TSAE. It can be seen that
the performance of TSAE in MRR and Hit@1 improves
with increasing dimension size. However, TSAE performs
satisfactorily at d = 250 on all data sets. Due to resource lim-
itations, we have experimented with dimensions up to 250,
but performance can be further improved for larger sizes.

The transformation matrix Wy € R9*d’ provides suf-
ficient expressive power to TSAE. Consequently, to inves-
tigate the importance of the transformation matrix on
TSAE performance, we conducted some experiments with
different matrix dimensions. Taking into account previ-
ous investigations, we fixed d = 250 and chose d' €
[300, 400, 500, 600, 700, 800] for experiments. The general
results are plotted in Fig. 7, which shows the effect of d’ on
Hit@]1 over the three data sets. It can be found that TSAE
achieves superior performance over the baseline up to 500

o
<
o
0 =N
o ao
o< by
[ =4 O
23 S
So
0.85
0.80
0.75
100 250

Feature Vector Dimension d

(2)

WNI18RR m FB15K-237
B YAGO3-10
0.9 ©
2 z
~ 0.90 § g S
[ 0 =)
= S

0.8012
0.7821
0.8108

I (.9055

Table 6 Hidden layer size effects on the TSAE performance in Hit@1
on WNI18RR data set

|H| size(H) Hit@1
1 [509] 0.8273
2 (673, 346] 0.8498
3 [755, 510, 265] 0.8508
4 (804, 608, 412, 216] 0.8567

dimensions. Later, performance saturates at higher values
from 600 to 700, slightly improving at 800.

The dense layer computes the relation likelihood for the
given triplet entity pair. However, the number of hidden
layers gradually affect the learning model prediction per-
formance. Subsequently, we perform the experiments with
H; €[1, 2, 3, 4] for the fixed input layer size(H;pp) = 1000
(concatenates e, €}, € R>%) and output layer size(Hyu) =
|R| (number of existing relations). Table 6 shows the TSAE
sensitivity over the number of hidden layers and their size
is calculated using (9). TSAE with two hidden layers on the
WNI18RR gives superior results, afterwards Hit@1 is satu-
rated with barely small improvement up to four layers. TSAE
performs decently with two hidden layers but achieves 2%
and 3% relative improvement with three hidden layers on the
FB15k-237 and YAGO3-10 data sets.

5.3 Case study

To demonstrate the effectiveness of TSAE for completing
knowledge graphs, we present a case study on the YAGO3-
10 test set. Table 7 shows the relation prediction results in
Hit@5 for six entity pairs from the test set. The TSAE results
for each pair of entities are arranged in descending order
of the predicted score. The bold case indicates the ground-
truth relationship type between given entity pairs. The TSAE
predicts the true relationship type isConnectedTo at a first
rank (higher score) for the first entity pair. Similarly, iden-
tical results can be observed for the next three entity pairs.

0.95 — B8
WNI18RR = FB15K-237 o@ 58 o8
090 ®YAGO3-10 §R §§o ggg Jos
0.85 g gw; 0 pad (=3
. 2 SSs (=
~ =
@0.80 30§ <
= = [
075 4=8  SHs
gGl
070 B33
0.65 II
0.60

50 75 100 150 200 250
Feature Vector Dimension d

(b)

Fig.6 Features vector dimension d effects on the TSAE performance in (a) MRR and (b) Hit@1
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Fig.7 Transformation matrix 0.92
dimension 250 x d’ effects on
the TSAE performance in 0.90
Hit@1
@ 0.88
= 0.86
T
0.84
0.82
0.80
300
——WNIS8RR  0.8140

——FBI15K-237 0.8432
=—YAGO3-10 0.8483

However, TSAE predicts lower scores for true relationships
between given fifth and sixth triplet entity pairs due to less
frequent entities in the training set, such as Moscow and
Vinay_Pathak.

6 Conclusion

In this paper, we propose TSAE, a novel embedding model
for enhancing missing facts inference in knowledge graphs.
TSAE combines the simplest form of an attention mecha-
nism with a neural network. The attention layer computes
the attention value between the entity pair and their neigh-
borhood. Subsequently, it updates the triplet entity feature by
aggregating neighborhood attention features. The neural net-
work concatenates and processes the attention-aware triplet
entity features to compute the likelihood of relation types.
Experimental results have shown that TSAE performs better

400 500 600 700 800
0.8395 0.8489 0.8500 0.8512 0.8542
0.8743 0.8886 0.8902 0.8922 0.8963
0.8623 0.8673 0.8772 0.8785 0.8807

Transformation Matrix Dimension 250xd’

than baselines in standard metrics. Furthermore, we inves-
tigate the model sensitivity to training parameters. A case
study illustrates the effectiveness and efficiency of TSAE in
completing knowledge graphs. TSAE is practical for appli-
cations where reasonableness, simplicity, and interpretability
are important.

KGs are often sparse, and TSAE might struggle with less
frequent (long-tail) entities because they tend to receive less
attention than frequent entities. It needs to be investigated
by incorporating adaptive attention mechanisms that give
more weight to less frequent entities. TSAE can be prone to
overfitting, especially when dealing with noisy or corrupted
KGs. Future research can focus on regularization techniques,
such as dropout or weight decay to mitigate overfitting in
attention-based models. Many real-world KGs are dynamic,
and the information changes over time. TSAE might not natu-
rally handle temporal aspects. It is necessary to explore ways

Table 7 Case study on relation

Triplet Entity Pai
prediction in Hit@5 on riplet Entity Pair

Predicted Relation Type

YAGO3-10 data set RajivGandhilnternational Airport,

KuwaitInternational Airport
HolyRomanEmpire,
ItalianWarof1536-38
EdwinCongo, Male

Yahoo!, SunnyvaleCalifornia

Leonid_Musin, Moscow

Vinay_Pathak, Johnny_Gaddaar

(1) isConnectedTo; (2) isLocatedIn; (3) wasBornlin,
(4) isInterestedIn; (5) owns

(1) participatedIn; (2) isKnownkFor; (3) hasCurrency;
(4) happenedln; (5) diedIn

(1) hasGender; (2) wasBornin; (3) diedin;

(4) isAffiliatedTo; (5) playsFor

(1) isLocatedln; (2) isAffiliatedTo; (3) playsFor;

(4) wasBornlin; (5) isLeaderOf

(1) isAffiliatedTo; (2) livesin; (3) wasBornln;

(4) happenedlIn; (5) dealsWith

(1) influences; (2) worksAt; (3) hasNeighbor;

(4) actedln; (5) isInterestedIn
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to incorporate temporal information by combining attention
mechanisms with other techniques, such as adversarial learn-
ing, reinforcement learning, and transfer learning.
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