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Abstract
Estimated time of arrival (ETA) is an estimate of the vehicle travel time from the origin to destination in the roadworks.
From the perspective of travel planning or resource allocation, accurate ETA is significantly important. In recent years, deep
learning-based methods represented by recurrent neural networks has been widely used in travel time prediction tasks, but
such methods cannot effectively learn data association at different moments. At the same time, the existing methods do not
effectively leverage local traffic information. Targeting these challenges, this paper proposes a newmodel TransETA to predict
vehicle travel time. The model includes three modules: the input feature transformation module uses graph convolutional
network (GCN) to extract the local congestion feature, the deep forest module mainly deals with static trajectory data, and
ETA-Transformer module processes the feature extraction of dynamic trajectory data. Finally, we conducted experiments
on two large trajectory datasets. The experimental results show that the proposed hybrid deep learning method, TransETA,
outperforms the state-of-the-art models. On the Chengdu and Porto datasets, our proposed method shows an improvement
of 6s and 9s in mean absolute error compared to the current best performing method, respectively. Also the average absolute
percentage error is reduced by 2.34% and 3.64% respectively. The effectiveness of each module was approved through
ablation experiments. Specifically, local congestion information representation can effectively improve the accuracy of the
prediction. ETA-Transformer module is more effective in extracting spatio-temporal feature correlation than the LSTM-based
method.

Keywords Travel time prediction · Transformer · Traffic flow · Graph convolutional network

1 Introduction

Travel time prediction refers to the vehicle travel time esti-
mation between origin and destination locations. Estimated
time of arrival (ETA) is one of the most important location-
based digitalmap and navigation system services. It is widely
used in taxi-hailing platforms, takeaway delivery, and public
transportation. At the same time, with the popularization of
various mobile devices equipped with GPS sensors, massive
amounts of vehicle trajectory data have been generated and
collected. These data contain important information about
urban travel, making it possible to build better intelligent
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transportation systems (ITS) to reduce traffic congestion and
improve people’s daily commuting efficiency.

In recent years, deep learning has made breakthroughs
in computer vision, natural language processing, and other
fields, indicating that deep learning has a strong represen-
tation ability for various types of data. For traffic trajectory
data, the trajectory points are sequentially collected at a cer-
tain time interval, which is similar to sentence sequence
features in natural language processing. The road network
has a natural graph structure, which is very suitable for graph
convolutional network processing. Therefore, accurate pre-
diction of travel time based on deep learning requires the
integration of technologies in various fields, which is a chal-
lenging task [1]. In recent years, the prediction of travel
time has also shifted from traditional statistical methods to
machine learning and deep learning, especially in the field
of deep learning. Due to the powerful learning ability of
deep learning for massive data and different network struc-
tures have their different applicable scenarios, a number of
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integrated neural networks have become the research focus
to achieve accurate prediction effect [2]. For example, the
design of the attention mechanism can effectively capture
the front and back timing correlation of traffic trajectory data;
the modeling of the graph convolutional network (GCN) on
road networks can learn the variations of road flow dynam-
ics etc. Deep learning is a fast developing state-of-the-art
methodology, which can integrate temporal and spatial infor-
mation all together. Therefore, this method is very suitable
to be applied to predict the travel time for traffic networks.
Travel time prediction problems can be divided into three cat-
egories according to the modeling methods that used, which
has experienced an era from statistical learning to machine
learning and finally to deep learning. Travel time prediction
method based on statistics learning predicts the future travel
time with time series prediction methods based on the his-
torical traffic data. However, this kind of method can only
predicts the travel time of fixed origins and destinations,
since it does not take into account the spatial information.
By applying decompositionmethods, the time series data can
be divided into multiple sub-sequences, including long-term
trends, seasonal changes, and cyclical changes. Normally, an
additive model or a multiplicative model, which are applied
to the decomposed sub-sequences, are combined to obtain
the final prediction results. But, this type of methods is
mainly appliedd for the modeling of non-stationary series.
After that, the prediction model named as autoregressive
integrated moving average model (ARIMA) [3] appeared,
which is a combination of autoregressive model (AR) [4],
moving average model (MA) [5] and difference methods [6].
Compared with single models, ARIMA can process both sta-
tionary series and non-stationary series. Both of the above
mentioned two methods require a lot of artificial parameter
adjusting, and noise data normally have a big impact on the
prediction results. Then, machine learning-based methods,
such as support vector machines [7] and decision trees [8],
began to appear. They can learn both linear and non-linear
characteristics of a system, but this type of method requires
a lot of efforts in feature extraction and processing before
making predictions. Useful features are selected to input into
the model through feature analysis, feature combination, and
other operations. Experiments need to spend a lot of time
on feature analysis and processing [9]. It means that fea-
ture analysis and processing is the key factor that influences
the prediction results of the machine-learning-based meth-
ods. Therefore, XGBoost [10] was proposed as a tree-based
ensemble learning method, which applies multiple decision
trees to determine the final result jointly. By doing so, the
accuracy and robustness of the prediction models can be fur-
ther improved.

With the development of neural networks, end-to-end
models based on deep learning became the main method
for ETA problems, which not only improved the accuracy

but also increased the iteration efficiency of the model.The
prediction methods based on deep learning, e.g. multilayer
perceptron (MLP) [11], recurrent neural networks (RNN)
[12], and long short-term memory (LSTM) [13], open the
door to using deep learning to predict travel time. As a
state-of-the-art method in the current ETA task, the LSTM-
based method uses the gating unit to avoid disappearing or
exploding problems in the process of gradient propagation
compared with RNN [1].

From the perspective of how the results are calculated,
the existing deep-learning-based prediction methods can be
divided into two categories. The first category is path-based
solutions [14, 15], which use a physical model to describe
the road travel time, and the total travel time of a given
route is expressed as the sum of each road segment and the
delay time at all intersections. According to the different
temporal and spatial data characteristics of road segments
and intersections, models are established respectively, such
as dynamic Bayesian network and LSTM, where the results
of each part are added to obtain the final travel time of a
route. This method has strong interpretability, but due to the
error accumulation effect of all the predictions of different
road segments, the accuracy of the path-based solutions is
not high and it cannot be applied to predict the travel time
with unknown route information. The second category is a
data-driven method that uses location-based trajectory data
to build rich features, and divides the data into static data
and dynamic data to directly predict the travel time from
the start point to the destination, based on end-to-end fore-
casting methods. This type of method is currently the most
accurate and popular prediction method, however, it also has
two main problems. First, the traffic flow information is not
fully utilized. Some methods do not consider the trajectory
information. Some methods consider the trajectory location
points, but only map the trajectory location points to one
area, rather than a specific road section, which causes the
inaccuracy in the traffic flow estimation. Second, this method
mainly uses the LSTM-based method in the time dimension,
which has information loss during the long-time-distance
propagation back into the past, and the processing speed is
comparatively slow. In addition, [16] proposes a sustainable
transportation planning scheme based on traffic congestion,
integrated social, economic, environmental and other factors
through network data envelopment analysis (DEA). At the
same time, it considers traffic congestion under stochastic
and fuzzy conditions to solve the uncertainty conditions in
traffic congestion, and establishes a special function to ana-
lyze traffic congestion.

In response to the above-mentioned challenges, this paper
proposes a model named TransETA to predict vehicle travel
time, in which GCN is used in the input feature transfor-
mation module to extract road flow features, which are the
most important features that influence the vehicle travel time
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in traffic networks. First, the trajectory data is mapped to
the road network through the map-matching method. Then,
the number of statistical trajectory points is used as a proxy
for the current road flow state. We introduce the proxy to
solve the problem that the previous method could not accu-
rately input the road flow characteristics; ETATransformer
module uses the transformer-based model to perform feature
extraction on dynamic trajectory data to solve the problem of
information loss in the hidden layer training process, which
can effectively learn the spatial and temporal relationship of
data in the sequence through strategies such as multi-head
attention. In addition, the feature extractions are handled
separately for static data and driving data for a better perfor-
mance. Deep forest module is selected to learn the features of
static traffic data in urban traffic networks, due to its advan-
tage of dealing data from different domains and robustness
for hyper-parameter settings. Through the joint improvement
of data feature extraction andmodel structure, TransETAout-
performs state-of-the-art solutions for travel time estimation
on the trajectory datasets.

The main contributions are summarized as follows:

1. To our best knowledge, our proposed method is the first
time modeling the local congestion with the vehicular
flow on target road segments and its neighbors. To that
end, we design a GCN module to extract the representa-
tion of local congestion, which plays an important role
during the model training process.

2. As far as we know, this is the first time that a transformer-
based structure is used in the travel time prediction
problem, and the relationship between trajectory data is
learned through some strategies, such as position coding
and multi-head attention.

The rest of this paper is organized as follows. Section 2
introduces the related research work of ETA. Section 3 intro-
duces the proposed TransETA model in details. Section 4
introduces the experimental details. Finally, we conclude this
paper in Section 5.

2 Related work

There are many related work for ETA problems, and we will
review the previous work on ETA, as well as some work on
relevant methodologies.

2.1 Estimated time of arrival (ETA)

Based on statistics and machine learning methods, Jenelius
et al. [17] divides travel time into road segment travel time
and intersection travel time, and uses statistical models to
predict the mean and variance of travel, finally uses the max-

imum likelihoodmethod to predict the travel time. Hofleitner
et al. [18] proposes a probabilistic modeling framework,
predicting travel time distributions using sparsely observed
probe vehicles and using dynamic bayesian network repre-
sents the spatio-temporal dependence on the network. Zhan
et al. [19] infers the possible paths for each trip and then esti-
mates the link travel timebyminimizing the error between the
expectedpath travel time andobservedpath travel time.Wang
et al. [15] combines with geospatial information, temporal
information, and historical contexts learned from trajectories
and map data, and fills in the tensor’s missing values through
a context-aware tensor decomposition approach. Zhang
et al. [20] proposes a gradient boosted regression method
which combines simple regression trees to predict ETA. The
model accounts for spatio-temporal correlations extracted
from historical and real-time traffic data. Wang et al. pro-
posed a nearest neighbor-based method is proposed, which
estimates the travel time of the current trip by averaging all
historical travel times with similar start and end points [21].
However, This non-parametric method is difficult to gen-
eralize to situations where no neighbors or the number of
neighbors is very limited.

Along with the developments of Neural Networks, ETA
methods based on deep learning were widely investigated,
as reviewed by Yin et al. [22]. Among the methods based on
deep learning, Li et al. [23] proposed a multi-task represen-
tation learning model for arrival time estimation (MURAT).
This model produces meaningful representation that pre-
serves various trip properties in the real world and at the
same time leverages the underlying road network and the
spatio-temporal prior knowledge. Wang et al. [24] propose
an end-to-end deep learning framework named DeepTTE for
travel time estimation. Since the GPS sequence cannot be
acquired until the trip is finished, DeepTTE resamples the
GPS points by uniform distance at the training stage and
generates pseudo points according to the planned route at
the inference stage. A multi-layer feedforward neural net-
work named spatio-temporal neural network (ST-NN) for
travel time estimation was proposed in paper [25]. ST-NN
first uses the discrete latitude and longitude of the starting
point and destination as input to predict the travel distance,
then the forecast result is combined with time information to
estimate travel time.

Reference [26] migrates the wide-deep learning model in
the recommender system. The model mainly includes wide
module, deep module, and recurrent module. The features
are also divided into three parts: continuous features, discrete
features and trajectory features. Continuous and discrete fea-
tures are processed by thewide and deepmodules. Trajectory
features are processed using the recurrent module. Refer-
ence [27] uses GPS data from mobile phones or other probe
vehicles. It introduces amethod to predict the probability dis-
tribution of travel time on an arbitrary route in a road network
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at an arbitrary time.Reference [28] gives a clear classification
of the travel time prediction problem. It is believed that local
traffic conditions are closely related to the type of land and
building conditions here, and a multi-task end-to-end learn-
ing framework was designed to learn travel time. Reference
[29] believes that the previous prediction models are all for
one vehicle type, such as taxi prediction, and ignore other
types of data. Therefore, this paper uses trajectories gener-
ated by different types of vehicles to fusion training to predict
travel time. Reference [30] combines statistical learning and
deep learning, using three hierarchical probability models to
predict travel time distribution and reconstruct travel paths, it
achieved the best results onmultiple datasets. Reference [31]
is the travel time prediction model proposed by AutoNavi,
which uses the planned traffic flow in the user’s travel inten-
tion as an approximation of the actual future traffic flow. This
method can effectively obtain the flow characteristics, but the
data needs to be obtained in real-time and cannot be popu-
larized in real applications. Reference [32] proposes hybrid
LSTM and sequential LSTM method based on LSTM neu-
ral networks with self-attention mechanism. By introducing
self-attention into LSTM, the model is able to capture pat-
terns in location and time sequences in trajectory data.

2.2 Mapmatching

Map matching refers to the process of correctly projecting
the deviated latitude and longitude trajectory points of GPS
positioning onto the road to find the true trajectory during
travel. As the road network is becoming denser and there
are complex scenarios such as parallel and interchanges, it is
becoming more and more challenging to accurately project-
ing trajectory points to the road. According to the sampling
range of trajectory points, map matching algorithms are
mainly divided into two categories: local-based algorithm
and global-based algorithm. The local-based algorithm uses
a greedy strategy to expand the solution sequentially from
the matched part and try to find the local optimal point based
on the distance and direction similarity [33, 34]. The local-
based method is very efficient and is usually used in online
applications. But this method reduces the matching accuracy
when the sampling rate of the trajectory is low.

The goal of the global-based algorithm is to match the
entire trajectory with the road network considering both the
previous points and subsequent points. The global-based
algorithm is more accurate than the local-based method usu-
ally used for offline tasks such as mining frequent trajectory
patterns, but its efficiency is relatively low due to the entire
trajectory needs to be generated [35, 36]. Later, reference
[37] proposed to use both local and global information to
process the sparse trajectory points, the algorithm first finds
the local candidate road segments within one circle of each
point in the trajectory and then processes it.

2.3 Graph convenlutional network (GCN)

At present, GCN is mainly divided into two categories,
one is spectral convolution, which performs convolution
transformation in the Fourier domain; the other is non-
spectral convolution, which performs convolution directly
on the graph. For spectral convolution, there are three main
progresses. In reference [38], the author proposed the rela-
tionship between convolution and Fourier transformation.
First, the product ismultiplied in the Fourier domain and then
the inverse Fourier transform is performed. Reference [39]
targets the three problems of reference [38] that each convo-
lution operation requires matrix multiplication and does not
consider spatial locality and all nodes must be considered
for each convolution. Reference [40], compared with the
method in reference [38], has made further improvements,
that is the depth of the model is deepened and the width is
reduced.

For non-spectral convolution, which is also called spatial
domain convolution, a lot of work has also been proposed.
Reference [41] proposed diffusion-convolutional neural net-
works (DCNN), which is mainly used for node classification
and graph classification tasks. Reference [42] proposed for
graph classification tasks, select some nodes to represent the
entire graph and select a specific number of neighborhoods
for each node, then convolve on the matrix composed of
each node and its neighborhood nodes. By incorporating the
attention mechanism in [43], the correlation between nodes
can be dynamically calculated, and the model can be learned
directly or inductively.

On the whole, spectral convolution has a complete set of
theoretical support, but sometimes it is limited by the lapla-
cian operator; non-spectral convolution is more flexible, and
the difficulty is how to choose the right quantification area.

3 Methodology

3.1 Notation

In order to describe our approach, we first define some vari-
ables.

T the trajectory of trip refers to a sequence
of geographical GPS points.

pi GPS points in trip.
pi .lon longitude of pi .
pi .lat latitude of pi .
ti timestamp of the i-th GPS point.
tp the travel time of a path(query q).
oq the origin of query q.
dq the destination of query q.
sq the departure time of query q.
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3.2 Preliminary

Definition 1 Trajectory The trajectory T of trip refers to
a sequence of geographical GPS points. That is, T =
{p1,p2...pn}, where n is the number of GPS points in trip,
GPS points pi contains longitude pi .lon , latitude pi .lat and
timestamps ti . Furthermore, for each trajectory we record its
external factors such as the starting time (Time ID), the vehi-
cle state (State ID), the weather condition (weather ID) and
corresponding driver (Driver ID).

Definition 2 Travel Time The travel time of a path is defined
as tp = tn−t1. The travel distance of the trip equals the accu-
mulation of great-circle distances between two consecutive
footprints. Therefore, given a query q = (oq , dq , sq ), our goal
is to estimate the travel time tp with a given origin oq ,desti-
nation dq , departure time sq , and the external features.

3.3 Data preprocessing

Vehicle trajectory data usually consists of vehicular id, depar-
ture time, and trajectory information. In the data processing
part, we divide the data into two categories: static data and
driving data. The driving data refers to the positions and the
corresponding timestamps that the vehicle passes through
during the driving process; static data is the data describ-
ing the travel of the vehicle except for driving information,

which does not change over time. As shown in Fig. 1, we cal-
culated the distributions of travel time between two pairs of
selected regions in Chengdu. Area A is the Chengdu railway
station, area B is the Kuanzhai Alley scenic area in Chengdu,
area C is a residential area, and area D is the Chunxi Road
commercial street. Figure 1(a) presents the travel time dis-
tribution from A to B, and Fig. 1(b) presents the travel time
distribution from C to D. It can be found that the travel time
distribution between the same two regions is very scattered,
and the prediction of future travel time based solely on the
data distribution is much challenging.

Specifically, we present the data processing procedure as
follows as follows: for static data, the data with missing val-
ues is first deduplicated to reduce the impact of noise data;
then the original time features are split into years, months,
weeks of year, days of year, hours of day, and minutes of
hour; the split time features and other static features are used
as input; For the driving data, the map-matching method is
used to map the data points to the road networks, then the
number of vehicles on each road segment in each period is
counted as the proxy for the traffic flow. During the original
data collection process, we sampled the data at equal time
intervals. If the samplings are used directly, the model can
calculate the travel time by calculating the number of sample
points along the route, which may make the model over-
fitting. Therefore, we re-sample the data at equal distances

Fig. 1 Two examples of travel time distribution.(a) Travel time distribution from area A to area B.(b) Travel time distribution from area C to area D
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and calculate the time of the corresponding position through
linear interpolation. For the time of the trajectory points, we
also embed them as a part of inputs.

3.4 TransETA

The network structure of the proposed TransETA is shown in
Fig. 2, which is mainly composed of input feature transfor-
mation module, ETA-Transformer module, and deep forest
module. The input feature transformation module uses GCN
to extract road flow characteristics; the deep forest module
processes static data; the ETA-Transformer module mainly
processing feature extraction on dynamic trajectory data.

3.4.1 Input feature transformation

For traffic networks, the traffic flows allocate only in the
network of traffic roads, and the rest area of the city may
not need to be considered. Taking the road network topol-
ogy into consideration, GCN is applied to extract the traffic
flow features. The graph structure of GCN is very consistent
with the road network structure, and it has enough ability to
extract the features of traffic flow networks. The road flow
data obtained from data preprocessing is used as the input
of GCN. We abstract each road segment as a node in the
graph. If two road segments are connected, then there is an
edge connecting between the two nodes. The flowof this road
segment in the current period is used as the current feature of
the node. Figure 3 depicts an example of road flow at 8 am

and 3 pm. The shade of the color indicates the traffic flow at
the current moment. For each node, we take its neighboring
nodes’ information to update the representation of this node.
Through the GCNmodule, the traffic information of the road
segment passes through the 5 layers GCN unit. The vector
learned from the current road segment is used as an input of
the ETA-Transformer module, as shown in Fig. 4.

The driving data has both periodic and non-periodic
characteristics. During the processing, the road flow stays
unchanged within the selected time interval, and will not
vibrate due to randomness. Based on these features, it is
suitable to process the time information of each trajec-
tory point in the driving data with Time2Vec. Compared
with the traditional method of designing time windows,
Time2Vec is simple and convenient and does not require too
much domain knowledge. The model can effectively convert
dynamic timing into static vectors for subsequent applica-
tions. The calculation principle of Time2Vec is described as
follows:

t2v(τ )[i] =
{

ωiτ + ϕi , if i = 0.
F (ωiτ + ϕi ) , if 1 ≤ i ≤ k

(1)

where τ represents the original features of the time series,
ϕ and ω are the weight coefficients to be learned, F is the
periodic activation function, and the sine function k is usually
used to represent the Time2Vec dimension. Periodic mode is
captured when i equals 0, and non-periodic mode is captured

Fig. 2 The overall architecture of TransETA. Themodel is composed of three parts: Input feature transformationmodule, ETA-Transformermodule,
and Deep Forest module
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Fig. 3 The road flow changes at
8 a.m. and 3 p.m., the shade of
the color indicates the amount of
traffic

when i in the range [1, k]. The vector processed by Time2Vec
is also used as an input of the ETA-Transformer module.

3.4.2 ETA-transformer module

The ETA-Transformer module is shown in the right part of
Fig. 2, which is divided into two parts: encoder and decoder.
Compared with the LSTM-based network, the transformer
can directly capture the long-distance dependence in the
sequence and effectively reduce the training time through
the parallel strategy.

In the encoder module, we use 5 identical units. Each unit
includes two components:multi-head self attention andFCN.
The transformed trajectory data is input into multi-head self-
attention. Previously extracting sequence features mainly
used CNN and RNN modules, and CNN-based method
assumes that local information depends on each other. Local
feature information is extracted from the data according to
the size of the convolution kernel, but global information
cannot be extracted; The core of the RNN-based method is
long-distance dependent and keep the information flowing in
the process of dissemination, however since the information
flow must be executed sequentially from the beginning to
the end, it cannot be parallel processed. Multi-kernel method
in CNN can consider larger spatial information on the same
layer. The self-attention method considers both the spatial
and temporal traffic information at the same time. Similar to
the multi-kernel method in CNN, multi-head attention can
learn not only the auto correlation of the historical data, but

also the cross correlation of the spatial data. The three mech-
anisms are illustrated shown in Fig. 5.

We use multi-head self-attention to learn the trajectory
data information output by the input feature module, where
Q, K , V are all linear mappings to the input X , dk is the
dimension of the key vector.

Attention (Q, K , V ) = softmax

(
QKT

√
dk

)
V (2)

A very important innovation of transformer is the use of posi-
tion encoding, which encodes different positions to a certain
extent. The obtained vector X with information of driving
data is linearly encoded differently in different positions, and
we derive matrices of Q, K , and V as follows:

Q = X · WQ
i (3)

K = X · WK
i (4)

V = X · WV
i (5)

where Q, K , and V focus on different positions of the input
vector X , that is having different attentions on the spatial
and temporal information of road flows and timestamps.
Transformers uses the attention mechanism to construct the
features of each vector of traffic driving information, so as
to find out the important parts of the traffic information, and
build up the relevance of the vector, thus to extract the cor-
relation of the spatial and temporal information of traffic

Fig. 4 Use GCN to learn road flow characteristics
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Fig. 5 Comparing CNN,Self-Attention and Multi-Head Attention

networks. For head i of multi-head, first processed by linear
transformation using matrix Wi and then go through Atten-
tion.

Ṽi = Attention(Qi , Ki , Vi ) (6)

Next, we concatenate multiple head i , using linear transfor-
mation viamatrixWo to get the final output of themulti-head.
The overall feature obtained with different attentions is only
the sum of linear transformations of all traffic data features,
which are weighted according to their importance or focuses.

Ṽm = MultiHead(Q, K , V ) = Concat(Ṽ1, ..., Ṽa)W
o (7)

The output ofmulti-head self-attention first process byReLU
activation function and then input into the fully connected
network FCN.

om = W2 max
(
0,W1Ṽm + b1

)
+ b2 (8)

where max(0, ·) is the ReLU activation function, W1 and b1
are the linear parameters for the output of multi-head self-
attention,W2 and b2 are the parameters for the FCN. Finally,
the encoded vector is input to the multi-head attention part
of the decoder.

The decoder part is similar to the encoder. Five identi-
cal units are used in the model. Each unit has one more
multi-head attention than the encoder to build the correlation
between the output of the encoder and the decoder. Com-
pared with the encoder, the multi-head self-attention value
after calculating position i is set to −in f . Because the atten-
tion of i position cannot depend on the sequence after i . The
final output vector of the decoder will determine the final
result together with the output of the deep forest module.

3.4.3 Deep forest module

Deep forest [44] is a tree-based ensemble model. In [44],
it believes the effectiveness of deep learning is mainly
attributed to three strategies: multi-layer information pro-

cessing, feature conversion, and sufficient complexity. How-
ever, the method based on deep learning have numerous
parameters. So, deep forest tries to overcome the drawbacks
of deep learning, which not only has an effective strategy as
deep learning, but also solves some of the shortcomings of
deep learning. The model mainly includes two parts: multi-
grained scanning and cascade forest. Since deep forest is
good at dealing with different data from different domains
and is robust to hyper-parameter settings, it is selected to learn
the features of static traffic data in urban traffic networks.

The deep forest is mainly used to process static data here.
First, we input static data to the multi-grained scanning part.
For sequential data, assuming that the input feature has 400
dimensions, a sliding window with a size of 100 is used
to extract the feature by sliding on the original data. After
the single-step sliding is completed, 301 feature vectors are
obtained. For spatial data, such as a picture with a size of
20*20, 121 feature vectors are obtained after using a sliding
window of 10*10, then the features input into the multi-
granularity forest. There are two types of forest: one is a
random forest, and the other is a complete random forest.
The difference lies in whether the split feature and thresh-
old are randomly selected. Finally, cascade the output of the
vector by the two forests to get the output.

The cascading forest is a hierarchical sequential structure,
the output of the previous layer is the input of the next layer.
The output of the 4 forests and the original feature vector of
the input are cascaded as the input of the next layer. Finally,
the output vector is obtained by averaging the output of the
4 forests in the last layer.

4 Experiments

4.1 Data description

(1) Chengdu dataset: The data includes 9,737,557 trajecto-
ries of 14,864 Chengdu taxis in August 2014. The shortest
trajectory has only 11 trajectory points (2km). The longest
trajectory includes 128 trajectory points (41km). The data is
sampled at 60-second intervals.
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(2) Porto dataset: The data includes the trajectories of 442
taxis in Porto, Portugal, from July 1, 2013 to June 30, 2014.
The trajectory data is sampled at 15-second intervals.

The two trajectory datasets are different in some static
features. The Chengdu dataset has features such as taxi ID
and passenger status, while the Porto dataset has features
such as travel ID and date type. The processing method is to
embed the discrete feature into the vector and then use it as the
subsequent input. The statistical information of the datasets
is shown in Table 1. The study area and part distribution of
raw GPS data are presented in Figs. 6 and 7.

4.2 Baselinemethods

In the experiment, TransETA is compared with the following
methods:

1. XGBoost: XGBoost is currently the most popular tree-
based ensemble learning model. The method based on
XGBoost is widely used in data competitions and indus-
try because of its excellent result and fast training
speed [10].

2. LSTM: LSTM is currently the most popular method for
processing sequential data [13]. A pieces of work has
used LSTM to estimate the travel time in freeways and
urban road networks [45].

3. TEMP: This method estimates the travel time of the cur-
rent trajectory by averaging all historical travel timeswith
similar starting point and destination. Calculate the scale
factor based on the relative time speed reference value in
the time change of the average speed of all trips in the
city [21].

4. DeepTTE: A recently proposed end-to-end deep learn-
ing prediction method. The model in the paper is divided
into three parts: spatio-temporal module, attribute mod-
ule, and multi-task learning module. The time and space
dependence of the original trajectory point is learned
through the trajectory information [24].

5. DeepGTT:Combining statistical learning and deep learn-
ing together, DeepGTT uses three hierarchical prob-

Table 1 The statical information of the datasets

Dataset Chengdu Porto

# vehicles 14864 442

Average travel time 1282s 749s

Travel time std 1612s 593s

Average travel distance 5.98km 5.79km

# days for training 21 273

# days for testing 7 90

ability models to predict travel time distribution and
reconstruct travel paths [30].

4.3 Experimental settings

In the static feature input module, we embed the “month”
feature as a 4-dimensional vector, the “day” feature as a 10-
dimensional vector, the “hour” as an 8-dimensional vector,
“minute” is embedded as a 15-dimensional vector. “driver
ID” is embedded as an 8-dimensional vector and for the
second-class features of “passenger carrying status” using
one-hot encoding it.

In the deep forest module, we set the number of bins to
255, i.e., n_bins = 255, the number of samples per bin to
200000, i.e., bin_subsample = 2e5, the maximum number
of cascading layers in depth in the deep forest to 20, i.e.,
max_layers = 20, the number of estimators per cascading
layer to 3, i.e., n_estimators = 3, and the number of trees per
estimator to 100, i.e., n_trees = 100. In the TransETA mod-
ule, 8 heads are used. For each heads query vector and key
vector dimension dk = 64, value vector dv = 64. The output
dimension in the fully connected layer is d = 512. For the
training process, we use Adam optimizer, learning rate =
1e-3, batch si ze = 64, units_num = 5, and the learning
rate is reduced by 2 times after every 2 epochs. To obtain
converged results, the number of iterations for model train-
ing varies for individual models and different datasets. All
methods use python 3.6.4 environment and PyTorch 1.2.0
framework to train on GeForce RTX 2080Ti.

We use mean absolute error (MAE) and mean absolute
percentage error (MAPE) to evaluate the performance of the
model.

MAE(T , T̂ ) = 1

N

N∑
i=1

‖Ti − T̂i‖ (9)

MAPE(T , T̂ ) = 1

N

N∑
i=1

‖Ti − T̂i‖
Ti

× 100% (10)

Among them, Ti represents the real travel time, T̂i repre-
sents the predicted value of the model, and N represents the
number of trajectories in the test set.

4.4 Analysis of results

The experimental results are shown in the Table 2, and the
best experimental results are highlighted in bold. It can be
found that our method achieved the best performance on
the two datasets of Chengdu and Porto. Compared with
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Fig. 6 Region and spatial distribution of GPS footprints in Chengdu

the TEMP, XGBoost, and LSTM methods, both MAE and
MAPE metrics have dropped dramatically. Among the base-
line models on the Chengdu dataset, DeepTTE achieved the
best results. Compared with DeepTTE, our method reduces

MAE by 6.19 seconds and MAPE by 2.34%; Among the
baseline models on the Porto dataset, DeepGTT achieved the
best results. Compared with DeepGTT, our method reduces
MAE by 8.73 seconds and MAPE by 3.64%.

Fig. 7 Region and spatial distribution of GPS footprints in Proto
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Table 2 The comparison result
on Chengdu and Porto Dataset

Dataset Metrics TEMP XGBoost LSTM DeepTTE DeepGTT TransETA

Chengdu MAE(s) 284.21 254.09 278.50 190.53 195.08 184.34(↓6.19)
MAPE(%) 22.87 18.51 21.73 13.07 15.91 10.73 (↓2.34)

Porto MAE(s) 235.89 213.62 242.16 148.26 143.65 134.92 (↓8.73)
MAPE(%) 28.21 25.76 30.15 20.15 19.78 16.14(↓3.64)

The bold entries is used to emphasize that our proposed method has the best performance compared to other
methods

10 tripswere randomly selected from theChengdudataset,
and the predicted and actual values are shown in Fig. 8. The
horizontal axis of the image represents the sampling points,
the vertical axis represents the travel time in seconds, and the
number on top of the bar graph represents the absolute value
of the difference between the true value and the predicted
value. From trip 1 to trip 10, they are sorted according to
the travel time from small to large. We can observe that with
the increase of travel time, the error shows an increasing
trend,which indicates thatwith the increase of travel time, the
uncertain factors in the vehicle operation process increase,
and the difficulty of forecasting gradually increases.

To verify the effectiveness of eachmodule of the proposed
model, we conducted ablation experiments on TransETA to
verify the effectiveness of each module.

(1) w/o GCN: Removed GCN to extract road flow infor-
mation part, the input feature transformation module only
contains trajectory longitude and latitude data and trajectory
time data processed by Time2Vec.

(2) w/o DF: Using multi-layer perceptron instead of deep
forest module to process static data.

(3) w/o Tr: Using LSTM instead of ETA-Transformer
module to process trajectory data.

The experimental results are shown in the Table 3. After
removing theGCNmodule, theMAEandMAPEmetrics sig-
nificantly rise, indicating that the GCN learned the changes

Fig. 8 Predicted and actual values of 10 trips in Chengdu dataset

in road traffic flow. For example, on the Chengdu dataset,
our proposed ETA-Transformer method achieved an MAE
of 184.34s. After removing the GCN feature extraction mod-
ule, the MAE increased to 192.15, indicating that adding
GCN improves the performance of our model. In addition,
we observed that removing the GCN module resulted in a
more significant performance drop compared to the other
two modules, suggesting that feature extraction is crucial for
time series prediction. The addition of road traffic flow infor-
mation with the framework of GCN significantly improved
the prediction results. After the deep forest module in w/o
deep forest is replaced by MLP, the performance of the
adapted method decreases, indicating that deep forest can
better learn static feature information compared with MLP.
This is because deep forest is good at dealing with different
data from different domains and is robust to hyper-parameter
settings. By substituting the ETA-Transformer module with
LSTM, the ETA-Transformer module can better find the cor-
relationbetween the spatial and temporal trafficnetworkdata,
and thus has a better prediction performance. The results
demonstrate that the three components of GCN, deep for-
est and transformer all improved performance of TransETA
model.

Further, we compare the performance of DeepTTE, Deep-
GTT, and TransETA from multiple dimensions on the two
datasets. Figures 9 and 10 present theMAPE changewith dif-
ferent travel time and travel distance respectively,Weobserve
that: (1) under different travel time and distance, the perfor-
mance of the TransETA model is better than DeepTTE and
DeepGT; (2) with the increase of travel time, the prediction
errors of the three models all increase to varying degrees, but
TransETA is more stable than the other two methods, while
DeepTTE and DeepGTT perform poorly on long-term trips;
with the travel distance increases, the MAPE shows a down-
ward trend, which indicates that the increase in the distance
leads to a gradual increase in the absolute error of the fore-
cast but a gradual decrease in the relative error; (3) Chengdu
and Proto have different sensitivity to different travel times
and distance. Compared with the Proto dataset, the Chengdu
dataset fluctuatesmore in different periods and Proto changes
slightly.

Figure 11 presents the estimation error per hour, allmodels
show relatively weak performance during the peak hours due
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Table 3 Comparison of
TransETA ablation experiment
results

Dataset Metrics w/o GCN w/o DF w/o Tr TransETA

Chengdu MAE(s) 192.15 187.39 189.64 184.34

MAPE(%) 14.62 11.93 12.55 10.73

Porto MAE(s) 144.33 137.47 140.52 134.92

MAPE(%) 19.97 17.91 19.06 16.14

The bold entries is used to emphasize that our proposed method has the best performance compared to other
methods

to the traffic congestion in the Chengdu dataset. Even so,
TransETA generates better estimation than comparedmodels
during all the day. In the Proto dataset, the performance is
stable in all periods.

We also analyzed the selection of hyperparameters in
the model, the hyperparameter performance heat map of
Chengdu dataset and Proto dataset are shown in Figs. 12 and
13 respectively. max_layers and n_estimator are the main
parameters of the deep forest module, learning_rate and
units_num are the main parameters of the TransETA mod-
ule. Grid search is performed on the parameter candidate set
to find the best combination of parameters.

In terms of data processing, the static and dynamic data
of road networks are divided, and graph convolutional neural

Fig. 9 Changes of MAPE for trajectories with different travel time.
(a) Chengdu (b) Proto

networks (GCN) are employed to extract temporal and spa-
tial information from the road network. To prevent overfitting
on the time series data, an equidistant resampling technique
is applied, where linear interpolation is used to compute
the corresponding time for each sample. The model incor-
porates Transformers to accelerate training and effectively
handle long-term dependencies. Therefore, theoretically, the
proposed method can provide accurate point-to-point travel
time prediction. However, in practice, training such a model
requires a large amount of road network data, and the road
network conditions vary across different cities, thus when
the model is applied to a new city, the algorithm needs to be
adapted based on new data.

Fig. 10 Changes of MAPE for trajectories with different
travel distance. (a) Chengdu (b) Proto
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Fig. 11 Changes of MAPE for trajectories with different
departure time. (a) Chengdu (b) Proto

5 Conclusion

In this work, we propose a new model TransETA to pre-
dict the travel time of vehicles. The model consists of three
modules: the input feature transformation module uses GCN
to extract road flow characteristics, the deep forest mod-
ule mainly processes static data, and the ETA-Transformer
module mainly processing feature extraction on dynamic tra-
jectory data. The utilization of graph convolutional neural
networks (GCN) enables the extraction of state information

from the road network. As road networks possess inher-
ent graph structures, GCNs can effectively extract features.
Transformers are capable of capturing long-term dependen-
cies in time series more efficiently and can reduce training
time through parallel strategies. For data processing, the
adoption of map-matching techniques maps data points
to the actual map and subsequently performs equidistant
resampling. Linear interpolation is applied to calculate cor-
responding time for the resampled data, thereby reducing the
extent of model overfitting. Then, we conducted experiments
on the Chengdu and Porto trajectory datasets, the experi-
mental results show that the proposed method is better than
other travel time prediction baselines, where the reduction of
MAE(s) reached up to 8.73%. Although, it is compared with
the state-of-the-art methods, the proposed method still has
non-negligible improvement for the performance. Finally,
the ablation experiment shows the effectiveness of each
module, the addition of road traffic flow features can effec-
tively improve the accuracy of prediction; Compared with
the method based on LSTM, the ETA-Transformer module
can effectively extract the correlation of features. Travel time
prediction can be used for taxi service, ride-sharing service,
emerging cases, like ambulance and fire trucks.

Even though comparatively good results are obtained in
this work, better prediction can always be achieved by taking
into consideration ofmore detailed travel information.More-
over, significant parameter tuning effort is required during the
experimental training process. Therefore, in the future, we
intend to improve this work in two aspects: (i) Multi-source
data fusion. The data currently used are mainly tabular data,
such as trajectory and road network data. Image and video
data will be further integrated to enrich the dimensions of the
data, the performance of the model will be improved through
multi-modal data. In addition, we would like to take into
consideration of more traffic information to further improve
the prediction accuracy, such as resident info, travel habits,
travel behavior, etc. (ii) The addition of hyperparameter
search algorithm. In the process of network design, param-
eter adjustment is time-consuming. Later, we will consider
introducing hyperparameter search and network architecture

Fig. 12 Hyperparameter
performance heat map of
Chengdu dataset
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Fig. 13 Hyperparameter
performance heat map of Proto
dataset

search method into the model to automatically find the best
network structure and the best combination of parameters.
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