
Applied Intelligence (2023) 53:27655–27703
https://doi.org/10.1007/s10489-023-04853-5

High utility itemsets mining from transactional databases: a survey

Rajiv Kumar1 · Kuldeep Singh2

Accepted: 29 June 2023 / Published online: 16 September 2023
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2023

Abstract
Mining high utility itemsets are the basic task in the area of frequent itemset mining (FIM) that has various applications in
diverse domains, including market basket analysis, web mining, cross-marketing, and e-commerce. In recent years, many
efficient high utility itemsets mining (HUIM) algorithms are proposed to discover the high utility itemsets (HUIs). This survey
presents a comprehensive summary of the current state-of-the-art HUIM approaches for transactional databases. This paper
categorises the state-of-the-art approaches as level-wise, tree-based, utility-list-based, projection-based and miscellaneous.
It provides the pros and cons of each category of mining approaches in detail. A taxonomy of the HUIM for transactional
databases is presented. The survey also summarises and discusses approaches for other types of databases, including on-shelf,
dynamic and uncertain. The paper explores the applications of HUIM in diverse domains and discusses the challenges and
limitations of the approach. It presents an overview of 16 real-world which are utilized by various state-of-the-art HUIM
approaches for transactional databases. Overall, this survey provides a valuable resource for researchers in the field of HUIM
and offers insights into future directions for research and development in this area.

Keywords Data mining · High utility itemsets mining · Transactional datasets · Utility mining · Pattern mining ·
Sequential patterns

1 Introduction

In past decades, many approaches have been extensively
studied to mine the interesting patterns such as FIM (Fre-
quent Itemsets Mining) [1], and SPM (Sequential Pattern
Mining) [2]. FIM extracts the patterns that have frequency
or support values no less than the user-specified minimum
threshold in a database. Traditional FIM algorithms consider
each item equally in the database by assuming whether the
item is appeared in the transaction or not. They assume the
quantity is either 0 or 1 and utility of each item is always 1.
But, in most of the applications, the frequent itemsets con-
sist only a less fraction of the total profit, while non-frequent
itemsets generate a larger portion of the profit. Hence, the
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retail businesses do not get significant benefits from these
methods.

To overcome the limitations of FIM algorithms, various
HUIM (High Utility Itemsets Mining) algorithms [3, 4] have
been proposed that measure the usefulness (or interesting-
ness) of the items. The objective of the HUIM is to mine the
HUIs (High Utility Itemsets) which generates high profit.
The utility is defined as the measurement of the usefulness
of an itemset. Utility values of items in a transaction database
consist of two parts: the item profit (external utility) and the
quantity of the item in one transaction (internal utility). The
utility of an itemset is defined as the external utility multi-
plied by the internal utility. HUI mining facilitates crucial
business decisions to maximize revenue, minimize market-
ing expenditure, and reduce inventory.

The HUIM algorithms have various applications, for
example, market basket analysis [5], web click-stream analy-
sis [6], web mining [7], cross-marketing [8], gene regulation
[9], mobile commerce environment [10], e-commerce [11],
etc. However, it is a challenging and complex task tomine the
HUIs because it does not hold the DCP (Downward Closure
Property)1. It means that a super-set of low utility itemsets

1 A k-itemset is HUIs only if all of its sub-itemsets are HUIs.
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may be high utility itemsets. Hence, it is difficult to prune
the search space of themining process. A brute-forcemethod
can solve this problem that enumerates all itemsets from a
database (i.e. use the principle of exhaustion). Obviously,
this suffers from a combinatorial explosion, especially for
databases containing many long transactions or for low min-
imum utility thresholds. Therefore, effectively pruning the
search space and efficiently capturing allHUIswith nomisses
are crucial aspects of HUI mining.

To resolve this problem, Liu et al. [12] proposed Two-
phase algorithm that presented TWU (Transaction Weighted
Utilization) based anti-monotonic property2. Various algo-
rithms are presented on the basis of TWU model [13].
However, these algorithms generate numerous candidates
and need multiple database scans. To address these issues,
tree-based HUIM algorithms [14, 15] have been proposed
that avoid excessive candidates generation and test strategy
to mine the HUIs. However, they still produce too many
candidates and require more than one database scan. To over-
come these issues, utility-list-based algorithms [16–18] have
been proposed that avoid the excessive candidates genera-
tion and multiple database scans. However, they incur the
problem of costly join operations and inefficient memory
usage. To address these issues, projection-based algorithms
[13, 19] have been presented to enhance the effectiveness
of the mining process. To represent the concise and com-
pact representation of HUIs, closed HUIM algorithms [20]
are proposed to overcome the challenges of the conven-
tional HUIM approaches. Closed HUIM approaches mine
only those high utility itemsets that have no proper super-
set with the same support count. However, sometime they
consume high memory.

This article presents a survey of HUIM algorithms from
transactional databases. This survey emphasizes the classi-
fication of the existing literature, developing a perspective
on the area, and evaluating trends. As shown in Fig. 1, there
has been a rapid growth in the interest of HUIM in recent
years in terms of the number of research papers published.
Figure 1 shows the research articles published in recent years
in the area ofHUIM, includingHUIM fromon-shelf, sequen-
tial databases, uncertain databases, transactional databases,
dynamic databases and many others. However, this survey
presents a detailed analysis of HUIM approaches from trans-
actional databases.

Many surveys [21–28] exist on HUIsmining. In literature,
there are only three articles [22, 23, 28] that present a com-
prehensive review of HUIs mining algorithms. The major
contribution of the existing state-of-the-art surveys are dis-
cussed as:

2 If a set fails to pass a test, all the supersets will also fail the same test
as well.

Fig. 1 Year-wise number of papers published for “High Utility Item-
sets Mining”. The year-wise number of publication data are obtained
from Google Scholar. Note that the search phrase is defined as the sub-
field named with the exact phrase “utility pattern,” and at least one of
itemset\utility\pattern\sequential and utility pattern

• In 2019, Fournier-Viger et al. [21] presented a book for
HUIM and the chapters of the book covers different ways
to find HUIs as there are various type of data such as
transactional databases, incremental, dynamic, on-shelf
and sequential databases. One chapter mainly focuses
on transactional database-based approaches and includes
very few basic papers on transactional database-based
HUIs mining. It extensively explores three approaches:
Two-phase [12], pattern-growth [14] and FHM [17]
approach. Our work does not adhere only three
approaches, it covers and compare more than 60
approaches.

• The scope of the article [26] is very limited and only cov-
ers privacy-preserving-based utility mining. The study
[27] covers the incremental (dynamic) database-based
high utility itemsets mining. Similarly, [24] explains very
limited about the HUI mining and its main concern is
about the different types of databases such as volumi-
nous, dynamic, and continuous data with high speeds and
uncertainty. Later, Singh et al. [25] presented a survey on
High average-utility itemsets mining. All these [24–27,
29] are not related to HUIM for transactional databases.
We are not comparing theseworkswith ours because they
serve as inspiration for other data mining tasks.

• In 2019, Rahmati et al. [23] provide a systematic review
of basic HUIs mining techniques. It categories the meth-
ods into four parts, Apriori-like, pattern-growth-based,
utility-list-based and additional types of methods. It
reviewed only 20 approaches.

• In 2019, Gan et al. [28] present a general, very com-
prehensive overview of the state-of-the-art methods.
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It is very concise survey article that categorizes the
HUIs mining algorithms into four groups, Apriori-based,
tree-based, projection-based and new data format-based
algorithms. It surveys HUIM and high-utility sequen-
tial pattern mining approaches. It discusses only 26
approaches related to HUIM.

• In early 2020, Zhang et al. [22] present a brief sur-
vey which classifies the algorithms into five categories,
Apriori-based, tree-based, projection-based, list-based
and vertical& horizontal data-based algorithms. It is very
concise survey and only discussed the advantages, and
disadvantages of the current state-of-the-art methods.

All the existing surveys consider less number of
approaches compared to the last survey. Our survey is differ-
ent from the existing surveys [22, 23, 28] in various aspects.

• Our survey specifically focuses on HUIM for transac-
tional databases, however, existing surveys are general,
cover HUIM, and other aspects of HUIM.

• The existing surveys included less number of approaches
and they do not include approaches published in 2020 and
later years, however, our work covers more approaches
and included all methods to date.

• Ourworkpresents a detailed overviewalongwith the pros
and cons of all the current HUIM approaches whereas the
existing surveys are not as detailed.

• The existing surveys did not include a description of the
databases which are utilized byHUIM approaches. How-
ever, our survey included a detailed description of the
utilized databases which helps readers to find the rele-
vant databases for experimental results.

• Most of the existing surveys do not describe the applica-
tions, open-source resources, and detailed future research
directions. Ourwork presented applications, open-source
resources, and detailed future research directions.

This survey only includes the transaction-based algo-
rithms and gives a detailed overview of the existing algo-
rithms. Our paper is comprehensively focused on the level-
wise, tree-based, utility-list-based, projection-based HUIM
algorithms in the transactional databases while the other
survey papers do not extensively highlight the advance-
ments in this area. Moreover, all the above-discussed the
state-of-the-art works consider lesser algorithms than our
work. Furthermore, we have reviewed considerably the
other domains of HUIM such as incremental [27], neg-
ative utility [30], average-utility [25], multiple minimum
utility thresholds [31], data stream [32], on-shelf [33], peri-
odic and privacy-preserving [26] utility values while other
survey papers were not reviewed considerably. Our feature

representation is also completely different than the state-of-
the-art works.

This work provides a comprehensive survey of HUIM
algorithms from transactional databases that can serve as a
recent advancement and opportunity in the field of data min-
ing. The main contributions of this work are:

1. This paper presents a taxonomy of more than 60 state-of-
the-art HUIM approaches for the transactional database
that includes level-wise, tree-based, utility-list-based,
projection-based, and miscellaneous approaches.

2. It presents the detailed comparison tables of more than
60 approaches in various parameters i.e. phases, number
of database scans, utilized data structure, type of patterns
mined, searching type, utilized pruning strategies, type
of utility value, state-of-the-art algorithms, and the base
approach. This survey discusses the pros and cons of each
category of HUIM approaches in detail.

3. It also provides an in-depth summary and discussion of
other existing HUIM approaches including incremen-
tal, negative utility, average utility, soft computing using
HUIM,multipleminimumutility thresholds, data stream,
on-shelf, periodic, and privacy-preserving utility.

4. The survey briefly discusses 16 real-world databases. It
also discusses some open-source resources of HUIM.
Furthermore, the article presents research opportunities
and the future directions of the HUIM.

The rest of this paper is organized as follows: In
Section 2, we introduce the preliminaries’ definitions, prop-
erties, and applications. In Section 3, we categorize and
describe basic HUIM algorithms along with their pros and
cons. In Section 4, we discuss the other advance topics of
HUIM algorithms. In Section 5, we present some open-
source resources and transactional databases. In Section 6,
we discuss the research opportunities and future directions
of HUIM algorithms. Finally, we conclude the paper in
Section 7.

2 Preliminaries and applications

This section provides the preliminaries, important definitions
and applications of the high utility itemsets mining.

2.1 Preliminaries and definitions

Let I = {i1, i2, . . . , in} be a finite set of n distinct items.
Let the transactions t1, t2, . . . , tm occur in the transactional
database D, where each transaction tq ⊆ I . An itemset X is a
finite set of k items such that X ⊆ I , where k is the length of
itemset denoted as k-itemset. Each item i in the transaction tq
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Table 1 Transaction database

tid Transaction

t1 (b, 1), (c, 1), (d, 3)

t2 (a, 2), (c, 4), (b, 1)

t3 (a, 3), (b, 1), (d, 5), (e, 2)

t4 (b, 2), (c, 1), (e, 3)

t5 (a, 2)

t6 (b, 1), (d, 2)

t7 (a, 3), (b, 2), (d, 4), (e, 1)

t8 (a, 3), (d, 1), (e, 3)

has an internal utility denoted as iu(i, tq). Each item i in the
transaction tq is associated with the external utility denoted
as eu(i). The internal utility is simply the quantity of an item
purchased during the visit of the retail-shop or super-market.
Similarly, the external utility is price or profit of an item
as depicted in Table 2. A minimum utility threshold is set
according to the user preference, denoted as δ.

For example, the transaction database consists eight trans-
actions t1, t2, . . . , t8 as shown in Table 1 that will be used as
a running example. It consists five items a, b, c, d, e. The
external utility of each item is shown in Table 2. For exam-
ple, the transaction t3 consists four items a, b, d, e and has
internal utility 3, 1, 5, 2 respectively. The external utility of
a, b, c, d, e are 3, 2, 1, 4, 1 respectively.

Definition 1 Internal Utility of an item (iu(i, tq))
Each item i ∈ I in a transaction tq is associated with an

internal utility, denoted as iu(i, tq).
For instance, the internal utility of itemset {d} in t3 is 5 as

depicted in Table 1.

Definition 2 External Utility of an item (eu(i))
Each item i ∈ I is associated with an external utility,

denoted as eu(i).
For instance, the external utility of itemset {d} is 4 as

shown in Table 2.

Definition 3 Utility of an item (u(i, tq))
The utility of an item i ∈ tq is denoted as u(i, tq) and is

defined as:

u(i, tq) = iu(i, tq) × eu(i) (1)

For instance, the utility of itemset {d} in t3 is computed as:
(d, t3) = iu(d) × eu(d) = 5 × 4 = 20. The utility value

Table 2 External utility value

Items a b c d e

External Utility 3 2 1 4 1

Table 3 Transaction utility of the running example

tid Transaction Utility tu

t1 b, c, d 2, 1, 12 15

t2 a, c, e 6, 4, 1 11

t3 a, b, d, e 9, 2, 20, 2 33

t4 b, c, e 4, 1, 3 8

t5 a 6 6

t6 b, d 2, 8 10

t7 a, b, d, e 9, 4, 16, 1 30

t8 a, d, e 9, 4, 3 16

of all the items for the running example is depicted in 2nd

column of Table 3.

Definition 4 Utility of an itemset in the transaction (u(X,tq))
The utility of an itemset X in the transaction tq , X ⊆ tq ,

is denoted as u(X , tq) and is defined as:

u(X , tq) =
∑

i∈X∩X⊆tq

u(i, tq) (2)

For example, the utility of an itemset {a, d} in t3 is calculated
as: u({a, d}, t3) = (3 × 3) + (5 × 4) = 29.

Definition 5 Utility of an itemset in the transactional
database (u(X))

The utility of an itemset X in the transactional database
D is denoted as u(X) and is defined as:

u(X) =
∑

X⊆tq∈D
u(X , tq) (3)

For example, the utility of an itemset {a, d} in the transac-
tional database D is calculatedas: u({a, d})=u({a, d}, t3)+
u({a, d}, t7) + u({a, d}, t8) = 29 + 25 + 13 = 67.

Definition 6 Transaction utility (tu(tq))
The transaction utility of a transaction tq is denoted as

tu(tq) and is defined as:

tu(tq) =
∑

i∈tq
u(i, tq) (4)

For example, transaction utility of t3 is calculated as:
tu(t3) = u(a, t3) + u(b, t3) + u(d, t3) + u(e, t3) = 9 +
2 + 20 + 2 = 33. The tu value of all the transactions is
shown in the fourth column of Table 3.

Definition 7 Total utility of a transactional database (tu(D))
The total utility of a transactional database D is denoted

as tu(D) and is defined as:

tu(D) =
∑

tq∈D
tu(tq) (5)
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Table 4 High utility itemsets of
the running example

Itemset Utility Support count Itemset Utility Support count

{a} 39 5 {c, d} 13 1

{b} 14 5 {d, e} 46 3

{d} 60 5 {a, b, d} 60 2

{a, b} 24 2 {a, b, e} 27 2

{a, d} 67 3 {a, d, e} 83 3

{a, e} 40 4 {b, c, d} 15 1

{b, d} 66 4 {b, d, e} 45 2

{b, e} 16 3 {a, b, d, e} 63 2

For example, the total utility tu(D) of the transactional
database D is calculated as: tu(D) = tu(t1) + tu(t2) +
tu(t3) + tu(t4) + tu(t5) + tu(t6) + tu(t7) + tu(t8) = (15+
11 + 33 + 8 + 6 + 10 + 30 + 16) = 129.

Definition 8 High Utility Itemset (HUI)
An itemset X is called to be high utility itemset (HU I )

in a transactional database D if it satisfies the following
condition:

HU I ←−
∑

X⊆tq∈D
u(X , tq) ≥ δ × tu(D) (6)

For example, theminimum utility threshold δ is set to 10%.
In the running example, the itemset {d} is an HU I in a trans-
actional database D because the utility of itemset {a, d} is
u(a, d) = 29, as (29 > δ × tu(D)(= 10% × 129 = 12.9)).
On the other hand, the itemset {a, c} is not an HU I because
u({a, c}) = 10 as (10 < 12.9). All the HUIs of the running
example are shown in Table 4.

Definition 9 Transaction weighted utility of an itemset
(TWU (X))

The transaction weighted utility (TWU) of an itemset X
is denoted as TWU (X) and is defined as:

TWU (X) =
∑

X⊆tq∈D
tu(tq) (7)

For example, TWU of itemset {d} is calculated as: TWU (d)

= tu(t1)+ tu(t3)+ tu(t6)+ tu(t7)+ tu(t8) = 15+33+10+
30 + 16 = 104. Similarly, TWU (a, d) = tu(t3) + tu(t7) +
tu(t8) = 33 + 30 + 16 = 79. The TWU values of all the
single length items for the running example are shown in
Table 5.

Problem statement: Given a transaction database D and
a user-specified minimum utility threshold δ, the objective of
the HUIM is to discover the complete set of items that have
utilities no less than the minimum utility count (δ × tu(D)).

It is a challenging task to prune the search space in the
HUIM because the downward closure property of ARM [1,

34] does not hold for the utility measure of an item in the
database. To address this issue, the TWDCP (Transaction
WeightedDownwardClosure Property) [12] is proposed that
is based on the following definitions.

TWU based pruning strategy

The following properties related to TWU measure are used
to prune the search space that are defined as:

Property 1 Overestimation. The TWU of an itemset X is
higher than or equal to its utility [12] and is defined as:
TWU (X) ≥ u(X)

For instance, TWU (d) is 104 and u(d) is 60. Similarly,
TWU (a, d) is 79 whereas u(a, d) is 67.

Property 2 Anti-monotone. The TWU of an itemset follows
the anti-monotone property [12] and is defined as: let X and
Y be two itemsets and X ⊂ Y , then TWU (X) ≥ TWU (Y )

Property 3 Pruning. Let X be an itemset. If TWU (X) ≥
(δ × tu(D)), then the itemset X is a candidate high utility
itemset, otherwise, X is a low utility itemset.

Definition 10 HTWU I (High Transaction Weighted Uti-
lization Itemsets (HTWU (D)(X))

An itemset X is HTWU I in a transactional database D
if it satisfies the following condition:

HTWU I (X) = HTWU (D)(X) ≥ δ × tu(D) (8)

For example, the itemset {a, b} is HTWU I in the trans-
actional database D as TWU ({a, b}) = tu(t3) + tu(t7) =
(11+13) = 24 as (24 > (10%×129 = 12.9)). On the other
hand, the itemset {a, c} is not HTWU I as TWU ({a, c}) =
tu(t2) = 10 as (10 < 12.9).

Table 5 TWU value of the items

Items a b c d e

TWU 96 96 34 104 98
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Property 4 TWDCP (Transaction Weighted Downward
Closure Property). The TWDCP indicates that if an itemset
X is not an HTWU I , then itemset X and its all supersets
are low utility itemsets.

Using the TWDCP property of TWU, many HUIM algo-
rithms [12, 15] are proposed that significantly prune the
search space and eliminate the numerous unpromising can-
didates from the search space. These algorithms consist of
two phases. During the first phase, they discover all HTWUIs
from the transactional database, while the HUIs are obtained
from the set of HTWUIs in the second phase. Although these
algorithms mine all the HUIs, but they may generate a large
number of candidates in phase one that degrade the overall
performance of the mining process. To overcome this prob-
lem, many closed HUIM algorithms [20] are proposed that
provide a concise and lossless representation of HUIs. These
are referred as CHUIs (closed HUIs). For more information,
the readers may refer to the closed itemsets in [35, 36].

Definition 11 Support count of an itemset (sc(X))
The support count of an itemset X is the number of trans-

actions containing X in D and is denoted as sc(X). The
support of itemset X is denoted as s(X) and is defined as:

s(X) = sc(X)

|D| (9)

The complete set of all the itemsets in D is denoted as L
and is defined as:

L = {X |X ⊆ I , sc(X) > 0} (10)

For instance, the support count of itemsets {d} and {abd}
are, respectively, 5 and 2. The support of itemsets {d} and
{abd} are 5/8 = 0.625(> 0) and 2/8 = 0.25(> 0) respec-
tively.

Definition 12 CHUIs (Closed High Utility Itemsets)
An itemset X is CHUIs if it is HUIs and there does not exist

any HUIs itemset Y such that X ⊂ Y and sc(X) = sc(Y ).
As compared to the HUIs shown in Table 4, itemset {a, b},

{a, b, d}, {a, b, e} and {b, d, e} are not CHUIs because these
itemsets are the subset of the itemset {a, b, d, e}with the same
support count which is 2. Similarly, itemset {a, d} and {d, e}

are the subset of {a, d, e} with the support count 3. And,
itemset {c, d} is the subset of {b, c, d}. Table 6 shows all the
CHUIs for the running example.

2.2 Applications of high utility itemsets mining

In this section, we briefly discuss various applications of
HUIM.

Market basket analysis

The market basket analysis [5] is a data mining technique
that is used to analyze the data from large databases such as
purchase history, to know the product grouping and products
that are often purchased together. It considers the data across
their various stores and purchases from different customer
groups at different times. It is useful to increase the sales and
customer satisfaction. It provides more benefits to retailers
and makes the shopping experience more valuable and pro-
ductive for the customers. The HUIM approaches obtain the
utility of each itemset that can be predefined based on the
user preferences. Hence, HUIM approaches [5, 37] are quite
useful in the market basket analysis to obtain the detailed
information about the purchasing behavior of the customers.

Web click stream analysis

Web click stream analysis [38] provides a rich set of click
streams data. It includes the visited pages, time spent on each
page and detailed history of web pages. Detailed analysis is
used to report user behavior on a specificwebsite. TheHUIM
approaches candiscover valuable items and information from
the website click-streams [38].

Webmining

Web mining [39] is a data mining technique that auto-
matically discovers useful knowledge from the world wide
web and its usage patterns. It improves the power of web
search engines by identifying the web pages and web docu-
ments. It is used to predict the user behavior. For example,
Yahoo and Google are the powerful web search engine. The
HUIM approaches discover the high utility itemsets from the

Table 6 Closed high utility
itemsets of the running example

Itemset Utility Support count Itemset Utility Support count

{a} 39 5 {b, e} 16 3

{b} 14 5 {a, d, e} 83 3

{d} 60 5 {b, c, d} 15 1

{a, e} 40 4 {a, b, d, e} 63 2

{b, d} 66 4
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web-log such as high utility traversal items [40] and high util-
ity access items [39]. These approaches are quite useful to
improve web services, web browsing, and web pages.

Cross marketing

Cross marketing [32, 41, 42] helps to identify the customer
purchasing behavior, improves customer service, enhances
sales, focuses on customer retention and reduces the cost of
businesses. Gan et al. [5] design a novel method to extract the
non-redundant correlated purchase behaviors by considering
the utility and correlation factor that result in high recall value
and accurate precision.

Gene regulation

The gene regulation [9] technique is used to acquire infor-
mation about the sequence structure, gene interaction and
genetic pathway. This information significantly comple-
ments the analysis of any data and improves its results. The
HUIM approach [43] is used to obtain promising gene reg-
ulation patterns from large gene expression data. It is useful
to discover new drugs for health care.

E-commerce

E-commerce [11] warehouse management significantly
improves the efficiency of the warehouse operations and
improves the customer service. The proposed method [44]
solves the item storage assignment problem by using the
top-k HUIM method and a heuristic algorithm. Similarly,
mobile commerce environment [10, 15] is useful to discover
the sequential purchasing patterns (or mobile sequential pat-
terns) by the movement of the path with the purchasing
transactions. It is also useful to analyze andmanage the online
shopping websites. Yun et al. [45] proposed a method that
integrates the movement of the path with the sequential pat-
terns to discover the mobile sequential patterns.

Although there are plenty of applications of HUIM in the
field of data mining. But, due to space limitation, we have
taken into consideration only a limited number of appli-
cations. In the next section, we provide an up-to-date and
comprehensive survey of the high utility itemsets mining
algorithms from transactional databases alongwith their pros
and cons.

3 High utility itemsets mining algorithms

Traditional HUIMapproaches for transactional databases are
generally divided into the following groups: level-wise, tree-
based, utility-list-based and projection-based. The level-wise
approaches [12, 46] are based on candidates generation and

test methods. They discover HUIs in two phases. During the
first phase, they overestimate the utility of itemsets based on
theTWUmethod. In phase 2, they identify all theHUIs.How-
ever, they generate numerous candidates and requiremultiple
database scans. In order to resolve the problems of level-wise
approaches, the tree-based algorithms [47–51] are proposed
that mainly consist of three steps: (1) tree construction; (2)
candidates generation from the constructed tree; (3) identi-
fication of the HUIs from the set of candidates. However,
they generate a large number of candidates that eventually
consume high memory and degrade the performance of the
mining process. In order to resolve these issues, utility-list-
based algorithms [16–18] are proposed that do not generate
the candidates and avoid multiple database scans. They are
more efficient with regard to the run-time as compared to the
level-wise and tree-based algorithms. However, they need
to perform costly join operations that lead to high memory
consumption and complexity. In order to resolve these issues,
projection-based algorithms [13, 19] are proposed to enhance
the effectiveness of themining process by reducing excessive
candidates generation. Moreover, they are highly memory-
efficient and scalable. However, they do not perform well on
some benchmark databases due to high threshold value.

In the past decade, numerous HUIM algorithms are pro-
posed to discover the HUIs from transactional databases.
This paper is divided into five categories: (1) level-wise
(2) tree-based (3) utility-list-based (4) projection-based; (5)
miscellaneous. Figure 2 represents the taxonomy of the state-
of-the-art HUIM approaches for transactional databases.

3.1 Level-wise high utility itemsets mining

Level-wise high utility itemsets mining algorithms follow
the TWU property to mine the HUIs from the transaction
database. They perform the level-wise search and/or depth-
first search to discover the items present in the transactional
database. The low utility itemsets are pruned by using prun-
ing strategies such as TWU, upper-bound utility, etc. The
objective of these algorithms is to find the usefulness of the
items to extract the maximum profit for the businesses.

Chan et al. [52] proposed OOA (Objective-Oriented
utility-based Association) approach that mines the top-k
closed utility patterns. It uses the weaker but anti-monotone
condition [1] to reduce the search space to derive all OOA
rules efficiently. Themain advantage is that the user-specified
minimumutility is not required thatmakes the proposed algo-
rithm very effective. But, there is still little overhead to obtain
the intended results.

In 2005, Yao et al. [53] proposed MEU (Mining with
Expected Utility) algorithm that considers both the internal
and external utility of an itemset to find the HUIs. It uses
the heuristic model to limit the search space and provides a
theoretical foundation of efficient utility mining algorithms.
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Fig. 2 Taxonomy of high utility itemsets mining algorithms for transactional databases
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However, some high utility itemsets may miss, therefore, it
cannot obtain the complete results. Moreover, MEU does not
follow the DCP property of Apriori [34].

To address the limitations of MEU [52], Liu et al. [12, 54]
proposed Two-phase algorithm. They proposed a TWUmin-
ing model by maintaining the TWDCP in phase one, while in
phase two, only one extra database scan is required to prune
the overestimated itemsets. However, it generates too many
candidates and performs multiple database scans.

Themain limitation of frequencymining association rules
[34] is that they do not take into account the statistical
correlation between itemsets. To overcome this limitation,
Yao et al. [46] proposed two algorithms, namely UMining
and UMining_H by incorporating pruning strategies, utility
upper-bound and support upper-bound respectively. UMin-
ing is better than UMining_H because it discovers all HUIs.
However, both algorithms suffer from excessive candidates
generation.

Li et al. [8] proposed IIDS (Isolated Items Discarding
Strategy) method to identify the HUIs. It can pertain to any
existing level-wise methods and DCG (Direct Candidates
Generation) [41] to decrease the number of candidates and
hence, improve the mining performance. By applying IIDS
to ShFSM and DCG, authors have implemented FUM (Fast
Utility Method) and DCG+ respectively. But, it has also
the same performance issues like Apriori. Moreover, these
methods generate a large amount of candidates and requires
multiple database scans.

HUIM mining methods lack to provide business insights
so that customers can get maximum benefits [53]. To pro-
vide the business insights, Lee et al. [55] developed HURM
(High Utility Rule Mining) method that gives the firms to
quantitatively represent user’ preferences for utility values.
The algorithm provides a large amount of data from the var-
ious heterogeneous business environments and hence gives
opportunities to firms to increase their business benefits. The
performance of HURM ismuch better (best 133 percent, nor-
mal 120 percent and worst 113 percent) than that of HUIM
methods in terms of business context.

Wu et al. [35] provide CHUD (Closed+ High Utility item-
set Discovery) algorithm to mine closed+ HUIs. Later, this
work is extended by Tseng et al. [20]. The authors proposed
three algorithms namely, AprioriCH (Apriori-based algo-
rithm for mining High utility Closed+ itemsets), AprioriHC-
D (AprioriHC algorithm with Discarding unpromising and
isolated items) and CHUD that represent the compact and
lossless representation of HUIs. Further, they proposed
DAHU (Derive All High Utility Itemsets) that recovers all
HUIs from theCHUI3 (ClosedHighUtility Itemsets). CHUD
is used to mine the closed itemsets. However, AprioriCH

3 CHUI is a group of itemsets that have no supersets with the same
support count in the database.

andAprioriHC-D have poor performance on dense databases
as they suffer from excessive candidates generation, while
CHUD suffers from high memory consumption.

Summary

Level-wise HUIM approaches are proposed that allow a user
to conveniently express his or her perspectives concerning
the usefulness of itemsets as utility values and then find
itemsets with utility values higher than the specified thresh-
old. The challenge of level-wise HUIM is in restricting the
size of the candidate set and simplifying the computation
for calculating the utility. Level-wise HUIM algorithms gen-
erate a large amount of candidates. They perform multiple
database scans to obtain the desired results that are same
as the Apriori approach. Therefore, they take longer execu-
tion time and high memory consumption. These algorithms
are not suitable for those databases that are large in size and
have longer transactions. The detailed overview of level-wise
HUIM algorithms is shown in Table 7. Furthermore, the pros
and cons of all the level-wise HUIM algorithms are depicted
in Table 8.

3.2 Tree-based high utility itemsets mining

In this section, the tree-basedHUIMalgorithms are discussed
to address the limitations of level-wise approaches. The level-
wise approaches [46, 53, 54] require two phases to find
HUIs that cause numerous candidates generation and mul-
tiple database scans. To overcome these issues, tree-based
HUIM algorithms [47–51] are proposed that are based on
the pattern-growth approach [57] and compact tree structure.
These algorithms significantly reduce the number of candi-
dates with the overestimated methods and effectively reduce
the search space to find HUIs. They just need two and/or
three passes over databases andmuch faster thanApriori-like
approaches. The objectives of these algorithms are to signif-
icantly decrease the number of candidates set and numerous
database scans by proposing efficient pruning strategies and
compact tree structures.

To address the problemof identifying the high utility item-
sets, Hu et al. [58] proposed an efficient approximation by
introducing the novel binary partition tree called HYP (High
Yield Partition) tree. It contributes towards pre-defined util-
ity, objective function or performance metric. It finds the
segment of data by taking a combination of a few items and/or
rules. However, when the HYP-tree becomes larger, it con-
sumes a high amount of memory. Hence, it is not suitable for
large databases.

To address the limitation of HYP-tree [58], Erwin et al.
[47] proposed CTU-Mine (Compressed Transaction Util-
ity Mine) algorithm that mines HUIs using pattern-growth
approach. It introduces compact data representation, called
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Table 7 An overview of key characteristics of level-wise high utility itemsets mining algorithms

Algorithm Phase Database
Scanning

Data
Structure

Mining Search Type Pruning Strategy Utility
Value

The State-
of-the-art
algo-
rithms

Extends

OOApriori
and top-K
closed [52],
Chan et al.
(2003)

– Multiple
times

– Top-K util-
ity, Frequent
closed pat-
terns

– Weaker but anti-
monotonic condi-
tion

Positive
and nega-
tive

OOApriori
(Self) [52]

Apriori [34]

MEU [53],
Yao et al.
(2004)

– Multiple
times

Utility
Table

Utility Item-
sets

According to
information
stored in the
transaction

Transaction util-
ity, External util-
ity

Positive
only

– –

Two-phase
[12, 54], Liu
et al. (2005)

Two Two Utility
Table

HUIs Level-wise
search

TWU Positive
only

MEU [53] Apriori [34]

UMining [46]
and UMin-
ing_H [46],
Yao et al.
(2006)

– Multiple
times

– HUIs Level-wise
search

Utility upper-
bound and
support upper-
bound, Heuristic

Positive
only

SIP [56] –

IIDS, FUM
and DCG+
[8], Li et al.
(2008)

Two Multiple
times

Utility
Table

CHUIs, HUIs Level-wise
search

Downward clo-
sure property

Positive
only

Two-
phase
[12], DCG
[41]

Apriori [34]

HURM [55],
Lee et al.
(2013)

Two Multiple
times

– Antecedents,
Consequent,
High-utility
rules (HURs)

Level-wise
search

Antecedent prun-
ing functions,
Consequent prun-
ing functions

Positive
only

HUIM
[46, 52]

–

AprioriHC,
AprioriHC-D
and CHUD
(extended)
[20], Tseng et
al. (2015)

– Multiple
times

Utility
unit array

CHUIs, HUIs Depth-first
search

TWU, DGU,
IIDS

Positive
only

Two-
phase
[12], UP-
Growth
[14]

Two-phase [12]

CTU-tree (Compressed Transaction Utility tree). This
approach avoids candidates generation-and-test and best
suits for dense databases and long patterns. But, CTU-tree is
very complicated and store excessive information that leads
to high memory consumption. Moreover, Two-phase algo-
rithm [12, 54] is relatively faster than CTU-Mine when the
threshold value is set high.

As we have seen in previous works [12, 46, 47, 58],
they only work for the fixed databases and do not consider
dymanic databases like insertion, deletion or modification of
the transactions occur in the database. To address this issue,
Ahmed et al. [32] proposed IHUP (Incremental High Utility
Pattern) algorithm that is based on "build once mine many"
property to mine the HUIs in the incremental database. It
consists of three efficient tree structures, namely, IHUPL -
Tree (Incremental HUP Lexicographic Tree), IHUPT F -
Tree (IHUP Transaction Frequency Tree) and IHUPTWU -
Tree (IHUP Transaction Weighted Utilization Tree). The
first tree structure, IHUPL -Tree is arranged as per item’s

lexicographic order. The second tree structure, IHUPT F -
Tree obtains the compact size by arranging items as per the
decreasing order of their transaction frequency. The final tree
structure, IHUPTWU -Tree is designed to decrease themining
time by considering the decreasing order of TWU value of
items. The main advantage of IHUP is that the proposed tree
structures are efficiently discover and achieve scalablity for
increment and interactive HUP mining. However, the pro-
posed algorithm produces large number of HTWUIs during
the first phase.

Ahmed [48] proposed HUC-Prune (High Utility Candi-
dates Prune) to avoid the candidates generation in level-wise
fashion. It adopts the pattern-growth approach and uses the
proposed HUC-tree (High Utility Candidates tree) structure.
In the first database scan, HUC-Prune finds the patterns of
single element candidates. During the second database scan,
the HUC-tree is used to capture the TWU value of items in
transactions. Finally, a third database scan finds all the HUIs
from the candidate patterns. Hence, it requires maximum of
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Table 8 Pros and cons of level-wise high utility itemsets mining algorithms

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

OOApriori top-K
closed [52], Chan
et al. (2003)

Based on the
Apriori algorithm
[1] with special
mechanisms to
handle the utility
and generate the
closed patterns.

German credit, Heart
decease

User-specific
minimum utility
is not required.

There is small
overhead to pro-
duce the desired
results.

The utility con-
straint can be
pushed deep into
FP-tree algorithm
or other frequent
pattern mining
algorithms.

Differentiate with
existing research
on the measure
"Interestingness"

MEU [53], Yao et
al. (2004)

The first theoret-
ical model and
strict definitions
of HUIM.

… MEU uses a
heuristic to deter-
mine candidates
and usually over-
estimates.

It cannotmaintain
the downward
closure property
of Apriori and the
derived results
are incomplete.
The results are
inappropriate
when the utility
threshold is low
and the number
of distinct items
is large.

The future work
could be designed
the algorithm that
might be com-
pared with the
other itemset
mining algo-
rithms.

It generalizes the
previous work on
the itemset share.

Two-phase [12,
54], Liu et al.
(2005)

HUIs are dis-
covered in two
phased by using
the TWDC prop-
erty.

Grocery chain Store,
T10.I6.DX000K,
T20.I6.DX000K

It effectively
reduces the
search space
by using TWDC
property and
captures the
complete set of
HUIs.

It generates too
many candidates
for HTWUIs and
requires multiple
database scans.

It can easily han-
dle very large
databases for
which other exist-
ing algorithms
are infeasible.

Same as Ariori.

Umining [46] and
UMining_H [46],
Yao et al. (2006)

The general
HUIM model
with several
mathematical
properties of the
"utility measure".

Customer, Commer-
cial, IBM synthetic

Efficiently handle
utility constraints
to express types
of semantic sig-
nificance. UMin-
ing may be prefer
over UMining_H,
because it guaran-
tees the discovery
of all HUIs.

It suffers from
excessive candi-
date generations
and poor scal-
ability. The
UMining_H
may miss some
HUIs. Unable
to identify high
utility rules from
HUIs.

Pruning strate-
gies can be
incorporated into
FP-growth etc.
Extended from
positive utility
functions to more
general utility
functions

Provide a general
framework for
weighted itemset
mining. UMining
algorithm fol-
lows the basic
framework of
the Apriori algo-
rithm with slight
modification.

IIDS, FUM and
DCG+ [8], Li et
al. (2008)

By applying IIDS
to ShFSM and
DCG, two meth-
ods, FUM and
DCG+, are imple-
mented.

Chain-store,
T10.I6.D1000k.N1000,
T10.I6.D100k.N2000,
T20.I6.D1000k.N1000

The performance
of FUM and
DCG+ are better
than compared
(ShFSM and
DCG) algo-
rithms. IIDS
can be applied
to any existing
level-wise utility
mining method to
further reduce the
number of redun-
dant candidates.

It has the same
performance
issues as Apriori.
They scan the
database multiple
times and suffer
from the problem
of the candidate
generation-and-
test scheme to
find HUIs.

Extend IIDS to
classification
models.

IIDS can be
applied to
Apriori-like tra-
ditional mining.
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Table 8 continued

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

HURM [55], Lee
et al. (2013)

The proposed
algorithm mines
the utility-based
association rules
that evaluates
the association
rules based on the
specific need of
business.

Market basket, super-
market transaction
database

It provides the
higher busi-
ness benefits as
compare to tra-
ditional HUIMs
algorithms. The
performance is
(best 133%, nor-
mal 120%, worst
113%)

… It might be used
to process a
massive amount
of data col-
lected from
diverse business
environments,
providing firms
with opportuni-
ties to enhance
their business
benefits.

Users can define
their own pref-
erences in utility
functions and
generate asso-
ciation rules
that help them
to accomplish
their business
objective.

AprioriHC,
AprioriHC-
D and CHUD
(extended) [20],
Wu et al. (2015)

Lossless and
compact repre-
sentation.

BMSWebView1,
Foodmart,
Mushroom and
T10I8D200K

DAHU method
recovers all HUIs
from the set of
CHUD without
access to the
original database.
AprioriHC-
D runs faster
and produces
fewer candidates
than AprioriHC.
CHUD reduces
the number of
itemsets up to
800 times.

CHUD uses
more memory
as compared
to UP-Growth.
AprioriCH and
AprioriHC-D
does not perform
well on dense
databases as they
suffer from the
generation of
large number of
candidates.

The authors per-
formed only the
integration of
CHUI and HUI
mining. There
is wide scope
to consider the
other compact
representations.

The combination
of CHUD and
DAHU provides
a new way to
obtain the com-
plete set of HUIs.

three database scans to discover HUIs for a minimum util-
ity threshold. The advantage of HUC-Prune is that it avoids
excessive candidates andmultiple database scans. It performs
well with large dense databases, highly scalable, and mem-
ory efficient. However, the construction of tree is complex
and large.

The previous level-wise and tree-based HUIM algorithms
find the excessive promising itemsets in step one that cause
the problem of mining congestion. To avoid this problem,
Lin et al. [49] proposed UMMI (High Utility Mining using
the Maximal Itemset property) algorithm that uses maximal
itemset property. They developed HTP (High TWU Pattern)
tree structure to find all the maximal high TWU itemsets.
In step one, it significantly decreases the promising item-
sets, while in step two, it utilizes the MLexTree (Maximal
Lexicographic Tree) structure to find all HUIs. MLexTree
structure is based on the LexTree (Lexicographic Tree) struc-
ture. UMMI is a highly efficient algorithm to find HUIs in
very large databases.Moreover, it is linearly scalable in terms
of the number of transactions. But, it needs additional mem-
ory to construct the HTP tree structure.

When there are large number of PHUIs (Potential HUIs)
especially when the database consists of longer transactions
or the low threshold is set, the previous algorithms do not per-
form well. To avoid this problem, Tseng at al. [14] proposed
UP-Growth (Utility Pattern-Growth) to effectively discover

the HUIs from the transaction databases. They proposed the
compact UP-Tree (Utility Pattern Tree) structure to keep the
information of HUIs. The proposed algorithm generates the
HUIs in two database scans. It uses four pruning strategies,
namely DGU (Discarding Global Unpromising items), DGN
(Discarding Global Node utilities), DLU (Discarding Local
Unpromising items) and DLN (Decreasing Local Node util-
ities). To extend the work of UP-Growth, UP-Growth+ [15]
is proposed that utilizes the minimal utilities of each node in
each path of the UP-tree. As compared to the UP-Growth,
the UP-Growth+ significantly decreases the overestimated
utilities of PHUIs and effectively reduces the number of can-
didates. The limitation of UP-Growth+ is that it consumes
more time to recursively process all conditional prefix-trees
to generate the candidates.

Yun et al. [59] proposed MU-Growth (Maximum Utility
Growth) algorithm which efficiently reduces the candidates.
They suggest MIQ-Tree (Maximum Item Quantity Tree)
structure that holds the data information in a single pass.
MIQ-tree can be restructured to reduce the overestimated
utilities. It has following three steps: (1) During the first
step, the initial tree is constructed by using the items and
quantities associated with items in the transactions. Then, a
tree is reconstructed based on the decreasing order of TWU
values. (2) In the second step, MU-Growth algorithm per-
forms the generation of candidates from the restructured tree.
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(3) Finally, in the last step, actual HUIs are identified. The
proposed algorithm performs efficiently on the databases
that contain long transactions or the low minimum utility
threshold value is set. MU-Growth performs well than the
UP-Growth+ [15] with regard to all the threshold values.
However, it suffers from the high execution time when the
total number of transactions is increased in the database.

As the previously patter-growth approaches [14, 15, 47,
48, 59] generate excessive conditional trees that lead to high
cost with regard to space and time. To address this chal-
lenge, Song et al. [50] design an efficient algorithm, called
CHUI-Mine (Concurrent High Utility Itemsets Mine) which
dynamically prunes the tree structure to discover the HUIs.
They proposed CHUI-tree structure that is based on the
pattern-growth approach and can be completed within two
database scans. The main advantage of CHUI-Mine is that it
can discover HTWUIs during the process of tree construc-
tion and avoids the generation of the whole tree structure.
Hence, CHUI-Mine efficiently reduces memory consump-
tion because the pruned trees are usually small. However,
it does not consider the comparison with a faster tree-based
algorithm IHUP [32] with respect to memory usage.

To avoid excessive candidates generation,HUI-Miner [16]
and d2HUP [4] are proposed to mine HUIs in a single phase.
Then, HUP-Miner [60] and FHM [17] are designed that
are six times faster than that of HUI-Miner [16]. However,
the computation task remains very expensive to find HUIs
despite all these efforts. Zida et al. [61] developed EFIM
(EFficient high utility Itemset Mining) algorithm that effi-
ciently finds the HUIs in one phase only. It uses two upper
bounds, namely sub-tee utility and local utility that effec-
tually limit the search space. A novel array-based utility
countingmethod, called FAC (Fast Utility Counting) is intro-
duced that calculates these upper bounds in linear time and
space. The authors proposed efficient database projection and
transactionmerging techniques to reduce database scans cost.
EFIM is two to three times faster and eight times lessmemory
consumption compared to the UP-Growth+ [15], HUI-Miner
[16], d2HUP [4], HUP-Miner [60] and FHM [17] on various
benchmark databases. This work is later extended in [51] that
significantly improves the performance of EFIM [61] with
regard to the run-time and memory usage. However, in some
cases, the recursive projection takes considerable time and
consumes high memory. Moreover, the transaction merging
techniques do not scale well on sparse databases.

Shao et al. [62] proposed CUARM (Combined Utility
AssociationRulesMining) algorithm tomine actionable high
utility association rules, named CUAR (Combined Utility
Association Rules). The proposed CUAR structure gener-
ates patterns that are both strongly associated and have high
utility. They also proposedAUG (AssociatedUtility Growth)
that integrates the utility and association. The proposed algo-
rithm is based on UG-Tree (Utility Growth Tree) structure

that requires only two database scans. The advantage of
CUARM is that it generates HUIs without the loss of rep-
resentativeness (strong association). However, it does not
consider the utilities which are lower than the underlying
itemsets for the utility decrement itemsets.

The previous works [14, 15] are based on the UP-tree
that generates a large number of candidates to compute
the utility value to estimate the itemsets. To address this
issue, Dawar et al. [63] proposed the efficient UP-Hist
Growth algorithm and UP-Hist tree structure that discover
the HUIs from a transaction database. UP-Hist tree keeps
the histogram of item quantities with each node of the
tree. The process of UP-Hist tree construction requires two
database scans. The histograms compute better utility esti-
mation to significantly limit the search space. However, his-
tograms are required extra storage space to store the UP-Hist
tree.

CHUD [20, 35] incurs highly computing cost to mine
CHUIs. To resolve this challenge, Fournier-Viger et al. [64]
proposed EFIM-Closed (EFficient high utility Itemset Min-
ing Closed) algorithm that uses three strategies namely,
CJU (Closure Jumping), FCC (Forward Closure Checking),
and BCC (Backward Closure Checking) to efficiently mine
CHUIs. EFIM-Closed uses two efficient techniques, namely
HDP (High utility Database Projection) andHTM (High util-
ity TransactionMerging) to reduce the cost of database scans.
The proposed algorithm is up to 71 times faster and consumes
up to 19 times less memory than that of CHUD [35]. How-
ever, EFIM-closed does not perform well in case of dense
databases.

The previous algorithms [14, 15] require two database
scans to construct the UP-tree. Ryang et al. [65] proposed
SIQ-Tree (Sum of Item Quantities Tree) which scans the
database in a single pass to capture the data information. The
authors suggest restructuring method with two strategies,
namely RPS (Reducing Path Support) and REPU (Reduc-
ing Estimated Path Utility using maximum item utility) that
effectively decrease the number of candidate patternswith the
reduced overestimation of utilities. A fast algorithm for HUIs
is considered to enhance the mining performance. However,
it needs a high amount of computing time as the item size
increases.

The previous works [8, 14, 15, 32] require two phases to
discover the HUIs which result of high cost in terms of can-
didates generation and utility calculation. To address these
issues, Qu et al. [66] first present BIA (Basic Identification
Algorithm) to find the HUIs. Second, they proposed a new
candidate tree structure to store the candidates. A candidate
tree is a modified prefix-tree [67] that shares a common path
using the same prefix. Finally, FIA (Fast Identification Algo-
rithm) is developed to fast identify the HUIs. The proposed
algorithm performs well when the candidate tree completely
fits in memory. However, it does not take into consideration

123



27668 R. Kumar and K. Singh

the case when the candidate tree is too large to completely
fit in memory.

To overcome the problem of mining lots of tiny itemsets,
concise HUIM is required. To address this issue, Singh et
al. [68] proposed EHIL (Efficient High utility Itemsets with
Length constraints) algorithm that considers the length con-
straints to find HUIs. The minimum and maximum length
constraints, respectively remove tiny itemsets and restrict the
higher length of the itemsets, to restrict the length of HUIs.
The proposed algorithm uses two database compaction tech-
niques namely, database projection and transaction merging,
to speed up the execution process. EHIL utilizes two prun-
ing strategies, namely RLU (Revised Local Utility) and
RSU (Revised Sub-tree Utility) that use depth-first search
to reduce a large number of unpromising candidates. An effi-
cient array-based utility counting technique is employed that
computes the upper bounds to speed up the utility count-
ing process. It computes the utility of itemsets without the
need of original database scan. EHIL incorporates length
constraints in the redefined sub-trees and TWU pruning
strategies. EHIL outperforms FHM+ algorithm [69] with
regard to memory consumption and run-time. The mem-
ory consumption is up to 28 times less than that of FHM+
algorithm, while the improvements of execution time are
range from 5 percent to two orders of magnitude across var-
ious compared databases. However, the performance of the
proposed algorithm depends on the user-defined threshold,
minimum utility, the minimum and maximum length. More-
over, it does not perform well on dense databases.

The algorithms [15–17, 51] do not perform consistently
across sparse and dense databases. To overcome this issue,
Dawar et al. [70] proposed UT-Miner (Utility Tree Miner)
that mines HUIs in one phase without generating any can-
didate. The proposed algorithm uses the lightweight method
that constructs the projected database to explore the search
space. They proposed UT (Utility Tree) structure to store
the information compactly with each node of the tree in the
transaction. UT-Miner is one of the top-performing efficient
algorithm across dense and sparse databases.

To design efficient pruning strategies, Wu et al. [71] pro-
posedHUI-PR (HUIMwith Pruning Strategies) to efficiently
find the HUIs. The proposed work is the extension of EFIM
[61]. It proposes two pruning strategies, namely strict local
utility and strict remaining utility to significantly limit the
search space and effectively estimate the candidates. HUI-
PR has following advantages: (1) estimates fewer candidates
than that of d2HUP [4] and EFIM [61]. (2) generates fewer
branches of search space than that of EFIM [61]. (3) signifi-
cantly reduces the memory consumption on large databases.
(4) multi-threshold method helps to speed the mining per-
formance in large databases without using the projection
operations. (5) performs well on dense databases. However,
it suffers from the following disadvantages: (1) increases the

complexity of the newly proposed upper bounds. (2) does
not perform well on sparse databases.

FCHM (Fast Correlated High-utility itemset Miner) algo-
rithm [72] incurs two major drawbacks: (1) Correlation
measures must satisfy the DCP. (2) Each measure requires
different strategies to calculate and prune to enhance the
performance of the corresponding mining task. To address
these issues, Hoa et al. [73] proposed the HUIM-class algo-
rithm, namely GMCHM (General Method for Correlated
High-utility itemset Mining), based on the EFIM algorithm
[51] which considers the high-correlated property among
itemsets within customer transaction databases. It stores all
the required information to compute the given measure in
only one database scan. The GMCHM algorithm utilizes
more efficient approaches like High-utility Database Pro-
jected (HDP), High-utility-TransactionMerging (HTM), and
tighter upper bounds, such as local utility and sub-tree utility,
to prune the candidates. The experiment results show that the
proposed algorithm performs well as compared to existing
FCHM [72] in terms of execution time, memory consump-
tion, and the candidates checked. The speed of GMHCM
is up to 7.5 times faster than that of the FCHM algorithm
using the bond measure and up to 2,600 times faster when
all_con f idence measure is 0.1.

EFIM-Closed [64], HMiner-Closed [74], and CHUI-
Miner(Max) [75] provide concise representation of HUIs.
However, they incur long execution time, high memory
consumption, and scalability issues, especially for dense
and large datasets. To solve these problems, Hai Duong
et al. [76] proposed two efficient algorithms, namely C-
HUIMandMaxC-HUIM, first of this kind, to simultaneously
mine CHUIs (Closed HUIs) and MaxHUIs (Maximal HUIs)
respectively. A novel weak upper bound (WUB) named
FWUB and corresponding pruning strategy, named SPWUB
is proposed to quickly prune the low utility itemsets. More-
over, two pruning strategies PSNonCHUB (Pruning Strategy
of NonCHU Branches in the Process of Constructing CHUI)
and LPSNonCHUB (Local Pruning Strategy of NonCHU
Branches Without Checking the Subpattern Relationship)
are proposed to reduce the search space. PSNonCHUB only
need checking the inclusion relationship among a small
number of itemsets, while LPSNonCHUB does not need
inclusion relationship. The first optimization technique is
proposed by designing a new minimum support threshold
called newms based on the minimum utility threshold mu
and the maximal value of the TWU. The second optimiza-
tion technique is designed to reduce the number of inclusion
relation checks between itemsets when using the pruning
strategy PSNonCHUB.A structure, namedMPUN-list,mod-
ified version of the PUN-list (PU-tree-Node list) structure
[77], is adopted to efficiently store and calculate the informa-
tion about utility and support of each itemset. The experiment
results show that the proposed algorithm is 100 times faster,
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memory efficient, scalable as compared to the state-of-
the-art algorithms, namely CHUI-Miner [78], EFIM-Closed
[64], HMiner-Closed [74], and CHUI-Miner(Max) [75] with
regards to the execution time,memory consumption and scal-
ablity.

Summary

As discussed above, tree-based HUIM algorithms have
shown improvement over level-wise approaches [8, 46, 54]
in terms of candidates generation and database scans. The
reason is that most of the approaches require only two scans
of the database and require less memory as they explore the
search space in a depth-first manner. However, tree-based
algorithms suffer from the following main disadvantages:
(1) tree structure is complex and requires too much informa-
tion that leads to high memory usage; (2) require more time
to recursively process all the prefix-trees to generate can-
didates; (3) a compact tree is generally expensive to build;
(4) a constructed tree may not completely fit in the mem-
ory; (5) does not perform well either on dense databases or
sparse databases. (6) does not scale well in the case of very
large databases. The detailed comparison of the characteris-
tics of tree-based HUIM algorithms are shown in Table 9.
Furthermore, the pros and cons of all the tree-based HUIM
algorithms are depicted in Table 10.

3.3 Utility-list based high utility itemsets mining

Utility-list-based HUIM algorithms [16–18, 78, 84] have the
following advantages over level-wise [8, 46, 54] and tree-
based approaches [15, 32, 47, 48, 50, 51]: (1) use vertical
[17, 60] and/or horizontal [4] data structure to efficiently per-
form in one phase only to find the HUIs; (2) the search space
spans for the set-enumeration tree [34] obtain the total utility
of itemsets to build a utility-list by performing join opera-
tions; (3) the upper-bound remaining utility is used to obtain
the utility lists; (4) the depth-first search method is used to
quickly compute the value of utilities; (5) avoid the costly
candidate’s generation and utility computation; (6) scalable
for the large number of items and transactions; (7) effectively
reduce the execution time and memory usage.

Liu et al. [81] proposed HUI-Miner (High Utility Itemset
Miner) algorithm to efficiently mine HUIs in one phase. The
authors proposed a vertical data structure called a utility-
list that stores the utility information of an itemset and the
heuristic information to prune the search space. However, the
join operations between utility-list of k-itemsets and (k+1)-
itemsets consume a high amount of time.Moreover, it suffers
from high space and complexity.

The existing utility mining algorithms [14, 32, 42] do not
address the challenges when there are longer transactions or
the minimum utility threshold is set to be small. To overcome

these challenges, Liu et al. [4] proposed d2HUP (Direct Dis-
covery of High Utility Patterns) that uses a pattern-growth
approach to directly discover the HUIs by performing only
single-phase without the candidates generation. It searches
the prefix extension tree using DFS and enumerates an item-
set to compute its utility. The original utility information
is maintained by the proposed CAUL (Chain of Accu-
rate utility-lists) structure that computes the tight-bound for
pruning and directly identifies theHUIs.Moreover, an upper-
bound on the utility of prefix extensions of itemsets prunes
the search space to directly obtain the HUIs. Look-ahead
strategy, based on the closure property4 [4] and singleton
property5 [4], is incorporated to enhance the efficiency of
the algorithm in the dense databases. This work is further
extended in [16] that includes several features like efficient
computation by pseudo-projection, controlled irrelevant item
filtering, and optimizations by partial materialization. How-
ever, it suffers from the following disadvantages: (1) the tree
structure andCAULboth consumeahigh amount ofmemory;
(2) the efficiency of the algorithm is lowwhen the look-ahead
strategy is of little use; (3) the algorithm obtains the values
of upper-bound and utility for a large number of candidates;
(4) the performance of the proposed algorithm [16] is not
compared with recent algorithms [17, 60].

HUI-Miner [81] performed costly join operations to cal-
culate the utility of each itemset. To address this limitation,
Fournier-Viger et al. [17] proposed FHM ((Fast High utility
Miner) algorithm and a novel pruning strategy EUCP (Esti-
mated Utility Co-occurrence Pruning). EUCP is based on
the EUCS (Estimated Utility Co-occurrence Structure) [17]
that reduces the costly join operations by analysis of item
co-occurrences. Experimental results show that FHM is up
to six times faster and performs up to 95 percent fewer join
operations than that of HUI-Miner [81]. However, it has the
following disadvantages: (1) consumes slightly high mem-
ory than HUI-Miner and has poor performance on dense
databases; (2) suffers from high space and complexity; (3)
treats all items equally that cannot exactly reflect the charac-
teristics of the real-world databases.

The traditional HUIM algorithms [35, 52] compactly rep-
resentHUIs but fail in the case of association rules. To resolve
this issue, Sahoo et al. [85] proposed HUCI-Miner (High
Utility Closed Itemset Miner) algorithm that extracts HUCIs
(High Utility Closed Itemsets) along with their generators. It
represents the condensed representation of association rules
in support of the confidence framework to mine the HUIs.
The proposed algorithm achieves a significant reduction to
compress the number of HUIs.

4 All the prefix extensions of an itemset with relevant items, are high
utility itemsets without creating the rest of its subtree.
5 An itemset is high utility itemset and all its proper subsets are not,
without creating the rest of its subtrees.
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CHUD [78] overestimates too many low utility of can-
didates that result in high memory consumption and low
run-time. To address the issue, Wu et al. [78] proposed
an EU-List (Extended utility-list) structure to maintain the
utility information of itemsets in the transaction. EU-List effi-
ciently calculates the utility of itemsets in memory without
the original database scan. Further, CHUI-Miner (Closed+
High Utility Itemset mining without candidates) approach
[78] is proposed that uses the divide-and-conquer method
to find all the CHUIs without generating candidates. How-
ever, it consumes too much time to recursively process all
the conditional prefix-trees.

The author [60] proposed the HUP-Miner algorithm to
efficiently discover the HUIs. The partitioned utility-list
structure is proposed to maintain the utility information at a
granular partition level. Twonovel pruning strategies, namely
PU-Prune (PartitionedUtility Pruning) andLA-Prune (Look-
aheadUtility Pruning) are proposed to limit themining search
space andhence improve the efficiency of themining process.
HUP-Miner performs well on sparse databases. However, it
shows poor performance on dense databases. Moreover, the
number of partitions is needed to explicitly set by the users.

To enhance the effectiveness of the mining process
by pruning the search space using the length constraint,
Fournier-Viger et al. [69] proposed FHM+ (Fast High utility
itemset Mining+) algorithm to find the HUIs using length
constraint. It is an extension work of FHM [17] with LUR
(Length upper bounds Reduction). FHM+ reduces the upper
bounds on the utility of itemsets using length constraints to
prune the search space. The advantage of FHM+ is that the
number of patterns is effectively decreased which improves
the performance of themining process. However, the detailed
results are not shown to evaluate the efficiency of the LUR
concept.

List-based methods [4, 17, 81] require a large number
of comparison operations between two given items in the
transaction and also need to construct the list for them. To
overcome this limitation, Ryang et al. [86] proposed IMHUP
(Indexed-list based Mining of High Utility Patterns) algo-
rithm that is based on the IU-List (Indexed Utility-List)
structure. IU-List effectively reduces the comparison oper-
ations when constructing the local lists to mine the HUIs.
Moreover, RUI (Reducing upper-bound utilities in IU-Lists)
technique is developed that decreases the search space by
reducing the upper-bound utilities in IU-List. Further, CHI
(Combining High utility patterns without constructing IU-
List) technique is developed that efficiently generates the
HUIs from the lists without the need for construction of a
local IU-List when the lists consist only of information of
the same revised transactions. The experimental results show
that the IMHUP algorithm works better in the case of dense
and sparse databases as compared to HUI-Miner [81] and
FHM [17].

TraditionalHUIMalgorithms consist ofweakly correlated
items that lead to incorrect or useless decisions. To avoid
this problem, Fournier-Viger et al. [87] proposed an FCHM
algorithm to efficiently find the CHIs (Correlated High util-
ity Itemsets) using the bond measure [88]. It integrates four
strategies, namely DOS (Directly Outputting Single items),
PSN (Pruning Supersets of Non-correlated itemsets), PBM
(Pruning using the Bond Matrix) and AUL (Abandoning
Utility-List construction early), to discover CHIs efficiently.
The proposed algorithm is more than two orders of magni-
tude faster as compared to the FHM [17]. It discovers more
than five orders of magnitude fewer patterns by pruning a
large number of weakly CHIs and mining only CHIs in some
cases. However, the detailed results are not shown in the case
of PBM and AUL strategies.

EFIM [51] uses expensive sort operations to identify
duplicate transactions in the database. To address this issues,
Krishnamoorthy [18] proposed HMiner algorithmwhich uti-
lizes CUL (Compact Utility-List) structure to efficiently
store the utility information. It develops a virtual hyper-
link structure that discovers duplicate transactions in the
database. Further, it applies several pruning strategies (TWU-
Prune, U-Prune, LA-Prune, C-Prune and EUCS-Prune) to
efficiently mine the HUIs. The proposed algorithm achieves
the improvement on the execution time that is ranged from
a modest thirty percent to three orders of magnitude across
several benchmark databases. Moreover, the requirements
of memory consumption also show up to an order of mag-
nitude improvement over the HUI-Miner [81], FHM [17],
IMHUP [86] and EFIM [51]. HMiner performs well in the
dense regions of both dense and sparse benchmark databases.
However, in the case of longer transactions ofmoderate dense
databases, it shows poor performance with regard to memory
consumption and run-time.

The previous approaches [16, 17, 61] do not perform
well on sparse databases. To address this issue, Peng et
al. [82] proposed a one-phase mHUIMiner (modified HUI-
Miner) algorithm which shows the best running time on
the sparse databases. It incorporates the IHUP tree struc-
ture [32] to avoid unnecessary utility-list constructions into
the original HUI-Miner algorithm [16]. The mHUIMiner is
the fastest algorithm on sparse databases and has comparable
performance on dense databases for the benchmarkmethods.
Moreover, it performs efficiently despite the decrease in den-
sity. However, the execution time andmemory usage are high
as the input size increases, but it does not grow exponentially.

The algorithms [16, 17] require high memory and exe-
cution time. To overcome the problem, Duong et al. [89]
proposed ULB-Miner (Utility-List Buffer Miner) to find the
HUIs. They proposed an improved ULB (Utility-List Buffer)
structure that efficiently stores and retrieves the utility-list
and reuses the memory during the mining process. ULB con-
structs the utility-list segments in linear time. The proposed
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algorithm is up to ten times faster and consumes up to six
times lessmemory as compared toHUI-Miner [16] and FHM
[17].Moreover, it achieves better performance on both sparse
and dense databases. However, it cannot be directly applied
to utility-lists stored in the ULB.

CHUI-Miner [78] suffers from the following drawbacks:
(1) needs to conduct the costly join operations to evaluate the
utility of each itemset. (2) a large number of candidates are
generated tofind the set ofCHUIs. (3) applicable to an itemset
only when its utility-list is fully constructed. (4) considers a
large number of non-closed items that significantly reduce
the performance of the mining process. To address these
issues, Dam et al. [84] proposed the CLS-Miner algorithm
to efficiently mine the CHUIs. The proposed algorithm inte-
grates three pruning strategies, namely Chain-EUCP, LBP,
and pruning by coverage that prune the search space before
constructing the utility lists. The concept of coverage6 is
inspired by the definition of frequent closed itemsets in FIM
[67]. Moreover, a pre-check method is also proposed that
quickly determines whether an itemset is a subset of another
itemset or not. It optimizes the operations of closure compu-
tations and subsumption checks that significantly reduce the
time to discover the CHUIs. The proposed algorithm outper-
forms CHUD [20] and CHUI-Miner [78] on both dense and
sparse benchmark databases.Moreover, it is linearly scalable
in number of transactions and the number of items. However,
it needs to store structures in memory for its pruning strate-
gies, Chain-EUCP, and coverage.

The concept of MHUIs (Maximal High Utility Itemsets)
[75, 90] is proposed to mine all the HUIs along with their
utility values with/without the need for database scans again
and requires less memory to store all the results. However,
they either require two phases to mine MHUIs or are incom-
plete. Moreover, they generate a large number of candidates
or mine compact forms of HUIs indirectly through CHUIs
and remove the non-maximal patterns. To address these
issues, Nguyen et al. [91] proposed CHUI-Mine (Maximal)
algorithm that efficiently mines MHUIs from the transac-
tion databases. It utilizes pruning techniques, namely EUCP
and CUIP (Continuous Unpromising Item Pruning) that sig-
nificantly prunes the search space to enhance the mining
performance. The proposed algorithm significantly reduces
the memory requirement and execution time to store the
discovered patterns. However, it may generate unnecessary
candidate patterns.

Closed and concise rule mining approaches take addi-
tional time to construct the lattice7 to mine closed HUIs.
To address this issue, Merugula et al. [92] proposed CG-

6 The coverage is used to prune low utility itemsets and to quickly
calculates the closure of itemsets.
7 Lattice is an effective approach for data analysis and knowledge dis-
covery to mine the association rules.

Algorithm (Closed and Generator Algorithm) that extracts
closed and generator HUIs from the same single closure
check in the given database. It uses a hash-based data struc-
ture to maintain HUIs. The advantage of the CG-Algorithm
is that it consumes less memory and low execution time for
both closed and generator HUIs over the standard databases.

Many efficient algorithms [20, 64, 78, 84] provide concise
profitable commodity combinations to managers. However,
operators may need commodities, not only to generate gen-
erous profits but also to be purchased by the customers often.
To resolve this issue,Wei et al. [93] proposed FCHUIM (Fre-
quent Closed High Utility Itemset Mining) algorithm to find
all FCHUIs (Frequent and Closed High Utility Itemsets).
They proposed an efficient list structure, named TSL (Total
Summary List) to reuse memory and fast access of informa-
tion of items. A pre-check method is proposed that prunes
the search space to reduce the non-closed HUIs efficiently.
Moreover, a nested list structure is also used to quickly find
FCHUIs in a large number of candidates. The proposed algo-
rithm uses an upper-bound on the utility of items that works
the same as the Z-element in [94]. FCHUIM significantly
reduces the number of candidates. It shows high performance
in the case of dense and sparse databases.

One-phase HUIM algorithms [4, 16, 17] are time-
consuming and memory-consuming, especially on dense
databases with long transactions. To address these issues,
Shan et al. [95] proposed an efficient one-phase HUIM
algorithm, named EHUIM-DS, based on a novel data struc-
ture. The data structure is used to reorganize the transaction
database to obtain all HUIs effectively. It calculates the utility
values with one or two scans of ITems Data (ITDs) instead
of scanning the utility-list structures or the entire database.
Moreover, it significantly reduces memory usage by using
a depth-first search. Two upper bounds, namely extension
utility and local transaction weighted utility are proposed to
prune the search space fromwidth and depth. The experimen-
tal results show that the proposed algorithm performs well as
compared to the state-of-the-art methods, HUI-Miner [16],
d2HUP [4], FHM [17], and UFH [83] in terms of the number
of candidates, run-time, and memory usage on the sparse and
dense databases.

Wu et al. [96] propose an efficent algorithm, named UBP-
Miner (Utility Bit Partition Miner) to improve the utility-list
construction process. A novel set of bit-wise operations is
proposed called BEO (Bit mErge cOnstruction) to speed
up the construction process. Besides, a novel data struc-
ture called UBP (Utility Bit Partition) is designed to support
BEO. This structure is integrated into a novel UBP-Miner
algorithm, which also applies several search space reduc-
tion strategies. Experimental results show that UBP-Miner is
faster than several state-of-the-art algorithms such as HUI-
Miner [16], HUP-Miner [60] and ULB-Miner [89] in terms
of run-time, memory usage and scalability on benchmark
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datasets. However, the proposed algorithm requires some
additional memory.

The existing utility-list-based algorithms [16, 60, 89] are
time-consuming andmemory-consumingwhen they store the
itemset information for the utility list. To solve this problem,
Cheng et al. [97] proposed an efficient one-phase utility-list-
based HUIM algorithm, named HUIM-SU to mine HUIs
from the transactional dataset. A simplified utility list is
designed where each record represents all the utilities of the
transactions of an individual item. A construction tree is pro-
posed to reduce the search space based on the simplified
utility-list. Moreover, compressed storage is also proposed
to reduce the memory usage of the construction tree. To fur-
ther reduce the search space of the promising candidates,
extension utility and local TWU utility are utilized to min-
imize the number of items. The experimental results show
that the proposed algorithm performed better compared to
the state-of-the-art algorithms HUI-Miner [16], HUP-Miner
[60], FHM [17], and ULB-Miner [89] in terms of the number
of candidates, memory usage, and execution time from dense
and sparse datasets.

Summary

As discussed above, the utility-list-based HUIM algorithms
outperformed level-wise and tree-based approaches on the
benchmark databases in terms of efficiency, memory usage,
scalability, etc. However, the utility-list-based approaches
suffer from the following drawbacks: (1) need to perform the
costly join operations between utility-lists of (k+1)-itemsets
and k-itemsets that need a high amount of time; (2) suffer
from high space and complexity; (3) either perform well
on sparse databases or dense databases; (4) avoid promising
itemsets which do not appeared in the database; (5) the run-
time andmemory usage is high as the input size increases; (6)
do not scale well in the case of large databases. The detailed
comparative summary of utility-list-based HUIM algorithms
is shown in Table 11. The pros and cons of all the utility-list
based HUIM algorithms are depicted in Table 12. The sim-
plicity of the utility-list structure and the high performance of
utility-list-based algorithms have led to the development of
numerous utility-list-based algorithms for HUIM and vari-
ations of the HUIM problem such as closed high utility
itemset mining [84], top-k high utility itemset mining [94,
99], high utility itemset mining in uncertain databases [100],
high utility sequential pattern mining [101], and on-shelf
high utility itemsetmining [102], among others [17, 69, 103].
Although the introduction of the utility-list structure has been
a breakthrough in the field of HUIM, however, the utility-list
structures still have to be improved. Due to the wide applica-
tions of the utility-list structure in high-utility patternmining,
there is an important need to propose a more effective and

efficient utility-list structure that can be constructed in linear
time and can reduce memory usage.

3.4 Projection-based high utility itemsets mining

To overcome the drawbacks of the utility-list-based
approaches, projection-based HUIM algorithms [13, 19,
42, 104] are introduced to recursively project the target
items into the projected sub-databases. They have following
advantages: (1) reduce the excessive candidate’s genera-
tion; (2) process efficiently by using the prefix projection
to decrease the size of projected sub-databases; (3) improve
the efficiency of the mining process by using bi-level and
pseudo-projection; (4) performwell on both sparse and dense
databases at most support levels; (5) memory-efficient and
scalable algorithms.

Two-phase algorithm [12] shows poor performance with
dense databases and long patterns. To resolve this problem,
Erwin et al. [79] proposed a CTU-PRO algorithm that dis-
covers HUIs using the pattern-growth approach [57]. The
CUP-tree (Compressed Utility Pattern tree) is a variant of
the CTU-tree [47]. The proposed algorithm uses TWU [12]
to prune the search space and discovers the HUIs by avoiding
the re-scanning of the database. To extend the work [79], the
authors developed an approach, CTU-PROLwhichmines the
HUIs from large databases using the pattern-growth approach
[57]. CTU-PROL performs well as compared to the bench-
mark algorithms, Two-phase [12] and CTU-Mine [47] on the
dense and sparse databases at most support levels. However,
the global CUP-tree does not fit completely in memory.

CTU-PRO algorithm [79] suffers from memory space.
To address this issue, Lan et al. [105] proposed a novel PB
(Projection-based)method that uses the indexingmechanism
andapruning strategy to efficientlyfind theHUIs. It uses aTC
(Temporal Candidate) itemset table that quickly stores and
obtains significant information on the values of the itemsets
in the mining process. Later, this work is extended by [13].
The pruning strategy is based on the TWU [12] that reduces
the number of unpromising candidates. The proposed algo-
rithm [13] performs better as compared to the Two-phase
[12] and CTU-PRO [79] about the number of candidates,
run-time, and memory consumption. However, it generates
too many redundant candidates.

One-phase HUIM approaches [16, 60, 61, 69] suffer
from high costs concerning memory usage and run-time. To
address these issues, Bai et al. [104] proposed SPHUI-Miner
(Selective database Projection-based HUImining algorithm)
to enumerate all the HUIs. It uses a compact data for-
mat, named HUI-RTPL (High Utility Reduced Transaction
Pattern List) that stores unique transactions and cumula-
tive utilities of items in these transactions in the database.
Two new upper bounds, namely, tup (Transaction Utility
in Projection) and pu (Projection Utility) are proposed that
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Table 12 Pros and cons of utility-list-based high utility itemsets mining algorithms

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

HUI-Miner [81],
Liu et al. (2012)

The one-phase
model uses ver-
tical database
representation to
mine high utility
itemsets.

Accidents, Chess,
Kosarak, Mush-
room, Retail,
T10I4D100K,
T40I10D100K

It avoids the costly
candidate generation
and utility computa-
tion.

The join operations
between utility lists
of (k+1)-itemsets and
k-itemsets are time-
consuming. It suffers
from high space and
complexity.

It maintains an
inverted-list data
structure to mine
HUIs without any
candidate genera-
tion in one-phase
only.

d2HUP [4, 16],
Liu et al. (2012,
2016)

d2HUP trans-
forms a
horizontal
database into
a tree-based
structure called
CAUL and
adopts a pattern-
growth strategy
to directly dis-
cover HUIs in the
databases.

Chain Store,
Chess, Food-
mart, WebView1,
T10I6D1M,
T20I6D1M

It efficiently obtains
the utility of each
enumerated itemset
and the upper-bound
on utilities using the
CAUL.

The tree structure
and CAUL consume
more memory. The
algorithm is inef-
ficient where the
look-ahead strategy
is of little use.

d2HUP could be
further applied
in high utility
sequential pattern
mining, parallel
and distributed
algorithms and
their applica-
tions in big data
analytic.

It directly discov-
ers HUIs without
maintaining can-
didates.

FHM [17],
Fournier-Viger et
al. (2014)

An improved
version of HUI-
Miner with a
pruning strategy
named EUCP.
It uses vertical
database repre-
sentation to mine
HUIs.

BMS, Chain-
store, Kosarak,
Retail

FHM reduces the
number of join oper-
ations by up to 95%
and is up to six
times faster than the
HUI-Miner.

It consumes slightly
more memory than
HUI-Miner and has
poor performance
on sparse datasets.
It suffers from high
space and complex-
ity. It gives equal
importance to all
items in a database
which cannot fully
reflect the character-
istics of real-world
databases.

Other optimiza-
tions for itemset
mining such as
sequential pat-
tern mining and
sequential rule
mining may be
explored in the
future research.

It maintains an
inverted-list data
structure to mine
HUIs without any
candidate genera-
tion in one-phase
only.

HUCI-Miner
[85], Sahoo et al.
(2014)

HUCI-Miner is
proposed to mine
HUCIs with their
generators.

Chess,
Chain-store,
Foodmart, Mush-
room, Retail,
T10I4D100K

The proposed algo-
rithmachieves a great
reduction in com-
pressing the number
of HUIs.

It integrates the
concept of min-
imal generator
into HUIs min-
ing.

CHUI-Miner
[78], Wu et al.
(2015)

CHUI-Mine
algorithm
dynamically
prunes the CHUI-
tree.

Chain-Store,
Chess, Connect,
Foodmart, Mush-
room, Retail

Two mechanisms,
namely, shared vari-
ables and message
passing, make the
CHUI-tree more
compact.

To process recur-
sively all the
conditional prefix
trees is time-
consuming.

To best of our
knowledge, this is
the first work that
address the issue
of mining CHUIs
without candidate
generation.

HUP-Miner [60],
Krishnamoorthy
(2015)

It uses novel par-
tition utility-list
data structure to
efficiently mine
HUIs.

Chain, Chess,
Kosarak, Mush-
room, Retail,
T10I4D100K,
T20I6D100K,
T40I10D100K

It performs well on
the sparse datasets.
The proposed
pruning strategies
effectively improve
the efficiency of high
utility itemsets.

It is not efficient on
the dense datasets.
The number of par-
titions need to be
explicitly set by the
users.

The HUP-Miner
can be extended
to on-shelf and
sequential utility
pattern. The algo-
rithm can be inte-
grated with other
pruning strategies
to achieve better
performance.

HUP-Miner is an
improvement of
HUI-Miner algo-
rithm.
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Table 12 continued

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

FHM+ [69],
Fournier-Viger et
al. (2016)

The proposed
algorithm mines
HUIs while con-
sidering length
constraints.

Chain-store,
Mushroom,
Retail

FHM+ efficiently
discovers HUIs
while considering
length constraints.

Detailed results have
not shown.

The concept of
LUR could be
incorporated
in high-utility
sequential rule
mining.

It extends FHM
algorithm for
HUIM with a
novel concept
named LUR to
reduce the upper
bounds on the
utility of itemsets
using length con-
straints, and thus
prune the search
space.

IMHUP [86],
Ryang et al.
(2016)

It is based on
the indexed
list-based data
structure that
reduces the
comparison oper-
ations when it
builds local lists
in the HUPM.

Accident, Chain-
store, Chess,
Connect, Retail,
T10I4D100K-
T10I4D1000K,
T10N10KL1K -
T10N100KL10K

It drastically reduces
the join and com-
parison operations
with the proposed
IU-list data structure.
It performs well on
the sparse and dense
datasets.

It mines HUPs
without candi-
date generation.
It uses two tech-
niques, RUI and
CHI, to generate
HUPs without
any construction
of conditional
lists

FCHM [87],
Fournier-Viger et
al. (2016)

It integrates the
concept of corre-
lation in HUIM
to find profitable
itemsets that are
highly correlated
using the bond
measure.

Foodmart,
Kosarak, Mush-
room, Retail

The proposed algo-
rithm is highly
efficient and can
prune a large number
of weakly correlated
HUIs.

Detailed results
using PBM and ALU
strategies are not
shown.

FCHM could
be considered
in incremental
HUIM. The novel
algorithms could
be developed for
correlated HUIM
based on the
EFIM algorithm.

Mining CHIs
using FCHM can
be much faster
than mining
HUIs.

Hminer [18],
Krishnamoorthy
(2017)

It uses a com-
pact utility-list
data structure to
efficiently store
utility informa-
tion.

Accident, BMS,
Chain, Chess,
Connect, Food-
mart, Kosarak,
Mushroom,
Pumsb, Retail

It works well in the
dense area of both
dense and sparse
datasets.

It has poor results
on both run-time and
memory consump-
tion performance for
the accidents dataset.

It could be eas-
ily applied to
other HUI exten-
sions such as
HUIs with nega-
tive unit profits,
top-k HUIs and
on-shelf utility
mining.

The closed and
non-closed utility
of an itemset is
used to compactly
store utility val-
ues.

mHUIMiner [82],
Peng et al. (2017)

It modifies HUI-
Miner that inte-
grates the IHUP-
tree structure into
the original HUI-
Miner algorithm.

Accident, BMS,
Chain-Store,
Chess, Foodmart,
Kosarak, Mush-
room, Retail

It performs well on
the sparse datasets.

It works only for
static dataset. The
memory consump-
tion and running time
are high as the input
size increases.

The future
research could
include the incre-
ment dataset and
negative utility
values.

It avoids unnec-
essary utility-list
constructions in
HUI-Miner by
incorporating the
tree structure.

ULB-Miner [89],
Duong et al.
(2018)

It uses the utility-
list buffer to
reduce the mem-
ory consumption
and speed up the
join operations.

Chain-store,
Chess, Con-
nect, Foodmart,
Kosarak, Retail

ULB-Miner is 10
times faster and 6
times less mem-
ory consumption as
compared to FHM
and HUI-Miner. It
efficiently works
on both dense and
sparse datasets.

ULB-Miner cannot
be directly applied to
utility-lists stored in
Utility-list buffer.

The proposed
structure could be
adopted in vari-
ous optimization
techniques such
as data stream to
mine the itemsets.

It is based on
the principle of
buffering utility-
lists to decrease
memory con-
sumption.
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Table 12 continued

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

CLS-Miner [84],
Dam et al. (2019)

The proposed
algorithm utilizes
the utility-list
structure to
directly com-
pute the utilities
of itemsets with-
out producing
candidates.

Chain-Store,
Chess, Connect,
Foodmart, Mush-
room, Retail

The proposed algo-
rithm has linear scal-
ability with respect to
the number of items
and the number of
transactions.

CLS-Miner needs to
store other structures
in memory for its
pruning strategies
such as the EUCS
and the coverage of
items.

The distributed
version of CLS-
Miner can be
run on cloud-
computing
platforms for
to process the
large datasets.

The CLS-Miner
algorithm utilizes
the utility-list
structure and
integrates the
three proposed
pruning strategies
and the fast pre-
check method.

CHUI-Mine
(Maximal) [91],
Nguyen et al.
(2019)

Compact and
lossless represen-
tation of HUIs.

Chain-Store,
Mushroom,
Retail

It significantly
reduces the exe-
cution time and
memory that is
required to store the
discovered patterns.

It may produce
unnecessary candi-
dates patterns.

The execution
time and memory
consumption of
the algorithm
could be fur-
ther reduced by
directly mine the
MHUIs.

First one-phase
algorithm to mine
CHUIs.

CG-Algorithm
[92], Merugula et
al. (2020)

The proposed
algorithm
extracts Closed
and Generator
HUIs from the
given dataset.

Accident, Chain-
Store, Chess,
Foodmart, Mush-
room, Retail

It occupies less space
for both closed and
generators.

It is a post prun-
ing algorithm of
HUIs, therefore,
it could be fur-
ther improved
by deriving them
while determin-
ing HUIs.

Two opera-
tions, closed
and generator
are performed
using a single
condition that is
either Super-set
or Subset check.

FCHUIM [93],
Wei et al. (2020)

The proposed
algorithm is
based on a total
summary list
structure for stor-
ing and retrieving
utility lists with-
out repeatedly
scanning the
database.

Accidents,
Chain-store,
Chess, Kosarak,
Retail

It achieves great per-
formance on the large
databases. FCHUIM
can efficiently reduce
memory consump-
tion.

FCHUIM algo-
rithm could be
further extended
to frequent and
maximal HUIs. It
can be introduced
to Hadoop or
Spark platforms.

It consists both
high-frequency
and high-utility
which allows
managers to
make decisions
to generate more
profits from
goods that is
based on cus-
tomer’s choice.

EHUIM-DS [95],
Shen et al. (2021)

The novel data
structure is
designed by
reorganizing
the transaction
database in find
all HUIs effec-
tively in the
depth-first search
process.

BMS, Chess,
Connect, Food-
mart, Pumsb,
Retail

EHUIM-DS has bet-
ter performance in
memory usage and
execution time than
the benchmark algo-
rithms.

EHUIM-DS has
slightly poor per-
formance than
HUI-Miner algo-
rithm on chess
dataset.

The upper
bounds, exten-
sions utility and
local TWU utility
reduce the search
space from width
and depth and
minimize the
execution time.

UBP-Miner [96],
Wu et al. (2022)

The proposed
set of bit-wise
operations,
BEO, is used
to improve the
join operations
of traditional
utility-list based
algorithms.

Chess, Mush-
room, Pumsb,
Connect, Retail,
Accidents

Fastest list con-
struction. Novel
techniques could
improve most utility-
list based algorithms.

Some additional
memory is required.

The proposed
algorithm could
be further
extended in a dis-
tributed system
and to process
data streams.

The data struc-
ture, UBP, is
integrated with
proposed algo-
rithm to reduce
the search space.
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Table 12 continued

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

HUIM-SU [97],
Cheng et al.
(2022)

The proposed
algorithm obtains
all HUIs effec-
tively and reduces
memory usage
in the depth-first
search process.

BMS, Chess,
Connect, Food-
mart, Pumsb,
Retail, Accident,
Kosarak

The proposed algo-
rithm shows better
performance in terms
of the number of
candidates, memory
usage, and execution
time than the state-
of-the-art algorithms.

The proposed algo-
riths have poor per-
formance on some
benchmark datasets.

More efficient
search techniques
could be further
used to test the
performance on
real-world big
data scenarios.

The construction
tree and com-
pressed storage
are used to reduce
the search space
and memory
usage.

effectively prune the search space. Furthermore, two novel
data structures, namely SUP-List (Selective database pro-
jection utility-list) and Tail-Count list are developed that
reduce the number of database scans, and database projec-
tion size and only store the relevant information to mine
HUIs. The proposed algorithm performs better than bench-
mark algorithms [4, 15, 16, 60, 61, 69, 81] in computing time,
memory consumption, and candidate generation from very
condensed databases. Moreover, the proposed algorithm is
scalable because it is independent of the order of processed
projections which makes it suitable for distributed environ-
ment.

HUI-Miner [15], d2HUP [4], and EFIM [61] face the
problem of high costs concerning run and memory usage.
These algorithms either perform well on dense databases or
sparse databases. To address these issues, Jaysawal et al. [19]
proposed DMHUPS (Discovering Multiple High Utility Pat-
terns Simultaneously) algorithm to effectively discover the
HUIs. It utilizes IUData List (Item Utility Data list) struc-
ture to store the information of promising length-1 itemsets
along with their positions in the transactions that are used to
efficiently obtain the initially projected database. It simulta-
neously utilizes the utility and tighter extension upper-bound
that are used to reduce the search space for multiple potential
candidates. The proposed algorithm finds the multiple HUIs
simultaneously to efficiently limit the search space. It uses
transaction merging and look-ahead strategies to efficiently
discover longer patterns. DMHUPS shows high performance
as opposed to theUP-Growth+ [15],HUI-Miner [15], d2HUP
[4], andEFIM[61] onbothdense and sparse databases.More-
over, it is memory efficient and scalable. However, it uses the
transaction merging strategy only for dense databases.

HUIPM [106] and FDHUP [107] only take the correla-
tion factor by considering the co-occurring frequency in each
transaction. To resolve this challenge, Gan et al. [5] proposed
CoHUIM (non-redundant Correlated High Utility Itemset
Mining) algorithm to find the CoHUIs (non-redundant Cor-
related High Utility Itemsets) by spanning the sub-projected
databases of candidates. CoHUIs consider both the utility
and positive correlationmeasures.Moreover, an SDC (global
Sorted Downward Closure) property is developed to guaran-

tee the global anti-monotonic to identify the complete set
of CoHUIs. The proposed algorithm prunes a large number
of unpromising candidates and accelerates the performance
of the mining process. CoHUIM outperforms benchmark
algorithms concerning the run-time and generated patterns.
Moreover, it avoids excessive amounts of meaningless and
redundant information. Furthermore, the number of obtained
CoHUIs is more interestingness and valuable than that of
HUIs.

Summary

High utility itemset mining algorithms represent the transac-
tion database through a summarized data structure and mine
high-utility itemsets by recursively constructing projected
databases from the global data structure. The bottleneck of
HUIM algorithms is the exponential search space for explo-
ration and the time spent to construct the projected database
during recursive calls. Projection-based algorithms are pro-
posed to represent the transaction database as transactions
only and utilize several techniques like closure, transaction
merging, etc. to mine patterns efficiently in one phase only.
However, projection-based approaches incur several prob-
lems: (1) generate too many candidate sets in some cases due
to the use of TWU property; (2) do not perform well for high
threshold values on few databases. The detailed summary
of projection-based HUIM algorithms is shown in Table 13.
Furthermore, the pros and cons of projection-based HUIM
approaches are depicted in Table 14.

3.5 Miscellaneous approaches of high utility
itemsets mining

In this section, several miscellaneous approaches for HUIM
are discussed. These approaches use vertical bitmap [109,
110] and/or horizontal bitmap [109] representation to reduce
memoryusage andgrow linearlywith the size of the database.

Song et al. [109] proposed BAHUI (Bitmap-based Algo-
rithm for High Utility Itemsets) algorithm which utilizes a
divide-and-conquer approach and uses bitmap representation
to mine the HUIs. It vertically uses a bitmap to visit the item-
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set lattice, while it horizontally uses a bitmap to calculate the
real utilities of candidates. It uses efficient bit-wise operations
and significantly reducesmemoryusage. Furthermore, it only
stores the promising HUIs using maximal length and inherits
the search from the maximal itemsets mining process. The
proposed algorithm is efficient and scalable as compared to

the benchmark methods [12, 48]. But it consumes a slightly
high memory compared to HUC-Prune [48].

Song et al. [111] proposed IHUI-Mine (Index High Util-
ity Itemsets Mine) algorithm to efficiently mine the HUIs.
It uses subsume index [112] data structure for efficient fre-
quent itemset mining that enumerates and prunes the search

Table 14 Pros and cons of projection-based high utility itemsets mining Algorithms

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

CTU-
PRO [79],
Erwin et
al. (2007)

It mines HUIs
using pattern-
growth approach.

BMS-POS,
Retail,
T10N5D100K,
T5N5DXM,
UNI-
FORM_10_50K

CTU-PRO performs
better than the pre-
vious algorithms on
both sparse and dense
datasets at most sup-
port levels.

GlobalCUP-Tree is
not completely fit in
the memory.

Further research is
needed to determine
how the thresh-
olds for transaction
weighted utility may
be varied from the
user-specified util-
ity to reduce this
overestimate.

CTU-tree is an exten-
sion of CFP-Tree and
a variant of CTU-
Tree.

CTU-
PROL
[42],
Erwin et
al. (2008)

It mines HUIs
from the large
dataset using
pattern-growth
approach.

BMS-POS,
Retail,
T10N5D100K,
T5N5DXM

It outperforms the
state-of-the-art algo-
rithms on the dense
and sparse datasets.

In case of Retail
dataset, Two-phase is
slightly faster than
CTU-PROL for high
threshold values.

Future work could
include the user-
specific utility to
reduce the overesti-
mate of TWU value.
The sampling-based
approximation could
further study to
reduce the overesti-
mation.

It uses TWU with
pattern-growth that is
based on the com-
pact utility pattern
tree data structure.

PB [13,
105],
Lan et
al. (2010,
2014)

The proposed
algorithm uses
the projection
techniques and
novel indexing
structure to find
the HUIs.

BMS-POS,
T10I4N4KD200K

The proposed
algorithm using
projection tech-
niques, speed-up the
run-time and reduces
the size of databases
to derive the large
itemsets.

It generates too many
redundant candidates
because it adopts the
TWU as the upper-
bound.

The proposed algo-
rithm can be applied
to data streams and
supermarket promo-
tion applications.

The concept of pro-
jecting tuples from an
original database is
applied to efficiently
mine the HUIs

SPHUI-
Miner
[104],
BAI et al.
(2018)

A database pro-
jection method
that has smaller
size and unique
data instances for
enumeration the
set of all HUIs.

Accident,p
BMSWebView1,
Chain-Store,
Chess, Connect,
Foodmart, Mush-
room, Retail,
Webdocs, Movie-
Lens

It is suitable for dis-
tributed implementa-
tion. It finds the set
of all HUIs from
the very condense
databases. The cost
of database scan is
reduced significantly.

Future work could
include the high aver-
age utility itemsets
for the incremental
datasets using HUI-
RTPL structure.

This is the first algo-
rithm that performs
selective database
projection, not only
on a data instance but
also on dimensions
for mining HUI.

DMHUPS
[19], Jay-
sawal et
al. (2018)

It simultaneously
calculates utility
and tighter exten-
sion upper-bound
values for mul-
tiple promising
candidates.

Accidents, Chess,
Connect, Chain-
Store, Kosarak,
Mushroom,
Retail

It finds multiple high
utility patterns simul-
taneously and effi-
ciently prunes the
search space.

DMHUPS uses the
transaction merging
strategy only for
dense datasets.

DMHUPS adopts
transaction merging
technique similar to
EFIM algorithm to
reduce the cost of
database scans.

CoHUIM
[5], Gan et
al. (2018)

It extracts
non-redundant
correlated pur-
chase behaviors
while consider-
ing the utility
and correlation
factors.

Chess, Food-
mart, Mushroom,
Retail,
T10I4D100K,
T5I2N2KD100K

The proposed algo-
rithm is suitable for
real-time applica-
tions. It is memory
efficient and scalable
algorithm.

The novel data struc-
tures and pruning
techniques could be
further developed.

It is first work that
considers correlation
of items in HUI min-
ing.
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Table 14 continued

Algorithm Description Test Datasets Pros Cons Future Direction Remarks

SATCHUIM
[108],
Hidouri et
al. (2021)

The proposed
algorithm
is based on
reduction to
enumeration
problems of
propositional
satisfiability.

Chess, Foodmart,
Mushroom, Con-
nect, Accidents,
Kosarak, Chain-
store

The proposed algo-
rithm is efficient
and scalable on the
benchmark datasets
in a reasonable time.

It is challenging task
to set the appropri-
ate minimum utility
threshold.

A parallel version
could be further pro-
posed to improve the
performance of SAT-
based approach for
enumerating (closed)
HUIs. The proposed
work can be further
extended to enumer-
ate the top-k (closed)
HUIs mining.

The proposed algo-
rithm makes use
of symbolic Arti-
ficial Intelligence
technique, proposi-
tional satisfiability,
for efficiently enu-
merating all closed
HUIs embedded in a
transaction database.

space. Moreover, a discovery algorithm is used to effec-
tively compute the TWU for the HUIs. Furthermore, the real
utilities of candidates can be verified from the recorded trans-
actions in the database using a bitmap representation. The
proposed algorithm is 5.50, 5.76, 1.37, and 2.73 times faster
as compared to the state-of-the-art algorithms, Two-phase
[12], FUM [8], HUC-Prune [48], and UMMI [49], respec-
tively aboutmemory consumption, efficiency, and scalability.

Songet al. [110] proposedBPHUI-Mine (BinaryPartition-
based High Utility Itemsets Mine) algorithm to efficiently
find the HUIs. It uses vertical bitmap representation to effec-
tively represent the item expansion based on the binary
partition in the transaction database which decreases the
processing time and memory consumption. Several pruning
strategies such as maximum itemset utility [59] and EUCP
[17] are used to prune the search space to efficiently mine
HUIs. Furthermore, support count is used to prune HTWUIs
[50]. The proposed algorithm outperforms Two-phase [12],
FUM [8], HUC-Prune [48], and UMMI [49], respectively
concerning memory usage, efficiency, and scalability. It
grows linearly with the size of the database. Moreover, it
is robust to noise in dense databases.

Hidouri et al. [108] proposed an algorithm, named
SATCHUIM (SAT (Satisfiability)-based Closed High Utility
Itemset Mining) that makes original use of symbolic Artifi-
cial Intelligence technique, i.e. propositional satisfiability,
for efficiently enumerating all closed high utility itemsets
embedded in a transaction database. The authors use the
SAT-based formulation to specify in terms of constraints the
task of finding (closed) high utility itemsets over transaction
databases. The proposed algorithm performs the tree-based
backtrack search procedure, named DPLL (Davis-Putnam-
Logemann-Loveland) solver, which is similar to the TWU
measure, to prune the search space. The experimental results
show that the proposed method performs well as compared
to two baselines HUIM algorithm, namely EFIM [51], and
d2HUP [4]. The proposed method also shows effectiveness
in comparison to three baselines closed HUIM algorithms,
namely EFIM-Closed [64], CHUD [35], and CHUI-Miner

[78]. However, the number of found itemsets highly depends
on the selected threshold values. It decreases when the utility
threshold increases and vice versa. Furthermore, the number
of patterns can be limitedwhen theminimumutility threshold
is large.

Dahiya et al. [113] proposed an optimization technique,
named EAHUIM (Enhanced Absolute High Utility Itemset
Miner), an advanced version ofAHUIM(AbsoluteHighUtil-
ity ItemsetMiner) from big data. A neutral division approach
has been proposed for dividing the search space among the
computing nodes. It considers both the parameters, TWU,
and length of the item in the subspace to assign it to a
node. The storage complexity of the process is reduced by
maintaining the subsets of transactions wherever possible
instead of the complete transactions. The divide-and-conquer
approach is used for extracting the data from the large
dataset. Two pruning techniques, namely Absolute Local
Utility (ALU) and Absolute Subtree Utility (ASU) are used
to prune the search space to significantly improve the mining
process. The experimental results prove the improvement of
the proposed algorithm over the state-of-the-art algorithms
EFIM-Par and PHUI-Miner [114] in terms of the total num-
ber of transactions, distinct items, the average number of
items per transaction from the benchmark datasets.

Summary

Several miscellaneous approaches for HUIM have been dis-
cussed that address the issues of high memory consumption
of the level-wise and tree-based algorithms.BAHUIuses hor-
izontal and vertical bitmap representations to mine HUIs by
using the divide-and-conquer method. IHUI-Mine uses the
subsume index to mine HUIs. BPHUI-Mine is based on the
binary partition to represent the transaction dataset.However,
these algorithms could be further improved in terms of mem-
ory usage. The details of miscellaneous HUIM approaches
are shown in Table 15. The pros and cons of all the miscel-
laneous approaches are depicted in Table 16.
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3.6 Summary and discussions

We discussed the various approaches of HUIM for trans-
action databases such as level-wise, tree-based, utility-list-
based, projection-based and miscellaneous. It has been
observed that they have the following main advantages:
(1) consider the usefulness and semantic information of
an itemset; (2) extract the maximum profit for the busi-
nesses; (3) use efficient pruning strategies to significantly
prune the search space; (4) significantly reduce the exces-
sive database scans; (5) significantly reduce the number
of candidates; (6) improve the performance of the mining
process; (7) effectively reduce the memory usage and exe-
cution time; (8) highly scalable; (9) perform well on various
benchmark databases. However, all these approaches are not

applicable in the following domains: (1) suitable only for the
static databases, not for incremental or dynamic databases;
(2) use only positive utility value, however, the real-world
businesses consist of both positive and negative utility
value; (3) apply only for transaction databases, not for other
databases eg. on-shelf, sequential databases, etc; (4) use only
for simple mining processes, however, there exists many
complex approaches such as sequential pattern mining, data
stream, uncertain databases, etc.

Furthermore, we show the horizontal view of all the
algorithms. We categorize the existing algorithms into two
groups: high utility itemsets based algorithms and closed
high utility itemsets based algorithms. Figures 3 and 4 show
horizontal classification of HUIs and Closed HUIs mining
algorithms, respectively.

Fig. 3 Horizontal view of HUIs
mining algorithms for
transactional databases
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Fig. 4 Horizontal view of
Closed-HUIs mining algorithms
for transactional databases

4 Other high utility itemsets mining
algorithms

In this section, we briefly discuss the HUIM approaches for
other type of databases, including on-shelf HUIM, HUIM
from sequential, uncertain, temporal, incremental, and other
databases, databases with negative utility values, data stream
mining, periodic mining, and privacy-preserving mining.

4.1 On-shelf high utility itemsets mining

Most of the HUIs remain undiscovered by using the existing
traditional HUIM algorithms because the exhibition periods
of all items are different in real-time applications. Hence, it
may be biased when the items are not always on-shelf. On-
shelf utility mining has recently received interest in the data
mining field due to its practical considerations. On-shelf util-
ity mining considers not only profits and quantities of items
in transactions but also their on-shelf time periods in stores.
Lan et al. [33] proposed TP-OHUI (Two-phase algorithm for
miningOn-shelf HighUtility Itemsets in temporal databases)
that efficiently and effectively mines the high on-shelf utility
items. However, it works only in the case of positive util-
ity. To resolve this challenge, Lan et al. [115] proposed an
efficient three-scan mining approach, named TS-HOUN that
efficiently discovers the high on-shelf utility itemsets with
negative profit from the temporal databases. An effective
itemset generation method is developed to avoid generating
a large number of redundant candidates and to effectively
reduce the number of data scans in mining. Another efficient
algorithm, named FOSHU (Faster On-Shelf High Utility
itemset miner) [116] is proposed to mine HUIs while con-
sidering on-shelf time periods of items, and items having
positive and/or negative unit profit. The experiments show
that FOSHU can bemore than 1000 times faster and use up to
10 times less memory than the state-of-the-art algorithm TS-
HOUN [115]. Dam et al. [102] proposed KOSHU (fast top-K
On-Shelf High Utility itemset miner) algorithm that mines
the top-k high on-shelf utility items having positive and/or
negative unit profits while considering the on-shelf time peri-

ods of the items. KOSHU introduces three novel strategies,
named efficient estimated co-occurrence maximum period
rate pruning, period utility pruning and concurrence exist-
ing of a pair 2-itemset pruning to reduce the search space.
KOSHU also incorporates several novel optimizations and
a faster method for constructing utility-lists. Zhang et al.
[117] propose twomethods, OSUM (On-shelf utilitymining)
of sequence data (OSUMS) and OSUMS+, to extract on-
shelf high-utility sequential patterns. For further efficiency,
several strategies are designed to reduce the search space
and avoid redundant calculation with two upper bounds time
prefix extension utility (TPEU) and time reduced sequence
utility (TRSU). In addition, two novel data structures were
developed for facilitating the calculation of upper bounds
and utilities. OSUMSmay consume a large amount of mem-
ory and is unsuitable for cases with limited memory, while
OSUMS+ has wider real-life applications owing to its high
efficiency.

4.2 High utility itemsets mining from sequential
databases

The problem ofmining high utility sequences aims at discov-
ering subsequences having a high utility (importance) in a
quantitative sequential database. High utility sequence min-
ing has been applied in numerous applications. It is quite
challenging task to solve this problem due to the combi-
natorial explosion of the search space when considering
sequences, and because the utilitymeasure of sequences does
not satisfy the downward-closure property used in pattern
mining to reduce the search space [118]. Various extensions
of the HUSP problem have been studied such as to hide
high utility sequential patterns in databases to protect sensi-
tive information [119] and discovering high-utility sequential
rules [119]. Yin et al. [120] propose an efficient algorithm,
named USpan to mine for high utility sequential patterns
from the sequential database. A lexicographic quantitative
sequence tree is designed to extract the complete set of high
utility sequences and design concatenation mechanisms for
calculating the utility of a node and its children with two
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effective pruning strategies. The experimental results show
that USpan efficiently identifies high utility sequences from
large scale data with very low minimum utility.

4.3 High utility itemsets mining from uncertain
databases

The traditional mining algorithms are designed to mine the
high frequent or high utility patterns by considering sup-
port and utility individually from the uncertain datasets. They
are not designed to mine the required information from the
uncertain datasets which consider both measures (utility and
uncertainly) together as a multi-objective optimization prob-
lem. The utilitymeasure is considered as an semanticmethod
to access the value of an pattern, on the other hand, the uncer-
tainlymeasure is considered as an objectivemethod to access
the reliability and existence of a pattern. It is a non-trivial
tasks to consider both measures to mine HUIs from uncer-
tain datasets. The reason is that both measures are conflicting
with eachother, thereby, resulting in the useless extracted pat-
terns. Lin et al. [100] propose a a novel framework, named
PHUIM (Potential High-Utility Itemset Mining) in uncer-
tain databases, to efficiently discover not only the itemsets
with high utilities but also the itemsets with high existence
probabilities in an uncertain database based on the tuple
uncertaintymodel. The PHUI-UP algorithm (Potential High-
Utility Itemsets Upper-Bound-based mining algorithm) is
first presented to mine PHUIs (Potential High-Utility Item-
sets) using a level-wise search. Since PHUI-UP adopts a
generate-andtest approach to mine PHUIs, it suffers from
the problem of repeatedly scanning the database. To address
this issue, a second algorithm named PHUI-List (Potential
High-Utility Itemsets PU-list-basedmining algorithm) is also
proposed. This latter directly mines PHUIs without gener-
ating candidates, thus greatly improving the scalability of
PHUI mining. Lin et al. [121] propose an efficient algorithm,
named MUHUI (Mining Uncertain High-Utility Itemsets),
is proposed to efficiently discover PHUIs in uncertain data.
Based on the PU-list (Probability-Utility-list) structure, the
MUHUI algorithm directly mines PHUIs without gener-
ating candidates, and can avoid constructing PU-lists for
numerous unpromising itemsets by applying several efficient
pruning strategies, which greatly improve its performance.
MUHUI algorithm scales well when mining PHUIs in large-
scale uncertain datasets. Ahmed et al. [122] propose the
multi-objective evolutionary approach to discover the high
expected utility patterns mining (MOEAHEUPM) frame-
work in a limited time-period from the uncertain database.
The proposed algorithm considers the utility and uncertainty
simultaneously to extract the set of non-dominated high
expected utility patterns (HEUPs) based on the evolutionary
computation from the uncertain environment. The proposed
algorithm does not need the prior knowledge (minimum util-

ity threshold and minimum uncertain threshold) to discover
the information. But, instead of prior knowledge, it mines
moremeaningful and unique non-dominated patterns tomeet
the decision.

4.4 High utility itemsets mining from temporal
databases

The existing traditional HUIM algorithms generate toomany
candidates that make it difficult for the user to identify useful
items from the large static databases. To resolve this issue,
several algorithms are proposed in data streammining.Chu et
al. [123] proposed THUI-Mine (Temporal High Utility Item-
setsMine) algorithm that mines the temporal8 HUIs from the
data stream. The proposed algorithm identifies the temporal
HUIs with fewer candidate-generated itemsets and has high
performance. Shie et al [90] proposed a GUIDE (Generation
of maximal high Utility Itemsets from Data strEams) algo-
rithm that generates compact and insightful items which are
high utility aswell asmaximal from the data stream.Ryang et
al. [124] proposed SHU-Grow (Sliding window-based High
Utility Grow) algorithm and SHU-Tree (Sliding window-
based High Utility Tree) that efficiently mine the HUIs from
the continuous data stream.They also present two techniques,
namely RGE (Reducing Global Estimated utilities) and RLE
(Reducing Local Estimated utilities) that significantly prune
the search space and candidates by decreasing the overesti-
mated utilities.

4.5 High utility itemsets mining from incremental
databases

The traditional HUIM algorithms are proposed to handle
static databases. However, in real-time applications, the
transactions are gradually inserted, deleted, or modified in
the database. When new transactions occur in the database,
new items may emerge and old items become irrelevant.
The conventional HUIM approaches run in batch mode only.
When they apply to extract data from the updated database,
they need to execute from scratch which ignores the previous
results and is also time-consuming. In the recent past, several
efficient IHUPM (Incremental High Utility ItemsetsMining)
algorithms are proposed to handle the inserted transactions
in the updated database.

Gan et al. [27] provide a comprehensive survey of incre-
mental HUIM. The authors have comprehensively reviewed
ten incremental HUIM algorithms which mainly fall into the
following three groups: (1) Apriori-based; (2) tree-based; (3)
utility-list-based. For details, the readers may refer to the sur-
vey paper on incremental HUIM by [27].

8 The temporal HUIs are the itemsets whose support is larger than a
pre-specified threshold in current time window of the data stream.
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Now, we briefly discuss several incremental HUIM algo-
rithms which are not covered by [27]. Lee et al. [125]
proposed PIHUP (Pre-large Incremental High Utility Pat-
terns) algorithm that is based on the pre-large concept to
effectively discover the HUIs in the incremental database. It
uses PIHUPL -tree (PIHUP Lexicographic tree) structure to
find the patterns fastly. The proposed algorithm needs only
one scan to process the dynamic data. It effectively reduces
the redundant operations and memory space as compared to
the PRE-HUI algorithm [126]. However, the generated can-
didate patterns need to maintain the anti-monotone property
[1].

Dam et al. [127] proposed a single-phase IncCHUI (Incre-
mental Closed High Utility Itemset miner) that mines closed
HUIs from the incremental databases using the incremen-
tal utility-list structure. The incremental utility-list structure
stores the information of all single items both in the original
database and the added transactions. The proposed algorithm
constructs the lists of single items by scanning the origi-
nal database or updated section only once. It uses the CHT
(ClosedHashTable) to store the discovered closedHUIs. The
proposed algorithm is highly scalable concerning the sizes of
the input databases as opposed to the benchmark algorithms.
Moreover, it is efficient inmemory usage and execution time.

Nguyen et al. [128] proposed a modified version of the
EFIM algorithm [51], named MEFIM (Modified EFficient
high utility Itemset Mining) by adding the capability to
handle the dynamic databases. The authors proposed an opti-
mized version of theMEFIMalgorithm, named iMEFIM that
uses a novel structure P-set. The P-set structure reduces the
number of transaction scans and improves the mining pro-
cess. The proposed algorithm performs well as compared to
the benchmark algorithms on dynamic databases regarding
memory usage and run-time. The iMEFIM scans 26 percent
fewer transactions thanMEFIM. However, theMEFIM algo-
rithm scans the database repeatedly to compute the utility,
local utility, and sub-tree utility of each item. The iMEFIM
algorithm consumes highmemory because of the P-set struc-
ture.

Liu et al. [129] proposed an Id2HUP+ (Incremental Direct
Discovery of High Utility Patterns) algorithm which adopts
a one-phase paradigm of d2HUP [4, 16] by improving
relevance-based pruning and upper-bound based pruning and
introducing quick merge of identical transactions. The pro-
posed algorithm proposes niCAUL (newly improved Chain
of Accurate Utility-Lists) structure to quickly update the
dynamic databases. Two pruning strategies, namely absence-
based pruning and legacy-based pruning are proposed for
incremental mining. The proposed algorithm is up to one-to-
three orders of magnitude more efficiently as compared to
the benchmark algorithms.

Yun et al. [130] proposed IIHUM (Indexed-list based
Incremental High Utility Pattern Mining) algorithm to dis-

cover the HUIs from the incremental databases. An IIU-List
( Incremental Indexed Utility-List) structure is proposed in a
list form to discover the HUIs without any candidate genera-
tion. Furthermore, restructuring and pruning techniques are
suggested to efficiently process the incremental data. The
proposed algorithm efficiently mines the HUIs from incre-
mental databases as compared to the benchmark algorithms.

4.6 High utility itemsets mining from other
databases

Traditional HUIM methods deal with positive utility only,
however, real-world applications consist of negative utility as
well. For example, an outletmay sell items at the loss to cover
the cost of the other items in the store or promotion of certain
items. The traditional HUIM approaches do not address this
issue. In the past decade, several HUIM with negative utility
approaches are proposed to mine HUIs with negative utility.
Singh et al. [30] provide a comprehensive survey of HUIM
with negative utility. This survey includes twelve papers that
mainly fall into the following three groups: (1) level-wise; (2)
tree-based; (3) utility-list-based. For details, the readers may
refer to the survey paper of HUIMwith negative utility value
by [30]. Now, we briefly discuss several HUIM algorithms
for the negative utility which are not covered by [30]. Singh
et al. [131] proposed EHNL (Efficient High utility itemsets
mining with Negative utility and Length constraints) algo-
rithm that uses length constraints to find HUIs. This is the
first work to mine HUIs from the database having negative
utility values and considering length constraints. It introduces
a minimum length constraint to remove the excessive very
small itemsets. Furthermore, it also uses maximum length
constraint to restrict the too longer itemsets. EHNL utilizes
database projection and transaction merging techniques to
reduce the cost of database scans. Moreover, it utilizes a sub-
tree-based pruning strategy, based on EHIN [132], to reduce
the search space and accelerate the mining process. The pro-
posed algorithm efficientlymines theHUIswith lowmemory
consumption for real databases.

In the conventional HUIM methods, the actual utility val-
ues of itemsets are increased along with the increase of their
length. This makes it difficult to analyze whether an itemset
is better than its subsets or not. To resolve this issue, HAUIM
(HighAverage-Utility ItemsetsMining) algorithms [133] are
proposed thatmine the averageHUIs from the databases. The
average utility of an itemset is the summation of all utility
values of all items in the appeared transaction divided by
the total number of items in the transaction. However, they
spend a high amount of time and generate excessive can-
didates. To address these limitations of traditional HAUIM
algorithms, in recent years, more advanced HAUIM algo-
rithms [134, 135] are proposed that perform well in terms
of the number of join operations, execution time, memory
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consumption, and scalability. However, they work only on
static databases. To address this issue, incremental HAUIM
algorithms [136, 137] are proposed that efficiently mine the
average HUIs on the dynamic database in a significant way.
Singh et al. [25] provide a comprehensive survey of high
average-utility itemsets mining algorithms that can serve as
the recent advancement and research opportunities in the area
of data mining. For further details, the readers may refer to
the paper [25] for the new technological advancements in the
domain of HAUIM.

The traditional HUIM algorithms spend more compu-
tation time searching for an item from large databases.
The issue can be resolved by using evolutionary compu-
tation. Two genetic algorithms, namely HUPEumu-GRAM
(High Utility Pattern Extracting using Genetic algorithm
with Ranked Mutation using Minimum Utility threshold)
[138] and HUPEwumu-GRAM (High Utility Pattern Extract-
ing using Genetic algorithm without Ranked Mutation using
MinimumUtility threshold) [138], are proposed to findHUIs
with and without minimum utility threshold respectively.
But, both these algorithms are inadequate to obtain promis-
ing HUIs because the computations are more if the distinct
items are very large in the database. Another evolution-
ary algorithm based on particle swarm optimization, named
Binary-Particle Swarm Optimization (BPSO) [139], is pro-
posed to obtain the optimization solutions from the large
search space. However, it requires a large number of com-
putations to obtain high accuracy. Another solution to the
computational evolutionary is to use the fuzzy theory system
to handle the transaction databases based on the crisp sets.
Recently, Kumar et al. [140] provide a comprehensive survey
on soft computing based onHUIM that includes evolutionary
computation and fuzzy-based approaches. Formore informa-
tion, the readers may refer to the paper [140] to get the new
advancement and research opportunities in the area of soft
computing using HUIM.

The traditional HUIM algorithms utilize the single mini-
mum utility threshold to discover the HUIs. But, in real-time
applications, these approaches are unrealistic because it is
hard to develop efficient strategies for businesses by using
these methods. To overcome this problem, many HUIM
algorithms with multiple minimum thresholds [31, 141] are
extensively proposed that specify multiple minimum utility
thresholds for each item to identify more specific and useful
HUIs. These approaches generate more benefits as compared
to the HUIM algorithms. The HUIMwith multiple minimum
utility thresholds can be applied to expert intelligent systems
tomakemore efficient decisions or strategies.However, these
approaches consume a high amount of memory.

The traditional HUIMmethods do not consider the period
constraints and ignore the timestamps of the transactions.

Hence, these methods discover profitable HUIs but they sel-
dom occur in the transactions. To address this issue, several
algorithms are proposed that efficiently and effectively mine
the complete set of periodic HUIs while considering the
period constraint and pruning a large number of non-periodic
items from the large databases [142]. These methods may
provide significant, reliable, and effective solutions in real-
time applications.

HUIM algorithms are vulnerable to privacy issues. To
address this issue, several privacy-preservation HUIM algo-
rithms are proposed to hide sensitive HUIs [143]. These
algorithms, not only generate the high profitable HUIs, but
also capable of privacy-preserving the secure or private
HUIs. These methods can be applied to intelligent privacy-
preserving approaches in the industry environment.

4.7 Summary

As discussed above, the on-shelf HUIM algorithms effi-
ciently and effectivelymine the high on-shelf utility itemsets.
The temporal HUIM algorithms efficiently mine the HUIs
over a time period from the data stream. The incremental
HUIM approaches are proposed to efficiently discover the
HUIs in the updated databases. HUIMs with negative utility
efficiently work to discover the HUIs with negative profit.
Average HUIM algorithms effectively discover the HUIs
alongwith the increase of their length. TheHUIMalgorithms
withmultiple minimum utility thresholds are used to identify
more specific and interesting items that make it easy for busi-
nesses to reach more efficient decisions. The periodic HUIM
mines the HUIs while considering the periodic constraint.
The privacy-preservingHUIMalgorithms are capable to hide
sensitiveHUIs. In short, these approaches performwell in the
real world environment.

5 Databases and open-source resources

5.1 Databases

In this survey, the HUIM algorithms for transactional
databases consider various real-world [144–146]. A brief
description of these real-world is given that are publicly
available in the literature. These algorithms consist of
dense, sparse, mixed, short transactions, moderate transac-
tions, and long transactions databases. Dense databases have
fewer items and longer transactions as compared to sparse
databases. Dense databases are generated from games like
Chess and species of mushroom that have very few items
and longer transaction’s length. Sparse databases are gen-
erated by retail giants like Walmart, Amazon, etc. that sell
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millions or billions of products, but a customer usually pur-
chases a few products only. Accident database anonymized
traffic accident data. BMS-POS database contains several
year’ worth of point-of-sale data from a large electronics
retailer. The real database BMSWebview-1 is taken from
[147]. This database was used in KDDCUP 2000. It contains
click-stream data from e-commerce. The Chess database
is prepared based on UCI chess. Connect database is pre-
pared based on the UCI connect-4. The Foodmart database
consists of customer transactions from a retail store. The
database includes 1,112,949 transactions with quantities,
46,086 items, an average transaction length of 7.2, and a
utility table. The Mushroom database is prepared based on
the UCI mushrooms. OnlineRetail is transformed from the
Online Retail database. Pumsb database consists of cen-
sus data for population and housing. Retail database is the
customer transactions from an anonymous Belgian retail
store. WebDocs is a real-life transactional database that is
available to the data mining community through the FIMI
repository. The whole collection contains about 1.7 million
documents, mainly written in English, and its size is about 5
GB. It is stored, obtained, and transformed from SQL-Server
2000. Kosarak is a very large database containing 9,90,000
sequences of click-stream data from a Hungarian news por-
tal. The database was converted into SPMF format using the
original data. Grocery chain store were received from U-
MineBench version 2.0 [146]. The characteristics of all the
real-world databases are shown in Table 17.

5.2 SPMF open source framework

SPMF [148] is an open-source data mining framework. It
offers more than 254 data mining algorithms. These algo-
rithms cover 14 different categories, including sequential
pattern mining, sequential rule mining, sequence prediction,
itemset mining, episode mining, periodic pattern mining,
graph pattern mining, high-utility pattern mining, associ-
ation rule mining, stream pattern mining, clustering, time
series mining, classification, and text mining. It is written
in Java, specialized in pattern mining. It is distributed under
the GPL v3 license. It offers several resources such as doc-
umentation with examples of how to run each algorithm, a
developer’s guide, performance comparisons of algorithms,
datasets, an active forum, a FAQ, and a mailing list. SPMF
presents various kinds of databases for data mining. It
also presents database generators for a synthetic transac-
tion database, sequence database, and sequence database
with timestamps. It offers a toolbox for calculating statis-
tics about a transaction database with utility information,
and about a sequence database. The toolbox can be used
to convert a sequence database to a transaction database and
vice-versa.

6 Research opportunities and future
directions

In recent decades, there are tremendous growth in the field
of HUIM. However, there are still lots of challenges with
the traditional approaches regarding memory consumption,
run-time, scalability and, many more. Hence, there is wide
scope for improvement. In this section, we highlight some
key research opportunities and future research areas in high
utility itemsets mining.

6.1 Compact and concise high utility itemsets
mining

Although several algorithms [20, 35, 84] integrate the utility
mining and closed itemsets.However, there is stillwide scope
for the integration of HUIM algorithms with other compact
representations [36]. This is an interesting research prob-
lem that may be quite useful to further reduce the redundant
itemsets from the databases. Moreover, the closed HUIM
approaches consume high memory and execution time in the
case of dense databases depending on the minimum utility
threshold. Hence, efficient algorithms could be developed
by introducing novel data structures, pruning strategies, and
constraints.

6.2 Dynamic complex data

Another promising research opportunity could be the exten-
sion of HUIM algorithms in the area of dynamic complex
data, for example, uncertain, dynamic sequential, incremen-
tal, and stream data. There is a wide range of scope for
improvement so that the algorithms can efficiently handle
the dynamic complex data to mine HUIs.

6.3 Constraint based high utility itemsets mining

Although there are lots of efficient HUIM algorithms, the
user is mainly interested in the longer and better actionable
candidates. The action-ability of HUIM algorithms is useful
to decide for the users to increase utility. Several algorithms
are proposed that reduce the total number of generated item-
sets based on the constraints on the resulting rules. Therefore,
the users are more interested in constraint HUIM algorithms.
Pei et al. [149] present many constraints for FIM. It can be
pushed into HUIM as well. Moreover, length-based HUIM
algorithms play a significant role in constraint-based mining
that can remove a lot of small itemsets and generate more
interesting and actionable high-utility items. Although, in
[69], theHUIMalgorithmwith length thresholds is proposed.
But, there are still lots of research opportunities to discover
more efficient algorithms to push the constraints as deep as
we can.
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6.4 High utility itemsets mining with big data

Big data deals with Grid computing, Multi-core comput-
ing, MapReduce, Graphics Processing Units (GPUs), Spark
framework, and Apache Hadoop. The HUIM approaches
could be explored to mine the HUIs from the large databases
in the area of distributed and parallel algorithms, and their
applications in big data analytics, similar to those proposed
in [150]. Previous works [151, 152] explore big data and var-
ious operations on big data. The multi-threads approach in
cloud computation such as the Map-Reduce framework may
be further investigated to find the HUIs in large databases.
Furthermore, the distributed version of the concise mining
algorithm [84] could be further developed to run on cloud
computing platforms like Hadoop or Spark platforms and the
TensorFlow system, to process very large databases. Hence,
there are lots of research opportunities to work on the scal-
ability issue of HUIM algorithms from constraint-based to
more collaborative and hybrid models in the future.

6.5 Other problems

The latest preprocessing techniques improve the complete-
ness, consistency, and precision of the algorithms. The
previous works [153, 154] utilize the latest preprocessing
techniques with HUIM algorithms. This can be further inves-
tigated to developmore efficient algorithms. Few researchers
combine the association rule mining and classification mod-
els in the past [155]. The integration between classifica-
tion and utility mining could be further investigated. The
sampling-based approximation [156] could be investigated
tomine theHUIs that significantlymake the computation less
expensive. There aremany research possibilities to extend the
variations of the HUIM problems and reuse them in various
areas such as high utility association rules [157], incremental
HUIs [32, 158], top-k HUIs [94], on-shelf HUIs [116] and
periodic HUIs [103]. The HUIM approaches may be further
investigated to optimization methods involving the HUIs in
data-stream.

7 Conclusions

High utility itemsets mining (HUIM) is a powerful tech-
nique for discovering interesting patterns in transactional
datasets. The HUIM algorithms have various applications
including market basket analysis, web-click stream analy-
sis, web mining, cross-marketing, gene regulation, mobile
commerce environment, and e-commerce. In this survey, we
presented highlights of the HUIM approaches for transac-
tional databases that might be useful for the readers to select
proper methods for their applications. This work is quite
appropriate to find suitable algorithms and improve business

satisfaction. It is not only beneficial to the retailer to extract
the useful information of high utility items and gain more
profits but also to the customers to find a better choice of the
selection of items.

In this survey, we provided an up-to-date and comprehen-
sive review of HUIM algorithms for transactional databases.
In this survey paper, we have discussed the key concepts,
algorithms, and applications of HUIM. The paper provided
the taxonomy and presented the state-of-the-art algorithms
of HUIM for transactional databases that are categorized
as level-wise, tree-based, utility-list-based, projection-based,
and miscellaneous. It also discussed the pros and cons of
each category of HUIM approaches are discussed in-depth.
We also presented a summary of other existing HUIM algo-
rithms including on-shelf, sequential databases, uncertain
databases, temporal databases, incremental databases, neg-
ative utility values, average-utility, soft computing using
HUIM, multiple minimum utility thresholds, data stream,
periodic mining, and privacy-preserving utility mining. We
also presented 16 real-world databases that are utilized by
various HUIM approaches. Finally, the paper identified sev-
eral key research opportunities and future directions for
HUIM algorithms.
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