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Abstract
Colorectal cancer (CRC) is one of the most common andmalignant types of cancer worldwide. Colonoscopy, considered the gold
standard for CRC screening, allows immediate removal of polyps, which are precursors to CRC.Many computer-aided diagnosis
systems (CADs) have been proposed for automatic polyp detection. Most of these systems are based on traditional machine
learning algorithms and their generalization ability, sensitivity and specificity are limited. On the other hand, with the widespread
use of deep learning algorithms in medical image analysis and the successful results in the analysis of colonoscopy images,
especially in the early and accurate detection of polyps, these problems are eliminated in recent years. In short, deep learning
algorithms and applications have gained a critical role in CAD systems for real-time autonomous polyp detection. Here, wemake
significant improvements to object detection algorithms to improve the performance of CAD-based real-time polyp detection
systems. We integrate the artificial bee colony algorithm (ABC) into the YOLO algorithm to optimize the hyper-parameters of
YOLO-based algorithms. The proposed method can be easily integrated into all YOLO algorithms such as YOLOv3, YOLOv4,
Scaled-YOLOv4, YOLOv5, YOLOR and YOLOv7. The proposed method improves the performance of the Scaled-YOLOv4
algorithm with an average of more than 3% increase in mAP and a more than 2% improvement in F1 value. In addition, the most
comprehensive study is conducted by evaluating the performance of all existing models in the Scaled-YOLOv4 algorithm
(YOLOv4s, YOLOv4m, YOLOV4-CSP, YOLOv4-P5, YOLOV4-P6 and YOLOv4-P7) on the novel SUN and PICCOLO
polyp datasets. The proposed method is the first study for the optimization of YOLO-based algorithms in the literature and
makes a significant contribution to the detection accuracy.
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1 Introduction

Colorectal cancer (CRC) is the second leading cause of cancer
death in the world after lung cancer, and is the third most
frequently diagnosed cancer in the world [1]. Two years
ago, CRC was the third mortal cancer in the world and the
fourth most commonly diagnosed cancer [2].

Approximately 2 million new cases and approximately
1 million deaths were expected in 2020 [1]. This shows that
CRC is one of the most important and fatal cancers with an
increasing mortality and frequency. In the light of this infor-
mation, it can be said that the diagnosis and treatment of CRC
is of critical importance. Polyps that are precursors to CRC
begin as glandular tissue in the inner lining of the colon or
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rectum. Early detection of polyps can significantly prevent the
development of CRC. Colonoscopy is considered as the gold
standard in detecting CRC and allows immediate removal of
polyps. However, the success of polyp detection in colonos-
copy screening varies greatly depending on the expertise of
the endoscopist and the techniques they apply. High-quality
colonoscopy and the required adenoma detection rate (the
proportion of procedures in which at least one or more adeno-
mas are detected) are the cornerstones of CRC prevention.
Studies have been presented showing that for every 1.0%
increase in Adenoma Detection rate (ADR), there is at least
a 6.0% reduction in the risk of CRC [3, 4].

Computer aided diagnosis (CAD) systems have been de-
veloped to detect polyps missed during colonoscopy screen-
ing and to increase ADR. CAD systems developed for polyp
detection generally used classical machine learning algo-
rithms. Since these algorithms lack generalization, they could
not provide the desired success because colorectal polyps
show great differences in size, direction, color and texture.
On the other hand, the use of deep learning in the field of
medical image analysis has started and attracted great atten-
tion recently, as deep learning algorithms and architectures
have started to offer superior performances in object detection
and image classification [5]. Deep learning is a subfield of
machine learning and artificial intelligence that focuses on
learning high-level abstractions aimed at discovering new fea-
tures in data using hierarchical structures. Deep learning has
attracted great interest in many popular areas such as health,
defense industry, object recognition, self-driving cars and
speech recognition [6–9]. The reason behind the high perfor-
mance of deep learning belongs to CNN architectures. CNNs
contain operators called convolutions and these operators try
to optimize feature extraction by using filters of different
structures. Almost all the CAD-based approaches proposed
for polyp detection consist of CNN-based object detection
algorithms [10]. These systems offer the highest performance
for real-time polyp detection.

Deep learning methods are among the most popular
methods used both in the diagnosis of CRC and in the diag-
nosis of other cancers [10–18]. The main reason why deep
learning methods are popular in cancer diagnosis today is
the use of large amounts of data in hospitals and research
centers with permission. Data labeled by a few experts can
be successfully applied to deep learning environments. CNN-
based object detection algorithms, one of the deep learning
methods, have achieved more successful results in automatic
polyp detection compared to other methods. Especially,
YOLO [19] and R-CNN-based [20] algorithms have created
an intense research era for polyp detection. Adaptation of deep
learning methods to polyp detection in real time is more con-
venient for CAD systems. The polyp detection system that can
be integrated into the endoscopy device must provide real-
time and high-level accuracy. Therefore, YOLO-based,

SSD-based [21], CenterNet-based [22] or custom models,
which are single-stage approaches, are more successful in this
sense than two-stage approaches because it is seen that studies
based on YOLO object detection algorithm have been studied
more. YOLO-based algorithms have become even more pop-
ular with the release of new versions. With the accelerated
increase in real-time performance and detection accuracy, it
has earned its place in many areas.

The paper is organized as follows. Section 2 illustrates the
works related to CRC polyp detection and hyper-parameter
optimization of deep learning algorithms. Section 3 explains
the details of the proposed method and datasets. Section 4
presents the experiments, which contains the setup,
experimental results and comparisons. Finally, some remarks
and conclusions are given in Section 5.

1.1 Contributions

The main purpose of this study is to strengthen the perfor-
mance of CNN-based commonly used object detection algo-
rithms through ABC, a simple and powerful swarm-based
global optimization algorithm for automatic polyp detection.
The main contributions of this study are as follows.

A comprehensive comparison of the performance of the
Scaled-YOLOv4 algorithm on the novel SUN and
PICCOLO polyp datasets is presented. For this, all existing
models in the Scaled-YOLOv4 algorithm are trained and eval-
uated. These models are respectively; YOLOv4s, YOLOv4m,
YOLOv4l (YOLOv4-CSP), YOLOv4-P5, YOLOv4-P6, and
YOLOv4-P7. Thus, the effect of scalability in object detection
algorithms on polyp detection was investigated. Such a com-
prehensive study has the distinction of being the first study in
the literature according to our knowledge.

We utilize the ABC algorithm, a swarm-based global opti-
mization algorithm, for automatic hyper-parameter optimiza-
tion of YOLO object detection algorithms. Therefore, we sig-
nificantly increase the polyp detection performance of YOLO
algorithms. The ABC algorithm integrated on the Scaled-
YOLOv4 algorithm could be quickly adapted to all YOLO-
based algorithms such as YOLOv3, YOLOv4, YOLOv5,
YOLOR and YOLOv7. This is the first study in the literature
for hyper-parameter optimization of YOLO-based algorithms.

The proposed method is performed on the novel SUN and
PICCOLO polyp datasets. Within both datasets, polyp detec-
tion accuracy (mAP, F1) is improved by at least 3%. It offers
data-specific optimization automatically according to the im-
ages in the data, by presenting the most ideal hyper-
parameters for each dataset. In addition, it provides significant
time and cost savings.

This study demonstrates the importance of hyper-
parameter optimization in polyp detection or other object de-
tection fields and encourages researchers for new research.
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2 Related works

2.1 Deep learning for polyp detection

Deep learning methods based on CNNs are the most widely
used approaches for object detection as well as automatic pol-
yp detection due to their excellent feature representation ca-
pacity and data-hungry characteristics. Colonic or colorectal
polyp detection can be considered as object detection. Object
detection, on the other hand, is a computer vision technique
for finding instances of objects in images or videos. It is seen
that all studies on polyp detection are based on object detec-
tion algorithms, which is a part of deep learning architectures.
YOLO-based algorithms, single stage approaches, are the
most popular part of object detection algorithms. YOLO algo-
rithms are quickly separated from their counterparts in terms
of both the high accuracy and the real-time performance.

In recent studies, it is seen that new mechanisms have been
added to object detection algorithms to increase performance
in real-time automatic polyp detection, and deep learning
models have been integrated into CAD systems for this man-
ner. Some recent studies can be summarized as follows. Liew
et al. [23] proposed a deep CNN-based system for the classi-
fication of colonic polyps. This system includes a new com-
bination of deep residual convolutional neural networks mod-
ified with PCA and ensemble learning approach to increase
the performance of polyp classification. Thus, while the clas-
sification performance of polyps increased, the calculation
time of the model was also improved. Younas et al. [24] com-
pared six existing Convolutional Neural Networks in addition
to transfer learning for classification of polyp types, and then
applied ensemble learning to select the optimal performing
architecture, presenting a more efficient method of polyp clas-
sification. Lee et al. [25] proposed a real-time polyp detection
system based on YOLOv4. In this system, a multi-scale mesh
was used to detect small polyps. In addition, the performance
of polyp detection has been increased by using advanced data
augmentation techniques and different activation functions.
Nogueira-Rodriguez et al. [26] presented a deep learning
model capable of automatic polyp detection based on
YOLOv3. The proposed method is enhanced by an object
tracking step that aims to reduce false positives. The perfor-
mance of the model has been increased by training the pro-
posed system with a special dataset containing a large amount
of polyp images.

Hoang et al. [27] presented a capsule endoscope system for
small bowel and colon applications with 5D position sensing
as well as real-time automatic polyp detection. This system
uses a YOLOv3-based algorithm to detect real-time polyps,
and in this way, the system performswith an average precision
of 85%. Wan et al. [28] proposed the YOLOv5-based model
for a real-time polyp detection based on the self-attention
mechanism. With the proposed method, while the beneficial

features are strengthened, the weak features are weakened,
and the performance of polyp detection is increased. Pacal
and Karaboga [29] presented a robust system that can be in-
tegrated into endoscopy devices. This system is based on scal-
ing the YOLOv4 algorithm and deploying models to increase
inference speed and performance. This system outperforms
previous studies on polyp detection accuracy on Etis-Larib
and CVC-ColonDB datasets. Pacal et al. [30] evaluated
SUN and PICCOLO datasets, which are novel datasets, using
the Scaled-YOLOv4 algorithm in a large experimental study.
Experimental studies show that SUN and PICCOLO datasets
are very successful in detecting polyps, while the Scaled-
YOLOv4 algorithm is one of the most ideal object detection
algorithms for large-scale datasets.

Souaidi et al. [31] proposed a hybrid SSDNet-based meth-
od for polyp detection. This method aimed to model the visual
appearance of small polyp areas. Additionally, instead of
using simple convolution layers, it employed modified
initial-A modules to augment intermediate feature maps. In
the experiments, the polyp detection performance of the pro-
posed method was verified with public datasets. Durak et al.
[32] trained the state-of-the-art object detection algorithms,
such as YOLOv4 [33], CenterNet, EfficientDet [34],
YOLOv3 [35], SSD, and Faster R-CNN [36] for automatic
gastric polyp detection. In the experimental results, YOLOv4
algorithm provided highest performance compared to other
methods and could be used effectively in CAD systems for
the automatic polyp detection purpose. Qian et al. [37] pro-
posed a method that combines GAN architectures and
YOLOv4 object detection algorithm for robust polyp detec-
tion. Experimental results of this study were evaluated on 3
publicly available datasets. Experimental results showed that
the proposed method outperforms U-Net and can synthesize
more realistic polyp images. In addition, the polyp detection
performance has been significantly improved with this
method.

2.2 Hyper-parameter optimization of deep learning
algorithms

In deep learning-based CAD systems, method and dataset are
the two most important factors that affect the performance of
the system. The effective use of these two fundamental factors
is of particular importance. While most studies on polyp de-
tection generally use the latest up-to-date methods and larger
datasets, their effective use, in other words fine-tuning or
hyper-parameter optimization, has not been considered. One
of the main reasons for this is that hyper-parameter optimiza-
tion requires high processing power. However, performance is
of greater importance, especially in CAD systems used in
cancer diagnosis. Recently, many studies have been presented
for hyper-parameter optimization in different fields, and it has
been noted that performance has been improved in most
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studies. A good review article has been recently published that
delves into this topic [38]. However, very simple hyper-
parameters of CNN were tried to be optimized by
population-based metaheuristic algorithms in the studies.

Artificial bee colony (ABC) algorithm [39], which is one of
the well-known population-based algorithms, has been used
in several recent studies to optimize deep learning architec-
tures: Erkan et al. [40] proposed a hyperparameter optimiza-
tion method for the identification of plant species from leaf
images, using the ABC algorithm based on the optimization of
CNN architectures. In the proposed method, the ABC algo-
rithm found the most ideal values in some simple structures of
the CNN architecture, making the classification more success-
ful. Banharnsakun et al. [41] employed ABC algorithm to
optimize the performance of CNN. In this study, ABC algo-
rithm was used to minimize classification errors by optimally
initializing the weights of the CNN classifier. Ozcan et al. [42]
performed hyper-parameter optimization for AlexNet [43],
which is one of the basic CNN architectures, by using the
ABC algorithm. In this study, sign language numbers were
used, and AlexNet with ABC showed higher performance.
Badem et al. [44] presented a study combining the ABC and
L-BFGS method for tuning the parameters of a DNN. The
DNN architecture used in this study aimed to increase the
performance of the system by including one or more
Autoencoder (AE) layers cascaded into a softmax layer.
Hyper-parameter optimization in object detection algorithms
has been applied for the first time using genetic algorithm
(GA) [45] in the YOLOv3-SPP algorithm to optimize 20
hyper-parameters [46]. In the YOLOv4 algorithm, it is aimed
to find the most optimal hyper parameters using GA.
However, in these studies, there is no clear information about
how much the GA increases the performance. Pacal and
Karaboğa [29] employed GA for hyper-parameter optimiza-
tion together with the Scaled-YOLOv4 [47] algorithm to in-
crease the performance in real-time automatic polyp detection.
In the study, the performance of polyp detection was increased
by optimizing 22 hyper-parameters and the model reached
convergence in a shorter time.

3 Methods

3.1 Scaled-YOLOv4 algorithm

YOLO object detection algorithms are frequently used, espe-
cially in automatic polyp detection. Model scaling technique
is very important in the design of an effective real-time auto-
matic polyp detection system, because the object detection
detector must include vital features such as integration into
the system, real-time operation and high accuracy. The
YOLOv4 algorithm is one of the most up-to-date object de-
tection algorithms that includes improvements in both

accuracy and inference speed with the addition of some fea-
tures such as Cross Stage Partial Network (CSPNet) [48] ar-
chitecture, mish activation function and mosaic data augmen-
tation to the YOLOv3 algorithm. Scaled-YOLOv4 is created
by redesigning the YOLOv4 algorithm. Changing the depth
and width of the backbone is one of the most common scaling
techniques in object detection algorithms. Thus, the number of
convolutional layers in the CNN and the number of
convolutional filters in a convolutional layer are changed ac-
cording to different hardware requirements. The Scaled-
YOLOv4 algorithm is obtained by redesigning the YOLOv4
algorithm according to these points. By rescaling YOLOv4,
the YOLOv4-tiny model (suitable for low-end GPUs),
YOLOv4-CSP model (suitable for general GPUs) and
YOLOv4 large model (suitable for high-end GPUs or cloud
computing) are systematically obtained and are shown in
Fig. 1.

The main purpose of the scaling technique in Scaled-
YOLOv4 is to obtain improvements in cost along with the
accuracy of the model. Therefore, quantitative costs were an-
alyzed according to changes in image size, number of layers
and number of channels in YOLOv4 scaling technique. CNN
architectures such as ResNet [49], ResNext and DarkNet were
used for these analyses. In experiments on ResLayer,
ResXlayer and Darklayer, it has been observed that scaling
size, depth and width cause an increase in computational
costs. The authors examined other techniques to effectively
scale the YOLOv4 network. A significant reduction in com-
putational cost has been achieved by using CSPNet architec-
ture in the YOLOv4 algorithm. CSPNet reduces the amount of
computation and inference time, while increasing the accuracy
and learning ability of CNN. It is a partial inter-stage network
that integrates feature maps from the beginning to the end of a
network stage to account for changes in gradients. CSPNet
tries to offer a rich combination of gradients to improve
learning.

The aim of the CSPNet architecture is to divide the base
layer’s feature map into two branches, one of which passes
through several layers for further development while the other
skips these layers. Thus, the gradient information is differen-
tiated, and a richer combination is obtained. As a result, an
effective reduction in memory cost and inference time is
achieved, while the accuracy performance of the object detec-
tion model is increased. The CSPNet structure for ResNet is
shown in Fig. 2. According to the Scaled-YOLOv4 algorithm,
it was observed that after the CNNs were converted to
CSPNet, the new architecture effectively reduced the number
of computations (FLOPs) on ResNet, ResNeXt and Darknet
by 23.5%, 46.7% and 50.0%. Thus, the YOLOv4 algorithm
can be scaled effectively with the CSPNet architecture. In the
Scaled-YOLOv4 algorithm, kernel > 1 is required for the
CSPDarknet stage to have a better computational advantage
over the DarkNet stage. Therefore, unlike YOLOv4, the first

15606 A. Karaman et al.



block in the backbone is transformed into a DarkNet residual
layer, and all the remaining blocks (as seen in Figs. 1 and 2)
are used together with the CSPNet and DarkNet residual
blocks. Thus, the layers are now used in the following order:

1xDark, 2xCSPDark, 8xCSPDark, 8CSPDark, 4xCSPDark.
Thus, a better balance of speed/accuracy is achieved in the
spine section. In the neck part, the PAN architecture in
YOLOv4 is placed in the CSP, resulting in significant savings
in computational cost. In this way, it effectively reduces 40%
of the computational cost. The SPP module, which is one of
the other important parts in Scaled-YOLOv4, was used to-
gether with the CSPNet structure and placed in the middle
of the first calculation list group of CSPPAN. The Scaled-
YOLOv4 object detection algorithm, which is the combina-
tion of all these units, is one of the most ideal algorithms for
real-time polyp detection. This algorithm can be flexibly inte-
grated into endoscopy devices with the model deployment
technique.

3.2 Artificial bee colony (ABC) algorithm

ABC algorithm is one of the population-based heuristic algo-
rithms presented by Karaboga in 2005 [39, 50]. The ABC
algorithm is modeled by inspiring the foraging behavior of
real honeybees in nature. The main goal in the algorithm is
that each food source coincides with a possible solution to the
problem, so that the best food source gives the best result. In
the ABC algorithm, foraging bees are divided according to
three tasks in divisions of work: employed bees, onlooker

Fig. 1 Architecture of Scaled-YOLOv4 object detection algorithm

Fig. 2 Applying CSPNet to ResNe(X)t
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bees, and scout bees. While the employed bees search around
the sources they keep in their memory, onlooker bees search
potentially better food source areas according to the informa-
tion they receive from the employed bees. On the other hand,
scout bees are responsible for making a global search by mak-
ing random searches in new food areas. The basic steps of the
ABC algorithm are given in Algorithm 1.

Algorithm 1 The Main Steps of the ABC Algorithm

1 Initialization of food locations

2 Evaluation phase

3 REPEAT
4 Employed bee phase

5 Onlooker bee phase

6 Scout bee phase

7 UNTIL (A termination criteria)

In the ABC algorithm, the control parameter values are
determined in the first step, and then the initial locations of
the food sources are defined randomly. The initial random
population is generated with respect to the lower and upper
bounds of the variables and is determined as in Eq. 1.

xij ¼ xmin
j þ rand 0; 1ð Þ xmin

j � xmin
j

� �
ð1Þ

where xj
max is the upper bound, xj

min is the lower bound, xij is
the solution vector (j = 1,2,…,D) and i = 1,2,…,SN. Here, D
is the number of the parameters and SN is the number of
solutions. The employed bee, onlooker and scout bee phases
are repeated until a stopping criterion is met, keeping the best
solution in memory. The employed bee phase produces new
solutions by investigating the neighborhood of the existing
solutions and uses the formula in Eq. 2.

x
0
ij ¼ xij þ ɸij xij � xkj

� � ð2Þ

where x’ is the new candidate solution vector, ɸij is a random
value between [-1, 1] and xk corresponds to a randomly cho-
sen neighbor solution vector. According to the Equation 2,
after a new solution is produced, the better solution is chosen
among the new and existing solutions through the greedy
selection mechanism. If the new solution has a better fitness
value than the current solution, the new solution replaces the
existing solution, otherwise the current solution is kept and the
corresponding counter is incremented by one. The purpose of
this counter is to decide whether the food source is exhausted
or not. In the onlooker bee stage, a new solution is produced
by using Equation 1 as in the employed bee stage. In order to
determine the food source of an onlooker bee, a probabilistic
selection method is used. This ensures that better solutions

with higher probability are selected. and allows local search
around these solutions, while reducing the chance to search
around low-quality solutions. Probability calculations of indi-
viduals are made by Eq. 3.

Pi ¼ FitnessiPNP
i¼1Fitnessi

ð3Þ

where pi, is the probability of choosing i solution and its fit-
ness corresponds to the quality of the solution. As in the em-
ployed bee phase, the greedy selection mechanism is applied
here, and the relevant counter (trial) values of the solutions
that do not improve are increased by one. As a result of the
bees collecting nectar, food sources decrease over time and
eventually run out. This corresponds to the fact that the solu-
tion can no longer be improved. The determination of whether
the resource is exhausted is determined by the control param-
eter called “limit”. When the trial counter of a solution, xi,
exceeds the “limit”, the relevant resource is abandoned.
After that, the bee of that source conducts random search as
a scout bee. ABC algorithm, which is one of the algorithms
based on swarm intelligence, has few control parameters in its
nature, allowing ABC algorithm to be simple and very flexible
to use compared to other algorithms. The number of food
sources, the maximum number of cycles and the limit value
are the basic control parameters of ABC. The basic flowchart
of the ABC algorithm is shown in Fig. 3.

3.3 Proposed method

YOLO algorithms are a set of end-to-end deep learning
models designed for real-time and fast object detection. As
with YOLO and other deep learning algorithms, there are
model-specific hyper-parameters that must be set before
starting the model training phase. Training the model with
these parameters is very effective in the behavior and perfor-
mance of the network. Object detection algorithms usually use
initial hyper-parameters for MSCOCO [51], but for different
tasks such as polyp detection or lung nodule detection, these
hyper-parameters may not be optimal. Often users initialize
these hyper-parameters from their experience, but still may
not achieve the best result. In brute-force hyper-parameter
optimization, when the search space is high-dimensional, it
takes a lot of effort and more time to reach the best hyper-
parameters. For such reasons, heuristic hyperparameter opti-
mization is inevitable tominimize computational cost and user
involvement. Here, we present the implementation of the
ABC algorithm for optimizing of hyper-parameters in
YOLO-based algorithms, which is illustrated in Fig. 4.

As seen in Fig. 4, the proposed method consists of the dataset
unit and the ABC-based YOLO algorithm unit. The dataset unit
includes several operations. Colonoscopy images are collected
from hospital settings with the help of gastroenterologists.
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Gastroenterologists mark the frames of the polyp areas with the
help of a computer program. Thus, frames with polyps belong-
ing to each patient are obtained. In the next process, images are
made suitable for deep learning algorithms by applying various
image processing methods. For example, images with a desired
number of polyps are extracted from the frames of a patient and
the ground truth or coordinates of these polyps are extracted.
Then the labels are prepared as txt, xml, csv or ground truth. In
the image preprocessing part, many similar processes such as
removal of black borders, specular highlights, interlacing ef-
fects, ghost colors and lighting normalization are applied for
each polyp image. The obtained images are divided into 3 dif-
ferent folders as test, validation and test within certain rules, and
thus the dataset is created.

An object detection algorithm and an optimization algo-
rithm are included in the ABC-based YOLO unit structure.
Since the proposed model is flexible, any YOLO-based algo-
rithms can be used, from YOLOv3 to the latest version
YOLOv7. In this study, we chose ABC for the optimization
algorithm and Scaled-YOLOv4 for the YOLO based algo-
rithm. Since the Scaled-YOLOv4 algorithm contains many
models, a wider experimental study can be performed com-
pared to other versions. The basic operation here is that the
ABC algorithm tunes the YOLO algorithm to match the
hyper-parameter in the YOLO algorithm for the best food
source inherent in it. The aim is to present the most ideal
hyper-parameters for each dataset. This dataset can be a med-
ical dataset or an object detection dataset, so it is not just for

Fig. 3 Basic flowchart of the
ABC algorithm
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polyp detection. It is the optimization of only hyper-
parameters without any change in the structure and training
process of YOLO-based algorithms. Therefore, the proposed
method performs the training, validation and testing processes
in the same way as in the MS-COCO dataset. Algorithm 2
shows more details how the ABC algorithm is employed for
hyper-parameter optimization in YOLO algorithms.

Algorithm 2 Proposed Hyper-parameter Optimization

As shown in Algorithm 2, the first steps of the proposed
method are to load the dataset into the system. The loaded
dataset is then separated as train, validation and test data.
Here, only train and validation data are used in training pro-
cesses. After the training is completed, the generalization abil-
ity of the model is measured on the test data. In other words,
the training and testing strategies are the same as in the MS-
COCO dataset. The section up to this point includes the parts
related to the dataset. The next sections continue with the
default Sclaed-YOLOv4 parameter values. The fitness func-
tion is used as mAP, as in YOLO, because the mAP metric is
the best evaluation metric for object detection or polyp detec-
tion. The training process is started for the SUN and
PICCOLO datasets with the pre-trained weights of the MS-
COCO dataset and the YOLOv4s model, which is the smallest
model of the default Scaled-YOLOv4 algorithm, and the pa-
rameters of this model. We chose the YOLOv4s model here
because hyperparameter optimization is a time-consuming
process and training small-scale models saves time compared
to other large models.

The test data is never used in the training process, only the
train and validation data are used. After the training process is

completed for the selected number of epochs, the weight with
the highest mAP value is recorded and the other weights are
not recorded. In the training process, large epoch values are
selected and in case there is no increase in the mAP metric
after 50 epochs, unnecessary costs are avoided with early
stopping. Thus, a more effective training process can be
completed. After the training process is completed, the
process in which the ABC algorithm is included begins.
The parameters of the ABC algorithm are initialized (such
as population size, limit value, trial value and total num-
ber of evaluations). For the ABC algorithm to optimize
the hyper parameters of the YOLOv4 algorithm, lower
and upper values are defined for these parameters. Then
the best weight of the YOLOv4s model is loaded. The
ABC algorithm tries to fine-tune the best model of the
YOLOv4 algorithm with the specified number of epochs.
This process is done according to the working principle of
the ABC algorithm. That is, the ABC algorithm aims to
find the best food source. The ABC algorithm sends
YOLO the best food source as a parameter, which corre-
sponds to the best solution. This process continues within
a certain cycle. Thus, the best solution, that is, the best
hyperparameters, is found for each polyp dataset. The
fitness function employed by ABC algorithm is defined
depending on mAP value generated by the object detec-
tion algorithm and given by Eq. 4.

fitnessi ¼ mAPi ð4Þ
where i is the number of the solution vector.

Each solution vector consists of the possible hyper-
parameter values which is listed in the Table 1 and is repre-
sented with a string given in the Eq. 5.

A solution ¼ x1; x2; x3; . . . xi; . . . xN½ � ð5Þ
where xi is a hyper-parameter (to be optimized in the YOLO-
based algorithms) and N is the total number of hyper-
parameters.

Hyper-parameter values in a possible solution are trained
(fine-tuned) for only a few epochs with the best model obtain-
ed with YOLOv4s. This cycle continues until a termination
criterion is met. At the end of the cycle, the best food source,
that is, the best hyper-parameters, is produced based on the
ABC algorithm. Thus, the success of the best hyper-
parameters is evaluated. The best hyperparameters obtained
are stored in a file. Then the training process can be done in
two ways; either train the Scaled-YOLOv4 algorithm with
new hyper-parameters from scratch or fine-tune the Scaled-
YOLOv4 algorithm on the saved model. In both processes,
polyp detection of the algorithm is increased.
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In the last part, the performance of the model obtained with
the original Scaled-YOLOv4 and the performance of the
YOLOv4 model obtained with ABC are compared on test
data. Previously, operations were performed according to the
validation data, but only the performance on the test dataset is
considered here. In fact, the YOLO algorithm trained with
ABC gives higher improvement on both validation data and
test data. Here the same operations can be performed using
any YOLO-based algorithm such as YOLOv7, YOLOv5,
YOLOR and YOLOv3.

4 Experiments

4.1 Experimental setup

In this study, the following computer and frameworks were
used to train and test deep learning models. The computer
which has the Ubuntu (version 20.04) operating system; con-
sists of Intel Core i9 9900 × (10 cores 3.50 GHz, 19.25 MB
Intel® Smart Cache) processor, 64 GB DDR4 RAM and sin-
gle RTX 8000 (48 GB GDDR6 with 4,608 CUDA cores and

Fig. 4 Structure of the proposed
ABC-Based YOLO algorithm

Table 1 Hyper-parameter values of the Scaled-YOLOv4 object detection algorithm

Hyper-parameters name
(basic hyper-parameters)

Lower limit Upper limit Hyper-parameters name
(image-related hiper-parameters

Lower limit Upper limit

Initial learning rate 1e-5 1e-1 Image HSV-Hue (fraction) 0.0 0.1

Momentum 0.6 0.98 Image HSV-Saturation (fraction) 0.0 0.9

Optimizer weight decay 0.0 0.001 Image HSV-Value (fraction) 0.0 0.9

GIoU loss gain 0.02 0.2 Image rotation (+/- deg) 0.0 45.0

Classification loss gain 0.2 4.0 Image translation (+/- fraction) 0.0 0.9

Classification BCELoss 0.5 2.0 Image scale (+/- gain) 0.0 0.9

Objectness loss gain 0.2 4.0 Image shear (+/- deg) 0.0 10.0

Objectness BCELoss 0.5 2.0 Image perspective (+/- fraction) 0.0 0.001

IoU training threshold 0.1 0.7 Image flip up-down (probability) 0.0 1.0

Anchor-multiple threshold 2.0 8.0 Image flip left-right (probability) 0.0 1.0

Focal loss gamma 0.0 2.0 Image mix-up (probability) 0.0 1.0
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576 NVIDIA Tensor Cores) graphics card hardware. In addi-
tion, experiments were carried out using Python 3.8, NVIDIA
CUDA Toolkit 11.1, NVIDIA GPU-Accelerated Library
(cuDNN) 8.1 and the latest stable version of PyTorch and
DarkNet frameworks.

4.2 Datasets

Our study was performed on the SUN and PICCOLO polyp
dataset, which are one of the largest publicly available novel
datasets for more precise execution of polyp detection perfor-
mance. The SUN Colonoscopy Video Database is a
colonoscopy-based dataset containing high resolution images
labeled by many endoscopists. Consisting of 100 unique
polyps, the SUN polyp dataset contains 49,136 polyp images.
In addition to these polyp images, it includes 109,554 polyp-
free background colonoscopy images. Some images of the
SUN polyp dataset are shown in Fig. 5.

The SUN polyp dataset is not divided into different folders
such as train and test set like other datasets. There are 100
folders in total, each corresponding to a unique polyp. In order
to conduct a more independent study, the first 80 (files be-
tween 1 and 80) folders, that is, 40,707 polyp images in total,
were reserved for the training process (train and validation),
while the remaining 20 (files between 81 and 100) folders,
8429 polyp images, were used as the test set. We followed
the same dataset rules as Pacal et al. [33], who used the SUN
dataset for the first time in automatic polyp detection.

The PICCOLOWidefield dataset consists of a total of 3433
clinical colonoscopy images from 40 patients containing 76
different lesions. The 62 lesions contained white light (WL)
and narrowband imaging (NBI), a total of 2131 images, while
the remaining 14 lesions contained a total of 1302 NBI

images. Polyp segmentation and detection can be performed
as there are images of ground truth label against each image in
the PICCOLO dataset. Some polyp images of the training set
of the PICCOLO dataset are shown in Fig. 6. In the PICCOLO
dataset, there are three main folders: train, validation and test.
The train folder consists of 2203 images, the validation folder
consists of 897 images, and the test folder consists of 333
images. The experiments in this study were carried out con-
sidering the rules set by the PICCOLO dataset.

4.3 Evaluation metrics

There are some key metrics to measure the performance of
deep learning algorithms in object detection area. Rather than
these metrics, we focus on the common assessment metrics
used in polyp detection for a fairer comparison. These metrics
can be listed as precision, recall, F1-score and mAP, respec-
tively. The object detection algorithm aims to predict rectan-
gular bounding boxes containing polyps defined by four co-
ordinates (x, y, w, h). Thus, all metrics are calculated based on
the predicted bounding boxes and the actual bounding boxes
(ground truth). The main links in this context are as follows. If
the predicted bounding box falls on the ground truth of the
polyp it is True Positive (TP), otherwise it is False positive
(FP) wedged outside the ground truth. If a predicted bounding
box is not produced and there is actually at least one polyp
frame, this indicates that the polyp was missed, then False
Negative (FN) occurs. Finally, True Negative (TN) indicates
no polyps are detected in polyps-free images. Precision gives
the positive predictive value, while recall, also known as sen-
sitivity, provides details of the restriction of FNs. The F1-
score indicates the harmonic mean of precision and recall
metrics. The mAP refers to the area under the precision-

Fig. 5 Some sample polyp images from the SUN polyp dataset
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recall curve. FPS (Frame Per Second) describes how fast the
object detection model processes images and is the metric
used for real-time applications. These metrics are expressed
mathematically by Eqs. 6–9 as follows.

Precision ¼ TP
TP þ FP

ð6Þ

Recall ¼ Sensitivity ¼ TP
TP þ FN

ð7Þ

F1 ¼ 2 � Precision � Recall
Precisionþ Recall

ð8Þ

mAP ¼
PQ

q¼1 AveP qð Þ
Q

ð9Þ

5 Results and discussion

This section includes the experimental results of the perfor-
mances of the pure Scaled-YOLOv4 and the ABC-based
Scaled-YOLOv4 algorithm, along with a comparative discus-
sion of these results. Experimental studies primarily show the
performance of YOLOv4s, YOLOv4m, YOLOv4-CSP,
YOLOv4-p5, YOLOv4-p6 models of the pure Scaled-
YOLOv4 algorithm on SUN and PICCOLO datasets. That
is, the model and hyper-parameters were trained and evaluated
as in the repository [52, 53]. Scratch (MS-COCO) hyper-
parameters were used to train these models and fine-tune hy-
per-parameters were used for fine-tuning (MS-COCO).

Here, YOLOv4s model was tried to be optimized with
initial hyper-parameters with ABC optimization algorithm be-
cause hyper-parameter optimization took quite a long time in
other large models. Since the hyper-parameters obtained at the
end of the optimization with YOLOv4s will be the same for
other larger-scale models, using this model saves time and
cost. There are two main groups of hyper-parameters in

YOLO algorithms. The first group includes basic hyper-
parameters such as learning rate, momentum, weight reduc-
tion, while hyper-parameters such as scale, shear, and transla-
tion are hyper-parameters related to data augmentation tech-
niques. Table 1 shows the hyper-parameters used in the
Scaled-YOLOv4 algorithm.

The hyper-parameter numbers to be optimized in YOLO
algorithms are approximately close to each other. For exam-
ple, while the number of hyper-parameters to be optimized in
the YOLOv5 algorithm is 29, it is 28 in the YOLOv4 algo-
rithm, 28 in the YOLOR algorithm, and 22 in the Scaled-
YOLOv4 algorithm. All hyper-parameters of any YOLO al-
gorithm can be optimized with the ABC optimization algo-
rithm. In object detection algorithms and YOLO algorithms,
two different hyper-parameter files are generally used for the
MSCOCO dataset. For example, in YOLO algorithms, scratch
hyper-parameter file is used in MSCOCO training from
scratch, while optimized fine-tune file is used for MSCOCO
fine-tuning.

In this study, we first need to train the SUN and PICCOLO
dataset with the scratch hyper-parameter file. Next, the same
steps need to be performed with the fine-tune hyper-parameter
file. These hyper-parameters are already defined for the MS-
COCO dataset in the Scaled-YOLOv4 repository [52].
Finally, we give the hyper-parameters in Table 1 as input to
the ABC algorithm. ABC algorithm considers the lower and
upper limit values as a food source and tries to find the best
food. The best food source inherent in the ABC algorithm
corresponds to the most performance-enhancing hyper-pa-
rameters for YOLO algorithms. Thus, the most ideal hyper-
parameter values for each dataset are obtained with the ABC
algorithm. The hyper-parameter values of these files are
shown in Table 2. These hyper-parameters are important for
training and evaluating of models.

As seen in Table 2, ABC optimization algorithm increases
the accuracy of polyp detection by trying to optimize the hy-
per parameters between the lower and upper values. In our
study, some parameter values used by the ABC algorithm to
better optimize the YOLO algorithm were chosen as follows.

Fig. 6 Some sample polyp images from the PICCOLO polyp dataset
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The population size was taken as 50, the limit value was 60,
and the total number of evaluations was 5000. As summarized
in Algorithm 2, firstly, the smallest model of the Scaled-
YOLOv4 algorithm, YOLOv4s, is trained with the SUN
dataset with enough epoch values and default hyper-parame-
ters. The best model obtained here is fine-tuned with a small
epoch value depending on the upper and lower hyper-
parameter values with the ABC algorithm.

As a result, the ABC algorithm improved its performance
by fine-tuning the weight of YOLOv4s with the best model
and trained hyper-parameters corresponding to the best food
source it obtained. In this study, we chose the mAP metric as
the fitness function. Therefore, the ABC algorithm tries to
optimize the mAP metric. Any metric can be selected as a
fitness function, the reason for choosing mAP is that it reveals
the performance more clearly in object detection algorithms
and polyp detection than other metrics. As can be seen in
Table 3, metrics such as precision, recall and F1, which are
commonly used in polyp detection, have been added. The
results of the Scaled-YOLOv4 algorithm trained with scratch,
fine-tune and ABC hyper-parameters are given in Table 3.

Table 3 gives the total number of layers, parameters and
FPS value of each model of the Scaled-YOLOv4 algorithm.
The YOLOv4s model, which is one of the smallest members
of the Scaled-YOLOv4 model, is the ideal model for small-
scale datasets and less hardware needs. Considering Table 3,
as the number of layers in the model increases, the number of
parameters increases proportionally, but the FPS ratio in-
creases in the opposite direction, that is, a decrease. On the
other hand, as the number of layers of the model increases, the
performance of the model increases at a correct rate, if there is
sufficient hardware and in large-scale datasets. In large-scale
datasets such as SUN and PICCOLO, as the model grows, the
detection performance of the model increases proportionally,
while the real-time speed of the model decreases with the
growth of the model. As a result, the most ideal model should
be chosen considering the size of the available dataset and the
hardware.

The training time of each model varies according to the
dataset and the size of the model. For the SUN dataset, the
duration of each epoch corresponds to 2 min, while for the
PIICOLO dataset, this time is even shorter. The number of
Bath-size, Image-size and GPU cores and other similar
elements are important in training time. With the growth
of the model, model training becomes very slow due to the
parameters of the model and the number of layers. If
YOLOv4-P7 is selected instead of the YOLOv4s model
that completes training in a few hours, this time can be
treated as days. Since it is of vital importance in medical
image analysis, especially in cancer detection or classifica-
tion, the accuracy of the model should be increased by
using the most powerful models possible.
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Tables 4 and 5 show the performances of the Scaled-
YOLOv4 algorithm according to files containing 3 different
hyper-parameters for SUN and PICCOLO polyp datasets.
Here, the img-size (pixels) shows the dimensions of the images
used in training and testing. In the experiments, we tried to
choose the image sizewith 416 × 416 resolution, butwe selected
different resolutions for the large models Scaled-YOLOv4-P6
and Scaled-YOLOv4-P7 and models. The main reason is that
we updated the value closest to 416 to 448, since the maximum
stride of the Scaled-YOLOv4-P6 model is a multiple of 64 and
we updated the Scaled-YOLOv4-P7 model to 512, since the
maximum stride of the Scaled-YOLOv4-P7 model is a multiple
of 128. P represents precision, R represents recall, F1 represents
F1-score, and mAP represents mean average precision. Many
parameters such as IOU: 0.65, batch-size 1, confidence thresh-
old: 0.001 were selected by default in the Scaled-YOLOv4 re-
pository [53]. The main purpose here is to examine the effect of
hyper-parameters on performance and to demonstrate the success
of the ABC algorithm in optimizing hyper-parameters.
Therefore, each model was trained 10 times for a more stable
experimental study. Then, the average of the metrics belonging
to each model was taken and the evaluation was made.

Considering Tables 4 and 5, the most striking point here is
that the Scaled-YOLOv4 models trained with the hyper-
parameters of the ABC optimization algorithm shows a signif-
icant increase in performance compared to the models trained
with other hyper-parameters. The following increases were ob-
served in Scaled-YOLOv4models fine-tuned with ABC hyper-

parameters. For the SUN dataset, there was an increase of more
than 3% in the mAP value, while for the PICCOLO dataset,
there was an increase in the mAP value of over 2%. In the same
way, an increase of more than 2%was achieved in the F1 value
for both datasets. That is, the ABC optimization algorithm can
successfully optimize the hyper-parameters for any dataset, in-
creasing the performance. Another important point is that with
the growth of the model (YOLOv4s->YOLOv4-P7), the per-
formance has been increased significantly. The main reason for
this is that if the deep learning architectures are trained with a
sufficient dataset, the performance of the models increases with
the deepening of the architecture, such as the number of layers
of the model and the number of filters.

The YOLOv4-P7 model showed the best detection accura-
cy in polyp detection and the best performance of this model is
achieved with the hyper-parameters produced by the ABC
algorithm. YOLOv4s, which is the smallest model of the
Scaled-YOLOv4 algorithm, has the lowest detection accuracy
compared to other models. Despite all this, YOLOv4s is the
best model in terms of real-time performance, that is, accord-
ing to FPS values, while YOLOv4-P7 is the model with the
lowest FPS value. When the F1 and mAP metrics of the
models are examined, it is seen that the models trained with
the hyper-parameters of ABC seem to increase the perfor-
mance in these metrics continuously, but also have a more
stable and regular improvement. Models with both detection
accuracy and real-time performance can move to the next
stage, the clinical application of the polyp detection system.

Table 3 Some characteristics of
the models of the Scaled-
YOLOv4 algorithm (FPS value is
calculated based on NVIDIA
RTX 8000 GPU card.)

Model Number of
layers

Params
(Million)

FPS Model Number of
layers

Params
(Million)

FPS

YOLOv4s 226 9.4 100 YOLOv4-P5 476 70.9 53

YOLOv4m 262 24.7 87 YOLOv4-P6 599 127.6 42

YOLOv4-CSP 334 52.9 71 YOLOv4-P7 722 287.6 35

Table 4 Results on SUN polyp dataset (Default parameters of Scaled-YOLOv4, IOU: 0.65, batch-size 1, confidence threshold: 0.001, device: 1xRTX
8000)

Scaled-YOLOv4 Results using scratch Results using fine-tune Results using ABC

Model Img-
size

P R F1 mAP P R F1 mAP P R F1 mAP

YOLOv4s 416 76.32 76.11 76.21 81.13 79.14 80.22 79.86 83.08 76.14 81.4 78.68 84.14

YOLOv4m 416 83.28 74.34 78.56 82.12 74.86 81.65 78.11 84.27 83.43 83.68 83.55 88.82

YOLOv4-CSP 416 80.90 78.61 79.74 84.92 81.30 85.11 83.16 87.43 86.23 84.06 85.13 89.39

YOLOv4-P5 416 79.18 80.96 80.06 85.24 82.46 84.14 83.29 87.78 83.76 87.51 85.28 90.79

YOLOv4-P6 448 78.68 83.96 81.24 87.63 82.77 85.94 84.32 88.18 83.36 87.71 85.47 90.98

YOLOv4-P7 512 80.36 84.92 82.57 87.89 83.49 85.87 84.66 88.75 84.42 89.33 86.80 92.93

Bold font indicates the best performance
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For a model to be counted in real time, its FPS valuemust be at
least 30. If the model is to be integrated into an endoscopy
device, the FPS value must be even higher than 30, otherwise
there will be delays in real applications, which limits the ap-
plicability of the model. For non-real-time situations, the best
model is the YOLOv4-P7, largest model. On the other hand,
YOLOv4s, YOLOv4m, YOLOv4-CSP appeared to be the
sufficient for real-time application. If Scaled-YOLOv4
models are deployed, YOLOv4-P7 may become more usable
for real-time applications. Furthermore, cloud GPUs or high-
end GPUS should be used for larger models such as
YOLOv4-P7 and YOLOv4-P6.

Figure 7 shows an example of the detection performance of
the Scaled-YOLOv4 algorithm (YOLOv4s vs. YOLOv4-P7)
on test images of the SUN dataset. As seen in Tables 4 and 5,
the detection performance of the YOLOv4s model is lower
than that of the YOLOv4-P7 model. The ABC algorithm, on

the other hand, is seen to significantly increase the detection
performance of the models. While the YOLOv4s model can-
not detect 3 randomly selected images from the test data in the
SUN dataset, in short, 3 FN values occur, while in the
YOLOv4-P7 model there is no FN value, that is, detects all
randomly selected images. As a result, it is obvious that there
is a significant increase in the accuracy of polyp detection as
the model grows in the Scaled-YOLOv4 object detection al-
gorithm. Figure 8 shows an example of the detection perfor-
mance of the Scaled-YOLOv4 algorithm (YOLOv4s and
YOLOv4-P7) on test images of the PICCOLO dataset. As
seen in Tables 4 and 5, the detection performance of the
YOLOv4smodel is lower than that of the YOLOv4-P7model.
Considering Table 4, it is seen that the ABC algorithm signif-
icantly increases the detection performance of the models. As
a result, it is seen that there is a significant increase in polyp
detection accuracy as the model grows in the Scaled-YOLOv4

Table 5 Results on PICCOLO polyp dataset (Default parameters of Scaled-YOLOv4, IOU: 0.65, batch-size 1, confidence threshold: 0.001, device:
1xRTX 8000)

Scaled-YOLOv4 Results using scratch Results using fine-tune Results using ABC

Model Img-
size

P R F1 mAP P R F1 mAP P R F1 mAP

YOLOv4s 416 60.75 76.67 65.33 71.41 64.01 72.47 67.98 72.81 63.74 76.28 69.45 75.14

YOLOv4m 416 61.89 72.96 66.97 73.98 70.76 72.47 71.60 74.54 68.79 75.26 71.88 75.68

YOLOv4-CSP 416 84.42 67.35 74.92 74.33 77.74 72.70 75.14 74.96 81.35 78.57 79.93 78.11

YOLOv4-P5 416 76.75 72.96 74.81 74.65 74.52 79.08 76.73 76.69 81.60 78.79 80.17 79.67

YOLOv4-P6 448 80.24 74.59 77.31 78.81 75.15 78.06 76.58 78.98 82.14 80.65 81.39 82.27

YOLOv4-P7 512 78.85 77.55 78.20 79.56 82.39 77.55 79.90 79.85 82.69 81.85 82.26 83.18

Bold font indicates the best performance

Fig. 7 Detection performance of the Scaled-YOLOv4 on SUN dataset (The red bounding boxes show ground truth. The image a (left) shows the results
of the YOLOv4s model, on the other hand, the image b (right) shows the results of the YOLOv4-P7 model)
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object detection algorithm. The YOLOv4s model lags far be-
hind the YOLOv4-P7model in terms of detection accuracy. In
terms of FPS, the smaller model YOLOv4s is more success-
ful. YOLOv4-P6 and YOLOv4-P7 models will be much more
successful in FPS if the model is deployed (NVIDIA
TensorRT). As mentioned earlier, large models such as
YOLOv4-P7 offer higher detection accuracy in large-scale
datasets such as SUN and PICOLO.

5.1 The performance of the proposed method

Considering the experimental results, the superiority of the
proposed method is as follows. It has been observed that all
Scaled-YOLOv4 models (YOLOv4s, YOLOv4m, YOLOv4-
CSP, YOLOv4-P5, YOLOv4-P6, YOLOv4-P7) trained with
hyper-parameters of the ABC optimization algorithm provide
significant improvements compared to models trained with
other hyper-parameters such as MS- COCO. In this sense, it
is seen that there is a 3% increase in F1 and mAP values, as
well as similar notable increases in other metrics. The pro-
posed method is also superior in completing the training suc-
cessfully and faster. For example, when the YOLOv4s model
is trained with an NVIDIA RTX 8000 card for 400 epochs on
the SUN dataset, each epoch takes approximately 2 min and a
total of more than 800 min (approximately 14 h). If trying to
manually optimize the 22 hyper-parameters of the Scaled-
YOLOv4 algorithm in a controlled experiment, a total of 14
× 22 (approximately 13 days) hours is required. On the other
hand, ABC optimization algorithm can optimize all these

hyper-parameters at once and optimally in about two days.
This is vital in terms of both time savings and cost savings.
Another advantage of the proposed method is that it can be
applied to any dataset. For this, it is necessary to fine-tune the
best weight of the model with the ABC optimization algo-
rithm to find the most ideal hyper-parameters. The
hyperparameters obtained for any given dataset may not be
ideal for a different dataset. For example, in the SUN dataset,
polyps are generally high resolution and located in the middle
of the image. In the PICCOLO dataset, this situation is differ-
ent. It can be said that each dataset is unique for itself, due to
many factors such as the location of the polyp in the dataset,
its resolution, the angle of the colonoscopy camera, the light,
and the degree of crystallinity of the polyps.

This method offers optimal hyper-parameters of datasets
for all domains such as lung nodule, breast mammography
or any object detection period. In addition, the proposedmeth-
od can be easily adapted to any YOLO-based object detection
algorithm. It can adapt to the latest YOLOv7 algorithm and
quickly adapt to older YOLO versions such as YOLOv3.

5.2 Comparison with state-of-the-art methods

In this section, we compare our proposed method with similar
studies. Although there are many studies on automatic polyp
detection, almost most of the studies do not use a common
experimental setup and evaluation criteria. In other words, the
studies do not use a common training and test data in the
experiments. Most studies, on their own initiative, divide

Fig. 8 Detection performance of the Scaled-YOLOv4 on PICCOLO dataset (The red bounding boxes show ground truth. The image a (left) shows the
results of the YOLOv4s model, on the other hand, the image b (right) shows the results of the YOLOv4-P7 model)
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datasets into training, validation and testing. In such cases, the
objectivity of the studies decreases as well as the possibility of
comparison. Since the SUN and PICCOLO datasets are the
most up-to-date polyp datasets, few studies use these datasets.
Despite all these negativities, we compared our proposed
method with the original Scaled-YOLOv4 algorithm and
some other studies. Table 6 gives a comparison of the pro-
posed method with other state-of-the-art methods.

As shown in Table 6, since the SUN and PICCOLO
datasets are new public datasets, the studies using these
datasets are limited to a few. Rodruguez et al. proposed a
YOLOv3-based method for real-time polyp detection. This
method was trained and evaluated on SUN and PICCOLO
datasets. Although the proposedmethod is successful on these
datasets, its performance is slightly less than the Scaled-
YOLOv4 algorithm. The performance of polyp detection in
the SUN and PICCOLO datasets has increased further with
the use of the ABC algorithm in the hyper-parameter optimi-
zation of the Scaled-YOLOv4 algorithm. Considering the per-
formance of the models for the SUN dataset, the proposed
method outperforms the method proposed by Rodriguez
et al. by more than approximately 9% and by more than ap-
proximately 5% the YOLOv4-CSP (scratch) model.
Likewise, when looking at the detection performance of the
models for the PICCOLO dataset, it is more successful by
more than 20% than the method proposed by Rodriguez
et al. and approximately 5% more than the YOLOv4-CSP
(scratch) model. Although all models have a significant per-
formance in real-time detection, the Scaled-YOLOv4 algo-
rithm is more successful in both inference speed and detection
accuracy than the YOLOv3 algorithm.

5.3 Limitation of the study

The proposed method offers more successful results than the
existing Scaled-YOLOv4 algorithm. It optimizes the hyper-
parameters of YOLO algorithms more effectively in terms of
time and cost. Despite all these positive aspects, the study was
not considered in a wider perspective due to the insufficient

polyp dataset available to the public. Some public datasets in
the literature were not included in the study because they
contain very few images with polyps and a small number of
patients. There is a data-hungry need inherent in deep learning
algorithms to show high performance.

6 Conclusion

In this study, we propose the ABC algorithm for hyper-
parameter optimization of YOLO-based algorithms, one
of the popular object detection algorithms, to improve
real-time automatic polyp detection performance. By inte-
grating the ABC algorithm into YOLO-based algorithms,
we optimized the hyper-parameters, which contributed
significantly to the improvement of detection accuracy.
In experimental studies, it has been observed that ABC
algorithm both gives more successful results and is user-
friendly by optimizing the hyper-parameters of YOLO
algorithms in a heuristic way at once. We shine a light
on new researchers and research by presenting the most
comprehensive performance of all models of the Scaled-
YOLOv4 algorithm for real-time automatic polyp detec-
tion for the novel SUN and PICCOLO polyp datasets. In
the future, we plan to do a wider study with larger
datasets and new publicly available datasets. Thus, the
generalization ability of the proposed method and the per-
formance of hyper-parameter optimization will be more
effective. In addition, we plan to optimize other structures
existing in YOLO algorithms with ABC optimization al-
gorithm. In this context, we are trying to carry out larger
studies and we are making plans for the proposed method
to be included in the clinic soon.
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Table 6 Comparison of the proposed method with state-of-the-art methods

Author, Year Method Training dataset Test dataset Precision Recall F1 mAP

Rodriguez et al., 2022 [54] YOLOv3 SUN SUN 0.83 0.78 0.81 0.81

Pure Scaled-YOLOv4 YOLOv4-CSP (scratch) SUN SUN 0.80 0.78 0.79 0.84

Pure Scaled-YOLOv4 YOLOv4-CSP (fine-tune) SUN SUN 0.81 0.85 0.83 0.87

Proposed YOLOv4-CSP+ABC SUN SUN 0.86 0.84 0.85 0.89

Rodriguez et al., 2022 [54] YOLOv3 PICCOLO PICCOLO 0.76 0.60 0.67 0.63

Pure Scaled-YOLOv4 YOLOv4-CSP (scratch) PICCOLO PICCOLO 0.84 0.67 0.74 0.74

Pure Scaled-YOLOv4 YOLOv4-CSP (fine-tune) PICCOLO PICCOLO 0.77 0.72 0.75 0.74

Proposed YOLOv4-CSP+ABC PICCOLO PICCOLO 0.81 0.78 0.79 0.78

Bold font indicates the best performance
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