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Abstract
The unsupervised domain adaptive (UDA) person re-identification (re-ID) method is of great significance to promote the
practical application of person re-ID. However, the noisy pseudo labels in the target domain hinder its performance. In this
paper, a novel high-quality pseudo labels (HQP) method for UDA person re-ID is proposed, which improves the performance
from the perspectives of sample feature expression and similarity measurement in the clustering. In order to obtain better feature
representation for target domain samples, a source domain generalization method based on contrastive learning (SCL) is
designed. SCL learns the inherently consistent information within a sample, thereby improving the expression ability of the
source domain pre-trained model. In order to provide a more reasonable similarity measurement for the clustering method, a soft
label similarity based on neighborhood information integration (NII) is designed, which aids the clustering method to generate
reliable pseudo labels. Market-1501, DukeMTMC-ReID andMSMT17 datasets are employed to evaluate the performance of the
proposed HQP method. It achieves the results of 80.3%/92.3%, 68.0%/82.6% and 25.4/53.3 mAP/Rank-1 on DukeMTMC-
ReID-to-Market-1501, Market-1501-to-DukeMTMC-ReID and DukeMTMC-ReID-to-MSMT17 tasks. Experimental results
demonstrate that our HQP method performs favorably against the state-of-the-art UDA person re-ID methods.
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1 Introduction

The task of person re-identification (re-ID) is to match the target
persons in the multi-camera surveillance networks with the com-
puter vision technology, so as to realize the trajectory tracking of
a specific person. With the development of deep learning
methods and the emergence of large-scale datasets, supervised
person re-ID methods [1, 2] have achieved great breakthroughs
on public datasets. However, when a large amount of monitoring
data is collected in the surveillance network, manually labelling
person identity takes a lot of manpower. Unsupervised person re-
ID [3–28] can use the unlabeled data, which is of great signifi-
cance to promote the practical application. In the field of unsu-
pervised person re-ID, the main focus is currently on the unsu-
pervised domain adaptive (UDA) person re-ID method, which
adapts the model pre-trained with the labeled source domain to
the unlabeled target domain. Among the UDA methods, pseudo

label-based method has attracted widespread attention due to its
high performance and stability. This type of method extracts the
features of the target domain images using the source domain
pre-trained model, and then performs the clustering method to
generate pseudo labels for model retraining in the target domain.
However, due to the domain difference and the pseudo label
noise, the performance of unsupervised person re-ID method is
far from practical application.

Existing UDA person re-ID methods usually design effective
training strategy to suppress the impact of pseudo label noise,
thus improving the recognition performance. However, distin-
guishing the correct pseudo label from the incorrect pseudo label
is difficult, and the pseudo label noise will interfere with the
model learning for feature expression. Therefore, improving the
quality of pseudo labels before model training is more advanta-
geous than suppressing the impact of pseudo label noise.
According to the generation process, the accuracy of features
for target domain extracted by the pre-trained model and the
validity of feature similarity measurement are two key factors
to improve the clustering quality. These two factors can be
interpreted as proper feature distribution and better clustering
method, shown in Fig. 1.

To address the limitation of existing pseudo label-based
methods, a novel UDA person re-ID method based on high-
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quality pseudo labels (HQP) is proposed, which improves the re-
ID performance from the perspective of boosting the quality of
pseudo labels in the clustering procedure. The source domain pre-
trainedmodel is employed to extract features of the target domain,
which are the inputs for the clustering method. Due to the differ-
ence between the source domain and the target domain, the ex-
tracted feature distribution is not close to its true distribution.
Aiming at this problem, a source domain generalization method
based on contrastive learning (SCL) is designed, which enhances
the feature representation ability of the source domain pre-trained
model. The feature similaritymeasurement is also important to the
clustering quality. Just using the distance between samples to
measure their relationships may lead to large error due to the
complex background, different poses, and occlusion in the target
domain. To provide amore reasonable similaritymeasurement for
the clustering method, a soft label similarity based on the neigh-
borhood information integration (NII) is designed. NII combines
the similarity between samples, the shared neighbors between
samples, and the similarity between neighbors.

The contributions of this paper can be summarized as fol-
lows: (1) From the perspective of improving the quality of
pseudo labels, a high-quality pseudo label (HQP) method is
proposed for UDA person re-ID. (2) A source domain gener-
alization method based on contrastive learning is designed.
Different augmentations are applied for each sample in the
classification loss and the triplet loss, which improves the
feature invariance of the source domain pre-trained model to
the visual changes of the same person. (3) A soft label simi-
larity based on the neighborhood information integration (NII)
is designed to guide the clustering method. Existing neighbor-
hood methods normally consider the similarity between the
image and its neighbors. Our NII considers the shared neigh-
bors between samples and the similarity between these
neighbors.

2 Related work

To improve the re-ID performance, the pseudo label-based
method studies two main problems: difference between the
source domain and the target domain and pseudo label noise
in the target domain. One type is sample screening method. In
order to reduce the interference of pseudo label noise, the
progressive unsupervised learning (PUL) method [18] select-
ed the reliable samples for model training according to the
distance to the cluster center. Similar to PUL, the progressive
unsupervised co-learning (PUCL) method [19] employed two
source domain pre-trained models and performed sample
screening. However, simply discarding the suspected noisy
samples may lead to information deficiency of the training
samples, which may in reverse hinder the model training.
Different from this idea, the asymmetric co-teaching (ACT)
method [20] designed an asymmetric cooperative network.
One model was employed to receive the possibly cleanest
samples and the other model was trained on outlier samples
to preserve the sample diversity. Ge et al. [21] proposed a self-
paced contrastive learning framework (SpCL), including an
image feature encoder and a hybrid memory model. Based
on the idea of self-paced learning, this method started with
the most reliable samples, and then the training samples were
gradually increased. As SpCL screened noisy samples and
employed outliers for training, the impact of pseudo label
noise was reduced and the diversity of training samples can
also be reserved. Similarly, Li et al. [22] introduced a multi-
label learning guided self-paced clustering (MLC) method,
which learned the discriminative features with three crucial
modules, and removed some noisy samples through self-
paced clustering.

In addition to sample screening method, pseudo label noise
suppression method based on cross-camera problem is also
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Fig. 1 Pseudo label generation.
The numbers in the circles
represent the correct pedestrian
IDs. The same color represents
the same pseudo label, and the
circles marked in red are with the
wrong pseudo labels
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effective. The augmented discriminative clustering (AD-
Cluster) method [23] expanded the sample data for each cam-
era style, increasing the sample diversity while learning cam-
era invariant features. To suppress feature changes caused by
pseudo label noise and camera offset, Yang et al. [24] pro-
posed a dynamic and symmetric cross-entropy loss and a
camera-aware meta-learning algorithm. Dynamic and sym-
metric cross-entropy loss mitigated the negative effect of
noisy samples and adapted to the changes in clusters after each
clustering step. The camera-aware meta-learning algorithm
split the training data into meta-training and meta-testing
based on the camera ID to simulate cross-camera constraints,
and forced the model to learn camera-invariant features
through the interactive gradients of meta-training and meta-
testing. The camera penalty learning (CPL) method [25] im-
proved the UDA re-ID performance from the camera-ID pen-
alty strategy. A camera penalty-based triplet loss (PTL) was
designed, which reduced the sample distance imbalance
caused by cross-camera problem. A camera-penalty-
neighborhood loss (PNL) was combined with the push loss
(PL), which could reduce the dependence on pseudo labels.

The cross-camera problem is just one factor to cause pseu-
do label noise. Using multiple networks co-training can sup-
press pseudo label noise more comprehensively. The simulta-
neous mean teaching framework (MMT) [26] combined the
hard pseudo labels with the soft pseudo labels for joint train-
ing. Hard pseudo labels were generated by the clustering al-
gorithm and updated before each training epoch. Soft pseudo
labels were generated by the co-trained networks and opti-
mized online. MMT exploited the outputs of the two networks
to mitigate pseudo labels noise. Similar to MMT, Zhao et al.
[27] put forward a noise-resistant reciprocal training method
(NRMT), which maintained two networks simultaneously
during training and allowed them to share aggregation through
cooperative clustering in each iteration. Zhai et al. proposed
the multiple expert brainstorming network (MEB-Net) meth-
od [28], which utilized multiple networks with different struc-
tures for model pre-train in the source domain. The feature of
the target domain sample was obtained as the average feature
of the multiple networks, which was employed to produce the
pseudo labels. Zhu et al. [29] proposed a learning with noisy
labels (LNL) method, which promoted the model training
from noise correction and noise resistance. Through the
closed-loop learning mechanism, the triplet ensemble
student-teacher (TEST) model [30] relaxed the constraints be-
tween the teacher network and the student network, and en-
hanced the expression ability of the student network.
Furthermore, knowledge exchange between student networks
could better handle noisy labels and avoid coupling.

Different from suppressing the impact of pseudo label noise,
other methods tend to improve the pseudo label quality. High-
quality pseudo labels can enable the model to learn a better rep-
resentation for the target domain, thereby improving the

recognition performance. The Dual-Refinement method [31] per-
formed the K-means clustering algorithm to re-cluster each class
of the initial cluster, and then the cluster centers of the subclasses
were used to refine the pseudo labels. Li et al. [32] proposed an
iterative intra-domain consistency enhancement (ICE) method
based on the mean teacher framework to fully mine the two
underlying consistency constraints on multi-granularity features.
The impact of noisy pseudo labels was reduced through the joint
action of the instance-ensembling consistency constraint and the
cross-granularity consistency constraint. Chen et al. [33] incorpo-
rated a generative adversarial network (GAN) and a contrastive
learning module into one joint training framework. The newly
generated views could provide more reference for the network
and improve the quality of generated pseudo labels.

3 Proposed method

In this paper, a novel high-quality pseudo labels (HQP) meth-
od is proposed for UDA person re-ID task. Different from
suppressing the impact of pseudo label noise in model train-
ing, we directly improve the quality of pseudo labels from the
perspectives of proper feature expression and reliable similar-
ity measurement in clustering.

3.1 Framework overview

The overall framework of ourHQPmethod is described in Fig. 2.
IBN-ResNet50 [34] pre-trained on ImageNet [35] is selected as
the backbone. We first train the model with a supervised manner
using the labeled training data in the source domain. In order to
enhance the feature representation ability of the pre-trained mod-
el, a source domain generalization method based on contrastive
learning (SCL) is designed. In the fine-tuning stage of the target
domain, the pseudo labels are first generated by the clustering
method. In order to improve the clustering quality, a soft label
similarity based on the neighborhood information integration
(NII) is designed for the clustering method.

3.2 Source domain generalization method based on
contrastive learning

The source domain pre-trained model is employed to extract
the feature representation of the target domain, which will be
input to the clustering method for pseudo label generation.
The consistency between the extracted feature distribution
and its true distribution is directly related to the clustering
quality. Therefore, enhancing the feature representation gen-
eralization of the pre-trained model is important. Contrastive
learning can learn the invariance of the image by applying
different augmentations on the sample. Accordingly, a source
domain generalization method based on contrastive learning
(SCL) is designed.
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In SCL, two different image augmentation operations are ap-
plied for each sample. In order to preserve the original character-
istic of the image, image occlusion or flip operation with a prob-
ability of p is performed as the first augmentation. In order to
learn the feature invariance of the pedestrian, the second augmen-
tation includes background interference, posture change, color
change, occlusion and scale change. To increase the randomness,
one transformation form is randomly selected as the second aug-
mentation for each sample. The pre-training process of the source
domain is shown in Fig. 3. The training loss is the combination of
the classification loss and the triplet loss.

In the training procedure, two augmented images are gen-
erated for each sample. Thus, each batch contains 2Nb images.
The labels of the augmented images are their corresponding
original labels, shown in Fig. 4a. The cross entropy loss is
used as the classification loss, shown below:

Lscls g ¼ � 1

2Nb

X2Nb

i¼1

log pðysi jxsi Þ ð1Þ

whereNb and i represent the number of images and image index
in a batch, respectively, and p(yi

s|xi
s) is the probability that

image xi
s belongs to yi

s. s is the abbreviation for source domain.
For triplet loss, the augmented samples in each batch par-

ticipate in the selection of the hardest positive sample and the
hardest negative sample, shown in Fig. 4b. It can be seen that
with SCL, the hardest positive samples and the hardest nega-
tive samples selected in the triplet loss are more effective than
before. The expression for triplet loss is as follows:

Lstri g ¼
X2Nb

i¼1

½mþ jjf ðxsi Þ � f ðxsiþÞjj2 � jjf ðxsi Þ � f ðxsi�Þjj2� ð2Þ

where xsiþ represents the farthest positive sample and xsi� repre-
sents the nearest negative sample for anchor xi

s. f(·) is the feature
extracted by the model, andm represents the margin parameter.

3.3 Clustering method based on soft label similarity

We use the DBSCAN clustering method to generate pseudo
labels for the target domain. Due to domain difference between
source domain and target domain, the complex background, pe-
destrian pose, and occlusion in the target domain, measuring the
relationship between samples only with the samples’ distance
may be not reliable. As shown in Fig. 5 (the red rectangle repre-
sents the wrong sample), if the cosine similarity between samples
is employed, sample B is similar with sample A, leading to
pseudo label noise. From Fig. 5, we can also find that the neigh-
bors of sample A and that of sample B are different. Therefore,
measuring sample similarity by integrating the relationship be-
tween sample itself and the relationship between their neighbors
is more reasonable. According to the above analysis, in order to
provide a more reasonable similarity measurement for the clus-
tering method, a soft label similarity based on neighborhood
information integration (NII) is developed. NII combines the
similarity between samples, the shared neighbors between sam-
ples, and the similarity information between neighbors. The cal-
culation process for NII is shown in Fig. 6.
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Fig. 2 The overall framework of the HQPmethod. The number in the circle represents the camera ID, and the circle of the same color represents the same
pseudo label
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First, the cosine similarity matrix of the samples in the
target domain is calculated. Let F∈RNt×l denote the L2 nor-
malized feature matrix of all samples in the target domain,
where Nt is the data size of the target domain, t indicates that
the data comes from the target domain, and l indicates the
feature length. Then the cosine similarity matrix of the target
domain data M can be expressed as:

M ¼ F � FT ð3Þ
where M(i, j) represents the cosine similarity between the i-th
sample and the j-th sample, and ‘·’ represents matrix
multiplication.

Then, each row of matrix M is sorted from small to large,
generating the sorted similarity matrix Ms. For each normal

(non-outlier) sample, we select k reference neighbors accord-
ing to the sorting result. Compared with normal samples, out-
lier samples may be less similar to other samples and require
more neighborhood information. Therefore, in order to assist
the outlier samples in finding the correct category, k + n
neighbors are selected for outlier samples. For each sample
in M, the similarities of the selected neighbors are kept, and
the similarities of other samples are set to 0, resulting in the
neighborhood representation matrixMnei. Thus, the neighbor-
hood representation matrix Mnei can be expressed as:

Mneiði; jÞ ¼
Mði; jÞ;
Mði; jÞ;

0;

j 2 Rk
i andi 2 C

j 2 Rkþn
i andi 2 O
others

8<
: ð4Þ

p

Triplet Loss

Classification Loss

Randomly selected

Fig. 3 Source domain
generalization method based on
contrastive learning
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where j∈Ri
k indicates that j is in the k neighborhood for sample

i, and i∈C indicates that i is a non-outlier sample in the cluster.
Similarly, j∈Ri

k+n indicates that j is in k + n neighborhood for
sample i, and i∈O indicates that i is an outlier in the cluster.

By multiplying Mnei with Mnei
T, the soft label similarity R

based on neighborhood information integration can be obtain-
ed:

R ¼ Mnei �Mnei
T ð5Þ

The soft label similarity R considers the similarity between
two samples and the similarity between their neighbors. In
order to verify its effectiveness, the neighborhood samples
calculated by the cosine similarity and that calculated by the
proposed NII (R) are compared. As shown in Fig. 7, there are
two incorrect neighborhood samples for sample A with the
cosine similarity, and just one incorrect neighborhood sample
with NII. Since NII is more reliable, DBSCAN clustering
method using NII can improve the accuracy of pseudo labels.

Sample A

Sample B

Sample B

Neighbor

Neighbor

Fig. 5 Sample relationship with
cosine similarity. The red
rectangle represents the wrong
sample
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3.3.1 Overall algorithm

First, the source domain generalization method based on con-
trastive learning (SCL) is performed to obtain the pre-trained
model. The model is trained using a combination of the cross
entropy loss Lscls_g and the triplet loss L

s
tri_g computed among

the augmented images:

Ls ¼ Lscls g þ Lstri g ð6Þ

Then, features of the target domain images are extracted
using the pre-trained model. Afterwards, the DBSCAN clus-

tering method with NII is performed on the extracted features,
generating the pseudo labels for the target domain. Finally the
model is fine-tuned through the images and the pseudo labels
in the target domain. We alternate the pseudo labels genera-
tion and the model fine-tuning. The loss for fine-tuning is the
combination the cross entropy loss Ltcls and the triplet loss L

t
tri

in the target domain:

Lt ¼ Ltcls þ Lttri ð7Þ

The detailed optimization procedure is summarized in
Algorithm 1.

Algorithm 1: Training strategy of high-quality pseudo labels method (HQP)
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4 Experiments

4.1 Datasets and evaluation protocol

We evaluate the proposed HQP method on three widely-used
person re-ID datasets, Market-1501 [36], DukeMTMC-ReID
[37] and MSMT17 [6]. Mean average precision (mAP) and
cumulativematching characteristic (CMC) [38] are adopted as
the evaluation metrics.

Market-1501: This dataset was released in 2015, captured
with five high-resolution cameras and one low-resolution
camera. In this dataset, each pedestrian is captured by at
least two cameras, and each camera is allowed to capture
multiple images for one pedestrian. The dataset contains
32,217 fixed-size pedestrian images for 1,501 pedestrian
IDs, with an average of 21.46 pedestrian images per ID.
The training set includes 12,936 images with 751 pedes-
trian IDs. For the test set, 3,368 images with 750 pedes-
trian IDs constitute the query set, and 19,936 images with
750 pedestrian IDs constitute the gallery set. The query
image is obtained using the human-annotated boxes,
while the gallery images are obtained using the boxes
generated by the deformable part model (DPM) [39].
All the set is the same with existing methods. Image ex-
amples for this dataset are shown in Fig. 8a.
DukeMTMC-ReID: This dataset was released in 2017. It
is a multi-target and multi-camera pedestrian tracking
dataset, which is a subset of the DukeMTMC dataset. It
is captured with 8 cameras, which contains 36,411 im-
ages of 1,812 pedestrian IDs. The training set contains
16,522 images with 702 pedestrian IDs. For the test set,
2,228 images with 702 pedestrian IDs constitute the que-
ry set, and 17,661 images with 1,110 pedestrian IDs con-
stitute the gallery set. Image examples for this dataset are
shown in Fig. 8b.

MSMT17: It is captured by 15 cameras, which has 4,101
identities with 126,441 images. 32,621 images of 1041
identities are in the training set, and 93,820 images of
3060 identities are in the test set. The query set includes
11,659 images which are randomly sampled, and the rest
82,161 images form the gallery set.

4.2 Implementation details

All the images are resized to 256 × 128, and IBN-ResNet50
pre-trained on ImageNet is selected as the backbone. For pre-
training on the source domain and fine-tuning on the target
domain, the batch size Nb is set to 64. That is 16 pedestrian
identities are selected in each batch using ground-truth labels
for the source domain and pseudo labels for the target domain.

Source domain pre-training 80 epochs are trained with an
initial learning rate of 0.00035. At the 40th and 70th epochs,
the learning rate is reduced to 1/10 of the previous epoch.

Target domain fine-tuning 40 epochs are trained with the
learning rate of 0.00035. We use the DBSCAN clustering
method to generate pseudo labels. The sample number thresh-
old MinPts controls the number of minimum samples in the
range of neighborhood distance threshold in DBSCAN clus-
tering method. As DukeMTMC-ReID dataset is more com-
plex than the Market dataset, a larger value for DukeMTMC-
ReID is suggested. When Market-1501 is used as the target
domain, the sample number threshold MinPts is set to 9.
When DukeMTMC-ReID is used as the target domain, the
sample number threshold MinPts is set to 12. The neighbor-
hood distance threshold ε is calculated according to the simi-
larity matrix.

Neighbors with cosine similarity 

Neighbors with NII 

Sample A

Fig. 7 Comparison of cosine
similarity and NII in finding
neighbors. The red border
represents the incorrect sample
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4.3 Ablation studies

In this section, ablation experiments are conducted onMarket-
1501 and DukeMTMC-ReID datasets to evaluate the effec-
tiveness of each module in the proposed HQP method. The
experimental results are shown in Table 1. ‘DukeMTMC-
ReID->Market-1501’ indicates that the DukeMTMC-ReID
dataset is the source domain, and the Market-1501 dataset is
the target domain, and vice versa. ‘Direct Transfer’ represents
the result of directly applying the source domain pre-trained
model to the target domain. ‘Direct Transfer + SCL’ repre-
sents adding the proposed source domain generalization
method-SCL to pre-train the source domain, and then directly
applying the pre-trained model to the target domain.
‘Baseline’ represents the traditional source domain pre-
trained model and fine-tuning with the DBSCAN clustering
method using cosine similarity. ‘Baseline + SCL’ represents
adding SCL to pre-train the source domain and then fine-
tuning using the cosine similarity. ‘Baseline + NII’ represents
performing the DBSCAN clustering method using the pro-
posed similarity-NII. ‘HQP’ denotes the proposed method,
which uses SCL for model pre-training on the source domain,
and DBSCAN clustering with NII.

The effectiveness of source domain generalization method
based on contrastive learning (SCL) In order to enhance the
feature expression ability of the pre-trained model, SCL is
designed to learn the invariance of image by applying differ-
ent augmentations on the sample. We compare the results of
directly applying the source domain pre-trained model to the

target domain without and with SCL. Compared with ‘Direct
Transfer’, the mAP/Rank-1 performance of ‘Direct Transfer
+ SCL’ is improved by 3.6%/3.5% and 1.8%/3.7% on
Market-1501 and DukeMTMC-ReID datasets. This may
show that when SCL is added, the ability of the pre-trained
model adapting to unseen samples becomes stronger. Besides,
the results of fine-tuned model on the target domain without
and with SCL are also compared. Compared with ‘Baseline’,
the mAP/Rank-1 performance of ‘Baseline + SCL’ on the
Market-1501 dataset is improved by 2.9%/0.7%. On
DukeMTMC-ReID dataset, the mAP/Rank-1 performance is
improved by 1.2%/0.7%. These experimental results show
that SCL can effectively improve the model’s feature expres-
sion ability, thereby improving the UCD re-ID performance.

The effectiveness of soft label similarity based on neighbor-
hood information integration (NII) In order to provide a more
accurate similarity measurement for the clustering method,
NII is designed. The results of fine-tuned model on the target
domain with cosine similarity and that with NII are compared.
Compared with ‘Baseline’, ‘Baseline + NII’ improves mAP/
Rank-1 by 2.4%/0.3% on Market-1501 dataset. On
DukeMTMC-ReID dataset, mAP/Rank-1 is improved by
4.3%/2.7%. This result show that, compared with just consid-
ering the similarity between samples, combining the similarity
between samples, the shared neighborhood information be-
tween samples, and the similarity information between neigh-
bors is more credible in providing measurement for DBSCAN
clustering, and improves the quality of pseudo labels.

(a) Market-1501 (b) DukeMTMC-ReID (c) MSMT17

Fig. 8 Examples of person re-ID dataset

Table 1 Ablation study of the proposed high quality pseudo label (HQP) method

Methods DukeMTMC-ReID→Market-1501 Market-1501→DukeMTMC-ReID

mAP Rank-1 Rank-5 Rank-10 mAP Rank-1 Rank-5 Rank-10

Direct Transfer 32.8 62.4 77.1 82.4 33.2 51.3 65.4 70.6

Direct Transfer+SCL 36.4 65.9 80.6 85.3 35.0 55.0 68.1 73.8

Baseline 75.6 89.8 95.4 97.3 62.8 79.1 88.2 90.4

Baseline+SCL 78.5 90.5 96.3 97.5 64.0 79.8 88.8 91.4

Baseline+NII 78.0 90.1 96.2 97.6 66.9 82.0 89.7 92.3

HQP 80.3 92.3 96.9 97.9 68.0 82.6 90.2 92.4
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The effectiveness of high-quality pseudo labels method (HQP)
When both SCL and NII are applied, the proposed HQPmeth-
od shows the best re-ID performance. On Market-1501
dataset, the performance of mAP/Rank-1 reaches 80.3%/
92.3%. On DukeMTMC-ReID dataset, the performance of
mAP/Rank-1 reaches 68.0%/82.6%.

4.4 Comparison with the state-of-the-art methods

In this section, the proposed HQP method is compared with
existing unsupervised person re-ID methods. Experimental

results of different methods on Market-1501 and
DukeMTMC-ReID datasets are shown in Table 2.

The methods used for comparison include sample screen-
ing methods (SSM) [18–22], pseudo label noise suppression
methods based on cross-camera problem (NSCC) [23–25],
co-training methods of multiple networks (MNC) [26–30],
and other methods [31–33]. The HQP method improves the
quality of pseudo labels, which shows better re-ID perfor-
mance than the sample screening methods [18–22] and noise
suppression methods based on cross-camera problem [23–25]
on the whole. Compared with the best sample screening

Table 2 Comparison of the
proposed HQP method with the
state-of-the-art unsupervised per-
son re-ID methods

Methods DukeMTMC-ReID→Market-1501 Market-1501→DukeMTMC-ReID

mAP Rank-
1

Rank-
5

Rank-
10

mAP Rank-
1

Rank-
5

Rank-
10

SSM PUL [18] 20.1 44.7 59.1 65.6 16.4 30.4 44.5 50.7

PUCL [19] 22.9 48.5 63.8 69.9 19.5 33.1 46.9 53.0

ACT [20] 60.6 80.5 - - 54.5 72.4 - -

SpCL [21] 76.7 90.3 96.2 97.7 68.8 82.9 90.1 92.5

MLC [22] 65.9 85.6 93.9 96.0 55.0 74.1 83.8 86.3

NSCC DSCE [24] 61.7 83.9 92.3 - 53.8 73.8 84.2 -

AD-Cluster
[23]

68.3 86.7 94.4 96.5 54.1 72.6 82.5 85.5

CPL [25] 70.7 87.4 94.6 96.7 59.0 75.2 85.1 88.1

MNC MMT [26] 76.5 90.9 96.4 97.9 65.7 79.3 89.1 92.4

NRMT [27] 72.2 88.0 94.5 96.4 62.0 77.5 86.8 89.2

MEB-Net [28] 76.0 89.9 96.0 97.5 66.1 79.6 88.3 92.2

LNL [29] 75.2 88.9 95.7 97.3 62.5 77.4 88.1 90.6

TEST [30] 75.2 90.1 96.0 97.4 66.3 80.1 88.7 91.7

OTHERS Dual [31] 78.0 90.9 96.4 97.7 67.7 82.1 90.1 92.5

ICE [32] 73.8 90.8 95.8 97.2 66.4 80.2 88.5 91.6

GCL [33] 75.4 90.5 96.2 97.1 67.6 81.9 88.9 90.6

HQP(ours) 80.3 92.3 96.9 97.9 68.0 82.6 90.2 92.4

Table 3 Comparison of our HPQ
model with unsupervised person
re-ID methods on MSMT17.

Methods DukeMTMC-ReID→MSMT17 Market-1501→MSMT17

mAP Rank-
1

Rank-
5

Rank-
10

mAP Rank-
1

Rank-
5

Rank-
10

SSM SpCL [21] 26.5 53.1 65.8 70.5 25.4 51.6 64.3 69.7

MLC [22] 18.0 46.4 57.9 62.7 16.5 43.9 55.3 60.4

MNC MMT [26] 23.3 50.0 62.8 68.4 19.6 43.3 56.1 61.6

NRMT [27] 20.6 45.2 57.8 63.3 19.8 43.7 56.5 62.2

TEST [30] 24.7 51.4 - - 22.4 51.2 - -

OTHERS Dual [31] 26.9 55.0 68.4 73.2 25.1 53.3 66.1 71.5

ICE [32] 24.3 51.6 - - 24.0 50.9 - -

GCL [33] 29.7 54.4 68.2 74.2 27.0 51.1 63.9 69.9

HQP(ours) 25.4 53.5 66.0 70.5 23.6 49.8 62.4 68.0
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method SpCL [21], our HQP method achieves 3.6%/2% im-
provement in mAP/Rank-1 on the Market-1501 dataset. On
the DukeMTMC-ReID dataset, our HQP method shows
slightly lower re-ID performance in mAP/Rank-1 compared
with SpCL [21]. Compared with the best cross-camera based
method CPL [25], our HQP method improves mAP/Rank-1
by 9.6%/4.9% on Market-1501 dataset, and 9%/7.4% on
DukeMTMC-ReID dataset respectively. Compared with the
co-training methods of multiple networks [26–30], our HQP
method also shows advantages. Compared with MMT [26],
the performance of mAP/ Rank-1 on the Market-1501 dataset
is increased by 3.8%/1.4%. On the DukeMTMC-ReID
dataset, the performance of mAP/Rank-1 is increased by
2.3%/3.3%. From Table 2, it can be found that the pseudo
label improving methods ([31] and our HQP method) show
better performance than other UCD methods. These experi-
mental results indicate that improving the quality of pseudo
label is more effective than suppressing the influence of

pseudo label noise inmodel training. Compared with the pseu-
do label improving method Dual [31], our HQP method im-
proves mAP/Rank-1 by 2.3%/1.4% on Market-1501 dataset,
and 0.3%/0.5% on DukeMTMC-ReID dataset respectively.

To further verify the effectiveness of our method, compar-
isons on the largest dataset MSMT17 are conducted. We use
Market-1501 and DukeMTMC-Re-ID as the source domains
respectively, and the comparison results are shown in Table 3.
It should be noted that just the methods tested on MSMT17
are shown in Table 3. It can be seen that the performance of
Dual [31] or GCL [33] is better. As indicated by [31], Dual
introduces extra GPU memory cost and time cost because of
its instant memory bank. GCL requires interval and camera ID
information for each image in the target domain, where more
priori information needs to be provided. In contrast, the pro-
posed method does not require additional information and is
also competitive on MSMT17.

Fig. 9 Analysis of hyper-parameter MinPts.

Fig. 10 Analysis of hyper-parameters k
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4.5 Parameter analysis

This section analyzes the sensitivity of important hyper-
parameters in our HQP method. These hyper-parameters are
the sample number threshold MinPts in DBSCAN clustering
method, the number of reference neighbors k in NII, and the
number of extra neighbor support n for outliers in NII. We
change the value of one parameter and keep the others
unchanged.

Analysis of hyper-parameter MinPts This parameter controls
the number ofminimum samples in the range of neighborhood
distance threshold ε for a core point in DBSCAN clustering.
The sample number thresholdMinPts is critical to the cluster-
ing results. Figure 9 shows the re-ID performance under dif-
ferentMinPts values. It can be seen that when Market-1501 is
used as the target domain, HQP method has the best perfor-
mance whenMinPts = 9.WhenDukeMTMC-ReID is used as
the target domain, the performance of HQP is the best when
MinPts = 12. We may conclude that when the dataset is more
complex, a larger value for MinPts is suggested.

Analysis of hyper-parameter k This parameter controls the
number of reference neighbors in NII. The re-ID performance
under different k values is shown in Fig. 10. When k is set to
11, the HQP method achieves better performance on the
Market-1501 dataset. When k is set to 10, the HQP method
achieves better performance on DukeMTMC-ReID dataset.
These results reveal that fewer reference neighbors may lead
to insufficient sample similarity information, while more ref-
erence neighbors may introduce noise.

Analysis of hyper-parameter n This parameter controls the
number of extra neighbors for outlier samples in NII. The re-

ID performance under different n values is shown in Fig. 11.
When n is set to 1, the model achieves better performance on
the Market-1501 dataset. When n is set to 2, the model
achieves better performance on DukeMTMC-ReID dataset.
These experimental results show that more neighbors are sug-
gested for outlier samples when the dataset is more complex.
When n is set to a large number, the re-ID performance is
reduced on both datasets, indicating that adding too much
neighborhood support has the risk of introducing noise.

4.6 Discussion

This section compares and analyzes our method with other
related methods. Ding et al. [40] also used neighborhood infor-
mation to solve the problem of unsupervised person re-ID, and
proposed the adaptive exploration (AE) method. According to
a threshold, AE adaptively selected neighbors for each image in
the feature space. By treating these neighbors as the same class,
the non-parametric classifier forced them to stay closer.
However, treating the neighbors as the same class is not that
reasonable. As shown in the top row of Fig. 7, there are two
incorrect samples in the neighbors. Unlike the AE method, we
do not assume that the neighbors have the same person ID. Our
NII considers the shared neighbors between samples and the
similarity between these neighbors to provide a more reliable
similarity. When calculating the similarity between sample A
and sample B, the neighbors of sample A (NSA) are found and
the neighbors of sample B (NSB) are also found. Then the
similarities between sample A and NSA and that between sam-
ple B and NSB are both calculated. The final value is the com-
bination of these two, which can aid the clustering method to
generate high quality pseudo labels.

Our NII employs the neighborhood information as an aux-
iliary clue to guide the clustering method. This idea is related
to multiple knowledge representation (MKR) [41], which

Fig. 11 Analysis of hyper-parameters n
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introduced a general framework to enhance feature represen-
tation through multi-source feature aggregation. MKR aimed
at integrating many different forms of input features to en-
hance the feature representation. Our method just integrates
the features of the neighborhood images, and the source of the
input features is the same (extracted from IBN-ResNet50),
which is more concise.

5 Conclusion

In this paper, from the perspective of improving the quality of
pseudo labels, a high-quality pseudo labels (HQP) method is
proposed for UDA person re-ID. In order to obtain better
feature representation for the target samples, a source domain
generalization method based on contrastive learning (SCL) is
designed. SCL aids the model to learn the invariance of image,
thus improving the feature expression ability of the source
domain pre-trained model. In order to provide a more reason-
able similarity measurement for the clustering method, a soft
label similarity based on the neighborhood information inte-
gration (NII) is designed. Using NII to guide the clustering
method, the generated pseudo labels are more reliable. The
effectiveness of each module in the proposed HQP method
is verified by detailed ablation experiments. Compared with
existing unsupervised person re-ID methods, the proposed
method shows strong competitiveness.
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