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Abstract

The study of deep end-to-end representation learning for 2D to 3D monocular human pose estimation is a common yet
challenging task in computer vision. However, current methods still face the problem that the recognized 3D key points
are inconsistent with the actual joint positions. The strategy that trains 2D to 3D networks using 3D human poses with
corresponding 2D projections to solve this problem is effective. On this basis, we build a cascaded monocular 3D human pose
estimation network, which uses a hierarchical supervision network, and uses the proposed composite residual module (CRM)
and enhanced fusion module (EFM) as the main components. In the cascaded network, CRMs are stacked to form cascaded
modules. Compared with the traditional residual module, the proposed CRM expands the information flow channels. In
addition, the proposed EFM is alternately placed with cascaded modules, which addresses the problems of reduced accuracy
and low robustness caused by multi-level cascade. We test the proposed network on the standard benchmark Human3.6M
dataset and MPI-INF-3DHP dataset. We compare the results under the fully-supervised methods with six algorithms and
the results under the weakly-supervised methods with five algorithms. We use the mean per joint position error (MPJPE) in

millimeters as the evaluation index and get the best results.

Keywords 3D human pose estimation - Residual network - Deep learning - Cascaded network

1 Introduction

The research of human pose estimation has aroused
widespread concern in the computer vision field. The
task aims to detect the location of human key points
in pictures and videos to generate human poses and
provide technological support for some tasks, such as
action recognition [20, 45], human-computer interaction
[15], autonomous driving [6], etc. The proposal of deep
neural networks (DNNs) has greatly improved the network
performance of computer vision. At the same time, some
excellent networks have also appeared, such as VGG [45],
GoogleNet [48], ResNet [17], DenseNet [18], and so on. In
this case, many effective human pose estimation networks
have been proposed by scholars, such as stacked hourglass
networks [33], pyramid residual networks [12], and high-
resolution networks [46].
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Compared with 2D human pose estimation, 3D human
pose estimation can provide more comprehensive spatial
position information. However, the characteristics of images
captured by monocular cameras make it difficult for 3D
networks to estimate the accurate pose from the RGB image
[29]. The lack of depth information and the change of
camera viewpoint and appearance [13] have led to poor
performance of 3D human pose [8, 28, 39, 40]. For this
task, two mainstream architectures are usually adopted: one-
stage methods [16, 45, 49, 53, 57] and two-stage methods
[32, 41, 55]. The former maps the pixel intensity to the 3D
pose directly, while the latter is achieved in two stages [5,
13, 44, 52, 55]. In the first stage, the algorithm locates 2D
human key points based on the appearance information of
the image; in the second stage, the network model uses a
2D network to process the image and then uses geometric
information to generate a 3D skeleton from the 2D joints [9,
18].

Since the two-stage method is based on 2D human pose
estimation, there are a lot of research results that can be
used for reference. Therefore, more scholars tend to use
the two-stage methods to complete the task of 3D human
pose estimation. The 2D to 3D network is the focus of our
research in the second stage [34]. Aiming at the problem
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that most current networks cannot be used for direct training
from 2D to 3D, we build a cascaded deep network based on
the research of the evolutionary dataset proposed in [23] to
generate 3D poses. Our main contributions are as follows:

1. We propose a monocular cascaded deep network. We
compare the results under the fully-supervised methods
with six algorithms and the results under the weakly-
supervised methods with five algorithms and get the
best result using MPJPE as the evaluation index.

2. We propose a composite residual module, which
provides a richer flow of information, and expands the
channel from one to four.

3. We propose an EFM, which adopts the parallel fusion
structure of CRM. We add a fusion module at the
junction of adjacent cascaded modules. EFM integrates
the previous cascaded module’s output and initially
processes the original information to provide fusion
information with different depths for the subsequent
cascaded modules.

2 Related work

The single RGB image estimation methods are roughly
divided into generative and discriminative methods in
monocular 3D human pose estimation. The parameterized
model is processed in the traditional generation method to
fit into the image observation algorithm. These algorithms
use PCA models [2, 37], graphical models [4, 7], or
deformed meshes [19, 22, 37] to represent 3D human poses.
Discriminative methods [1, 5] directly learn the mapping
from image observation to 3D pose. Among them, deep
neural networks (DNNs) use discriminative methods, and
this task’s completion generally adopts one-stage or two-
stage methods (Fig. 1).

2.1 One-stage human pose estimation

The one-stage methods can directly estimate the 3D
human pose, which can make full use of the end-to-end
training advantage of the CNN network [50] and save time
consumption. However, one-stage methods lack sufficient
label data and excellent deep networks.

Fig.1 Comparison with the
visual results of Li et al.[23] on
the MPI-INF-3DHP dataset. We
obtained more accurate
recognition results (legs etc., for
view 2)
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The one-stage method proposed by Nie et al. [36] has
a simple framework and can be directly extended from
2D images to 3D images for human pose estimation and
achieves a detection rate that is not inferior to the two-stage
methods. The adversarial learning framework is proposed
to deal with the complex environment in the wild [19, 53].
Instead of defining hard-coded rules to constrain the pose
estimation results, the model extracts the 3D human pose
structure learned from the fully annotated data set into the
2D pose annotated field image. The research of Ikhsanul
Habibie et al. is also applicable to the wild environment
[16]. The network includes a new disentangled hidden space
encoding explicit 2D and 3D features and uses a newly
learned projection model from the predicted 3D pose for
supervision. Georgios Pavlakos [38] proposes a coarse-to-
fine prediction scheme for the initial estimation. The model
solves the problems caused by increasing large dimensions
and realizes the iterative refinement and repeated processing
of image features.

2.2 Two-stage human pose estimation

Compared with one-stage methods, two-stage methods have
first-mover advantages due to the 2D human pose estimation
research foundation. The 2D human pose estimation
algorithms are extended or processed to complete the 3D
pose generation, saving a lot of scientific research resources
and time costs. Generally, the first stage of the two-stage
methods uses a 2D landmark detector to process 2D images.
The second stage is a cascaded 3D coordinate regression
model used to generate a 3D pose.

Among the two-stage 3D human pose estimation
algorithms, researchers are more inclined to study the
second-stage 2D to 3D algorithms 2D to 3D networks.
Julieta Martinez et al. found an effective method that
uses a relatively simple deep feedforward network to
obtain experimental data about 30% higher than the best-
reported results [27]. The temporal information is added
to a relatively complex deep network, and the material
information across the 2D joint position sequence is used to
estimate the 3D pose sequence. They design a sequence-to-
sequence network composed of hierarchically normalized
LSTM units to impose temporal smoothness constraints
during the training process [41]. Francesc Moreno-Noguer
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Institute [32] uses the distance matrix regression method,
which leverages a simple neural network to enhance
the prediction matrix’s positivity and symmetry, thereby
improving the accuracy of the joint point regression. In
the regression from graph convolutional networks (GCNs)
to 3D coordinates, semantic graph convolutional networks
(SemGCN) [55] can be learned through end-to-end training
without additional supervision or manual rules.

Currently, the cascaded models are heavily used in
image processing, and these models have achieved better
recognition accuracy [3, 11, 25, 46, 54, 56]. For example,
Haoran Bai et al. [3] used a super-resolution cascaded
network to process blurred images to obtain higher
resolution images. Diba et al. [14] proposed a cascaded
model using a fully convolutional network to delineate
candidate regions and segment the image to accomplish
object saliency detection. Liu et al. [25] proposed cascaded
networks with sequential localization of nodes to force
messages from joints of independent components, such as
the head and torso, to distal joints, such as the wrist or
ankle. In addition, in human pose estimation, representative
cascaded pyramid networks [12] use a two-stage model:
GlobalNet and RefineNet, enabling the extraction of joint
points and refinement of joint points, respectively. In terms
of 3D human pose estimation, the staged cascaded network
provides significant improvements in accuracy, and Li et
al. [23] implemented deeply trained 3D pose estimation
based on an evolved dataset.

To solve the problem of 3D data’s scarcity, Helge Rhodin
et al. [42] proposes to replace most of the annotations with
multiple views only during training and present a joint
estimation method of camera pose and human pose. In
video-based 3D human pose estimation, time information
is widely used. [40] uses temporal convolution and semi-
supervised methods to prove that the fully convolutional

model based on dilated temporal convolution can effectively
use 2D keypoint information to estimate 3D human pose
from the video.

3 Framework

In this section, we briefly introduce the two-stage network
and internal structure. The framework uses CRM as a
basic block, stacks them to form a cascaded structure,
and adds EFM to enhance transmission between modules.
The extraction of 2D key points is the basis for 3D pose
estimation; we hope that the 2D network can retain more
high-resolution information. Therefore, we use HRNet [46]
as the backbone network. The size of the heat map predicted
by the original model is 96x72; the pixel shuffle super-
resolution layer [44] is added to the model, and the size of
the returned heat map is 384 x288.

We use TAG — Net [23] to represent the proposed two-
stage model, as shown in Fig. 2. To obtain a geometric
representation of the model, we use the following function
to express the appearance of the image

P=TAGx) = G(A(x)) 1)

We use x as the initial input RGB image. In the first stage,
x passes through a high-resolution network to generate a
2D keypoint heat map, represented by A(x). The number
of regression key points is expressed as k = 17. We
coordinate the 2D keypoints ¢ = (x, yi){.‘:]. In the
cascaded module, we perform geometric processing on 2D
coordinates in stages and use logical operations to infer
3D keypoint coordinates p = (x;, yi, zl-)f.‘: |» Where we use

G (c) (geometric stage) to Indicates the process (Table 1).
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Table 1 Average 2D keypoint localization errors for H36M testing set
in pixels. U: Heatmaps, upsampling.S: use soft-argmax

Backbone Extension #Params FLOPs Error
CPN [42] - - 13.9G 5.40
HRN [46] - 63.6M 32.9G 4.98
HRN +U 63.6M 32.9G 4.64
HRN +U+S 63.6M 32.9G 4.36

New cascaded networks As shown in Fig. 2, our new
cascaded human pose estimation architecture is divided into
two stages. We use HRNet [46] to achieve accurate 2D
coordinate detection in the first stage. In the second stage,
we use different numbers of feedforward neural networks to
stack as the main architecture of the cascaded 3D coordinate
regression model. Our network consists of three cascaded
modules, and each cascaded module uses eight layers of
CRM to cascade (including a total of 24 CRMs). This
structure ensures sufficient network depth and facilitates
comparison with advanced methods.

Since the mapping from 2D coordinates to 3D joints
is highly nonlinear and difficult to learn, we propose a
cascaded 3D coordinate regression model as

T
t=1

where D; is the tth deep learner in the cascade parametrized
by 6, and takes input i;. As shown at the top of Fig. 2,
the first learner D in the cascade directly predicts 3D
coordinates while the later ones predict the 3D refinement
8p = (8x;5 8y, 821‘);{:1'

To train the heatmap regression model A(x), we
download training videos from the official website of
H36M. We use the provided bounding box to crop the
character and fill the cropped image with zeros to fix the
aspect ratio to 4 : 3. Then we adjust the size of the supplied
image to 384 x 288 . The size of the target heatmaps is equal

Fig.3 Illustrations of the four
modes of the composite residual
module. We design a parallel
residual module with different

(1,1024)  (1,1024)

to the size of the input image, and a Gaussian dot is drawn
for each human key point ¢(x)f: |- The average value of
Gaussian dots is the ground truth 2D keypoint position, and
its standard deviation is 8 pixels. To train the cascaded 3D
pose estimation model G (c) on the H36M, we downloaded
the preprocessed human skeleton published by the author of
[34] in Github. Each deep learner in the cascaded model is

trained with L2 loss.
3.1 Composite residual module

The conventional research of 3D human pose estimation
does not emphasize the selection and processing of the
bottom network. The residual network tends to process
characteristic information with simple forward feedback,
making the processed information obtain low-level semantic
information. The information flow of the residual block
cannot be expanded well in the process of multiple cascades
[12, 19, 28]. Therefore, we improve the classic residual
network, and its main structure is shown in Fig. 3 (CRM).
We propose the parallel double residual form as the basic
residual block and add a fully connected layer to the
parallel residual network. CRM enriches the information
flow channel from a single channel to 4 channels. We
combine the parallel residual network with the cascaded
backbone network. This supervision method compensates
for amplifying errors caused by the deepening of the
cascaded network.

As shown in Fig. 3 (four channels of the CRM), the
increase of channels makes the network produce two
transmission modes (In Fig. 3, C1 and C2 represent the
same mode, and C3 and C4 represent the same mode.), four
channels of information flow channels (Channels C1, C2,
C3, C4 in Fig. 3) [19]. The increase of channels expands
the way of information transmission. The two-channel types
(In Fig. 3, C1 and C2 represent the same mode, and C3
and C4 represent the same mode.) cause differences in
the way and ability to process information, making the

1,1024) (1,512)

sizes and add down-sampling
and up-sampling to the module,
producing four channels. C1:
high-scale residual structure.
C2: low-scale residual structure.
C3: high-to-low-scale residual
structure (downsampling). C4:
low-to-high-scale residual
structure (upsampling)

/N
LI.|

CRM
Down-
sampling
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processed information richer more conducive to the use of
global information. The cascaded network will continuously
produce new features in information transmission. The use
of CRM increases the types of useful information and
maintains the robustness of the network.

In CRM, combining high and low scales residual blocks
can obtain various types of information [16, 31, 35,
51]. In addition, although the cascade of multiple CRMs
retains more helpful information, it also generates false
information and amplifies useless information [19]. We
use skip connections to receive lower-semantic information
so that the network can simultaneously have semantic
information of different depths [17, 37, 46].

When using CRM to generate 3D poses, we first
map 2D coordinates to represent vectors with dimensions
1024 and 512, respectively. When processing vectors,
CRM will transform the dimensions according to the four
modes shown in Fig. 3. The diversity of dimensions and
transformation forms can effectively improve the learning
ability of deep models [3, 11, 12]. In the cascaded module,
we cascaded eight CRMs. In each CRM, we add batch
normalization [56] and dropout (dropout rate 0.5) [12, 32,
33, 49, 54]. Hossain and Little [41] used gradient descent to
train the cascade network sequentially. Despite the fact that
CRM increases the number of parameters in the cascaded
network, we found that the cascaded model was robust to
predictions of 3D coordinates, which is also common in 2D
models [23].

3.2 Enhanced fusion module

We propose an EFM and alternately place it with cascaded
modules to form the cascaded network. The purpose is
to merge the features of the previous layer with the
features processed by the cascaded modules. At the same
time, EFM can initially process the original information
incorporated by the skip connection to supplement the
original information.

The network uses a fully connected layer for transmission
and uses a double-layer CRM as the main structure. The
internal structure of the fusion module is shown at the
bottom in Fig. 2. The fusion module supervises the cascaded
network by introducing original information and plays a role
in correcting the flow of information in multiple branches.
We add connected channels to the CRM and complete the
inter-layer fusion by adding a 3D pose representation at the
beginning and the end. We test the residuals of one layer,
two layers, and three layers. The results illustrate that the
two-layer structure has the best network scale and accuracy
performance.

In addition, we hope that the initial information is
hierarchically integrated into the 3D network instead
of directly fusing with in-depth information without

processing. EFM plays the role of step-by-step interaction
between global details and detailed information. In EFM,
the original data is divided into three forms: no CRM
processing, single CRM processing, and two-level CRM
processing (as shown in Fig. 2 stage2) to enhance different
depths’ fusion.

In the main network, information is processed sequen-
tially by the cascaded modules, and many 3D vectors are
mapped. Prior to 3D mapping via CRM, the initial infor-
mation was in 2D coordinates. The information discrepancy
makes the fusion information uncertain [23, 46], and EFMs
progressively reduce this discrepancy. In erosion experi-
ments, we found that adding two EFMs did not significantly
increase the number of 3D network parameters.

4 Experiments

To validate our network’s effectiveness, we train and test
on the Human 3.6M dataset and its evolved dataset [23].
Our training used an NVIDIA 1080ti GPU, which took 10
hours. We use a training strategy of 0.001 when training
3k times and multiplying by 0.1 after every 3k times. To
optimize each deep learner during the training process, we
use the Adam optimizer with a learning rate of 0.001 in the
cascaded network to train for 200 epochs. We use the mean
per joint position error (MPJPE) measured in millimeters
to evaluate the model’s performance and test the three
protocols under weakly-supervised, and fully-supervised
methods [24, 28, 40, 43, 47, 55]. In both cases, the average
position error of each joint is reduced.

4.1 Datasets and evaluation indicators

Human 3.6M (H36M) is one of the most extensive 3D
human pose estimation dataset benchmarks. It has accurate
3D tags and has reference significance in 3D human pose
estimation. We add the topic ID to S to represent the divided
dataset. For example, S15 represents data from topics 1
and 5. Previous work revises the training data [20, 26,
28, 30, 53], and we use it as the initial population and
evolve from it. We use MPJPE to measure in millimeters to
evaluate the model’s performance. We adopt two standard
evaluation schemes. Protocol 1 is referred to as P1, which
directly calculates the result of MPJPE. The difference
between protocol P1* and P1 is that P1* uses ground truth
2D key points as input, eliminating the first-stage model’s
influence. Furthermore, we align the ground truth 3D key
points with the predictions and evaluate Protocol 2 (P2).
MPI-INF-3DHP (3DHP) is a benchmark that we use to
evaluate the generalization power of 2D-to-3D networks in
invisible environments. We perform cross-dataset inference
by providing the key points of 3DHP to G(c). Among them,
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Table 2 Comparison with SOTA weakly-supervised methods. This
paper reports the average MPJPE of all 15 actions for Human 3.6M
under two protocols (P1 and P2). P1* refers to protocol 1 evaluated
using ground truth 2D key points. The best performance is marked in
bold

Method Pl PI* P2
Rhodin et al. (CVPR’18) [42] . . 66.4
Kocabas et al. (CVPR’19) [21] 65.3 - 572
Pavllo et al. (CVPR’19) [40] 64.7 . .
Lietal. (ICCV’19) [24] 88.8 - 65.5
Li et al. (CVPR’20) [23] 62.9 50.5 475
Ours 60.1 45.0 44.4

the percentage of correct keypoints (PCK) indicates the
accuracy of the 3D joint predictions under the specified
threshold of the measurement [51]. At the same time, the
area under the curve (AUC) is computed for a range of PCK
thresholds.

4.2 Comparison with the state-of-the-arts

We compare the fully-supervised and weakly-supervised
methods with previous models [10, 26]. To validate the
superiority of the proposed network, we use the same data
as [23, 28], use S1 as the initial input, conduct experiments
under multiple protocols, and obtain corresponding data.

Weakly-supervised methods We take the weakly-
supervised Methods as the research’s focus. Since this
method lacks sufficient 3D annotations to explore weakly-
supervised human pose estimation methods, we refer to the
methods of [21, 24, 40]. On this basis, we introduce the
weakly-supervised method in [23] and use a small amount
of dataset to simulate the lack of data to train our model.
We compare the previous methods [21, 23, 24, 40, 42], and
the results are shown in Table 2.

Table 3 Comparison with SOTA methods under fully-supervised
setting [23, 27, 31, 43, 53, 55]. This paper reports the average MPJPE
of all 15 actions for Human 3.6M under two protocols (P1 and P2).
P1* refers to protocol 1 evaluated using ground truth 2D key-points.
The best performance is marked in bold

Method Pl P1* P2
Martinez et al. ICCV’17) [27] 62.9 45.5 47.7
Yang et al. (CVPR’18) [53] 58.6 - 37.7
Zhao et al. (CVPR’19) [55] 57.6 43.8 -
Sharma et al. (ICCV’19) [43] 58.0 - 40.9
Moon et al. ICCV’19) [31] 54.4 35.2 -

Li et al. (CVPR’20) [23] 50.9 34.5 38.0
Ours 49.0 325 37.6

Table 4 The table illustrates the generalization results of the 3DHP
dataset. MPJPE is evaluated without rigid transformation, and CE
stands for cross-data set evaluation, and our model does not use
training data in 3DHP. The best performance is marked in bold

Method CE PCK AUC MPJPE
Mehta et al.(ICCV’17) [28] - 76.5 40.8 117.6
VNect(TOG’17) [30] - 76.6 40.4 124.7
Zhou et al.AICCV’17) [57] - 69.2 325 137.1
Multi Person(3DV’18) [29] - 75.2 37.8 122.2
OriNet(2018) [26] - 81.8 452 89.4
Kanazawa(CVPR’18) [20] CE 77.1 40.7 113.2
Yang et al.(CVPR’18) [53] CE 69.0 32.0 -

Li et al.(CVPR’20) [23] CE 81.2 46.1 99.7
Ours CE 86.5 46.1 98.9

It is worth noting that the method of [21, 42] additionally
adds multi-view consistency as additional supervision. In
contrast, our experiment is an evaluation under a single
perspective. In the weakly supervised method of [40], time
information is used to assist the training of the model, while
our approach does not have time convolution. In this case,
we have compared five methods in total. When MPJPE is
used as the evaluation index, the network model has the
highest accuracy.

Fully-supervised methods We use the Human3.6M dataset
for training. We use S15678 as the initial population, and
Table 3 shows the performance comparison. In this case, our
model also obtains competitive performance compared with
other SOTA methods, which proves that our method is not
limited to scarce data scenarios.

In the fully-supervised method, we compare with six
algorithms of the average MPJPE of all 15 actions of
H3.6M under three protocols (P1, P2, P1*). Compared
with other SOTA methods, our model obtains a competitive

Table 5 Ablation study of Human 3.6M. The experiment evaluated
model performance with mean per joint position error (MPJPE)
measured in millimeters. Baseline: the original data [23]. +CRM: add
CRM based on the baseline. +CRM+EFM: add CRM and EFM based
on the baseline

Method Training Data P1 P1*

Problem Setting A: Weakly-supervised Learning

Baseline S1 62.9 50.5
+CRM S1 61.7 47.0
+CRM+EFM(final) Evolve(S1) 60.1 45.0
Problem Setting B: Fully-supervised Learning

Baseline S1 50.9 34.5
+CRM S15678 50.1 332
+CRM+EFM(final) Evolve(S15678) 49.0 32.5
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Fig. 4 Cross-dataset inferences of G(c) on MPI-INF-3DHP (The first and second columns are our results, and the third and fourth columns are

the results of others [23])

performance. In the same experimental environment, the
performance of P1, P2, and P1* is improved by 1.9, 2.0, and
0.4 respectively compared with [23]. The results show that
our network can be applied to most scenarios.

In the experiment, we found that as the complexity of the
data set increases, the training error also increases slightly,
while the test error decreases somewhat. We use multiple
subsets of H36M for pose estimation [19]. As the number of
learners increases, the training’s fallacy gradually decreases.
The final result also indicate that our model does not
overfit.

The limitation of the scene leads to the conclusion that the
result of weakly-supervised methods is better than the fully-
supervised methods. For the P1, P1*, and P2 protocols,
the results of MPJPE have the same proportion of decline.
The reason is that our 3D network optimizes the ability
to process information [51]. When the influence of the
first stage model exists and the ground-truth 3D poses are
aligned with the predictions through rigid transformation,
the error still drops by a considerable amount.

Cross-dataset generalization To verify the generalization
ability of our network, we compare it with other methods
on 3DHP (as shown in Table 4). In this experiment,
we test on the 3DHP benchmark without using any
training data of 3DHP, and the results proved that our
network achieves competitive performance in the 3DHP
benchmark. Compared with [19], our staged cascaded
network effectively improves the model’s generalization
ability.

4.3 Ablation study
The ablation studies are conducted on H36M. We experi-

ment separately with protocols S1 and S15678 under the
fully-supervised and weak-supervised methods. To compare

with the previous results, we also test the dataset evolved by
Li et al. [23]. The effect of using only CRM, using EFM and
CRM, and the new cascaded network is verified. Table 5
summarizes the results (Fig. 4).

5 Conclusion

This paper proposes a new monocular cascaded network
and uses the CRM to design the bottom network. At
the same time, we add the enhanced fusion module to
the cascaded network. The network model increases the
transmission of practical information flow and improves
the network’s performance while ensuring that the overall
scale of the network is controllable. We experiment and
test on the Human 3.6M dataset, compared with other
five related algorithms under weakly-supervised methods,
and compared with different six related algorithms under
fully-supervised methods, and obtain the best results,
which proved the effectiveness of the network. To verify
the generalization ability of our network, we conduct
experiments on 3DHP and get advanced results.
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