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Abstract

Monocular RGB-based 3D hand pose estimation is n is crucial for a wide range of augmented reality and human-computer
interaction applications. However, this task is highly challenging due to occlusion, scale, and depth ambiguities. Most
existing methods mainly focus on estimating a scale-normalized root-relative 3D pose from the cropped hand image. In this
work, we propose a multi-stage GCN-based (Graph Convolutional Networks) approach to estimate the absolute 3D hand
pose from a single RGB image. We exploit both the cropped hand and the global scene image, which provides clues about
the hand scale and location in the camera space. Our network consists of three main stages: 2D key-points, 3D root-relative,
and 3D absolute pose estimation. To achieve better performance, we propose a new loss function. It separates the extracted
image features based on 3D joint locations to simplify the regression task. Extensive experiments on five public datasets
show that our efficient model estimates accurate global 3D hand poses and performs favorably against several baselines and
state-of-the-art methods. Also, we validate the proposed approach on a newly created dataset. It contains RGB hand images

with accurate 3D pose annotations and high lighting and poses variations.

Keywords 3D hand pose estimation - Graph convolutional networks - Loss function - Multi-stage learning -

Monocular RGB image - Global coordinates

1 Introduction

The hand is a primary and intuitive tool that allows humans
to interact with the world. Thus, hand pose estimation is
one of the fundamental and long-standing tasks in computer
vision. It plays an essential role in many applications, such
as augmented reality (AR) [1], virtual reality (VR) [2],
gesture recognition [3], and human-computer interaction
[4]. Early works in hand tracking and pose estimation use
magnetic sensing devices such as gloves [5] and visual
markers [6]. But these solutions are expensive and require
complex calibration and setup [7]. To this end, current
commercial systems are moving to vision-based 3D hand
pose estimation methods since they are natural and increase
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comfort [8]. However, despite years of studies [9—11], this
task remains challenging due to self-occlusion or object-
occlusion, similarity among fingers, fast motion and the
high degree of freedom of the hand.

With the fast advancement of deep learning techniques
and the widespread availability of commodity depth sensors,
RGB-D-based 3D hand pose estimation methods achieve
reliable results [12—14]. However, this hardware requires
high-power consumption, and it is limited to indoor environ-
ments restricting many applications [15—17]. Other approaches
alleviate occlusion problems using multiple RGB cameras
located at different viewpoints [18-20]. These techniques
are difficult to set up and cannot operate in unconstrained
scenes (e.g. community videos). As a result, 3D hand pose
estimation from a single RGB image has gained consid-
erable attention since it is more accessible and does not
pose any setup overhead. However, this task is more chal-
lenging than the aforementioned approaches because it
exhibits depth ambiguity. Recently, several learning-based
methods tackle this problem by designing effective mod-
els trained on large-scale annotated datasets. We can divide
them mainly into two major approaches: generative and dis-
criminative. The former one adopts variational autoencoders
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(VAESs) [21] and/or generative adversarial networks (GANs)
[22] to model the 3D hand pose distribution [23-25]. The
methods of the second category use Convolutional Neu-
ral Networks (CNNs) [26] that extract high-level features
from the cropped hand image to estimate the 3D pose [15,
27-30]. Inspired by the natural graph representation of the
hand, recent discriminative studies use graph convolution
networks (GCNs) [31] to model kinematic relationships
between the joints [32-34].

Most existing methods estimate a scale-normalized root-
relative pose. In particular, they predict the positions of
hand joints relative to a reference point located on the hand
(e.g., the wrist). The global joint coordinates in the world
coordinate system are unknown. They assume that the depth
of the root joint and the global hand scale are provided
at test time [15, 23]. In contrast, absolute hand pose
estimation finds the hand joint positions in camera-centered
coordinates [16, 17, 29]. This extends the application scope
to AR/VR, where headsets require camera distance-aware
3D hand pose estimation approaches to perform hand-object
interactions. Also, the absolute pose is crucial in multi-
hand images because a root-relative pose may represent
different global poses. Thus, estimating the absolute pose is
essential to recover the spatial layout of the whole scene.
However, this task is too challenging. One difficulty comes
from the fact that it presents an ill-posed problem due to
the irreversible geometry. In particular, a 2D point in the
image plane can correspond to multiple 3D points in world
space. Besides, recovering the global scale of the hand is
challenging due to depth ambiguity. Finally, the absolute
pose resides in a larger space than the root-relative pose,
which changes the underlying optimization process.

We observe that the input of the previous approaches is
the cropped hand image. They do not exploit the global scene
image that contains valuable information, such as the size of
the hand that provides a clue about its depth (e.g. big hands
means small depth and vice-versa). Also, the interaction of
hands with other commonly seen objects, specifically other
body parts such as shoulders and heads, can help to learn the
hand position. Motivated by this observation, we propose a
GCN-based method that consists of three stages: the first
one extracts high-level features from the original scene and
the cropped hand images to estimate the global and the local
2D keypoints. The second stage combines the extracted
image features with the predicted 2D local hand pose
to estimate a root-relative non-scale normalized 3D hand
pose. Finally, we estimate the absolute 3D hand pose using
the previous stage outputs (Fig. 1). Besides, we propose
a feature matching (FM) loss function to simplify the
regression task and improve the performance. Specifically,
we correlate the extracted image features to the root-relative
3D joints to make them sufficiently separable.
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We conduct extensive experiments on five benchmarks
[15, 17, 35-37]. Quantitative and qualitative results demon-
strate that the proposed method achieves competitive results
against several state-of-the-art methods with efficient run-
ning time. It estimates accurate 2D keypoints and 3D
hand poses in challenging scenarios, such as complex tex-
ture backgrounds, self-occluded hands and object-occluded
hands, Also, our approach estimate promising 3D global
poses for both hands in the outdoor. Finally, we extend
our experiments to our newly built dataset. It includes 60
thousand samples collected using the leap motion sensor
[38] with different lighting conditions and high pose varia-
tion. Each sample contains the hand bounding box, the 2D
keypoint, the 3D pose, and the corresponding RGB image.
We can summarize our contributions as follows:

— We propose a multi-stage GCN-based approach that
exploits the global scene and the cropped hand images
to estimate an accurate absolute 3D hand pose from a
single RGB image.

— We propose a feature matching loss to separate the
extracted features of the hand image and simplify the
3D pose regression task.

— To evaluate the proposed approach, we conduct exten-
sive experiments on several synthetic and real-world
datasets. The reported quantitative and qualitative results
demonstrate that our method outperforms state-of-the-
art and estimates accurate 3D hand poses.

The rest of this paper is organized as follows: Section 2
reviews the related studies of our work. Section 3 explains
the proposed method in-depth and describes the most
important modules of our framework. Section 4 describes
the experimental setting. Section 5 presents experimental
results on five datasets and compares the proposed approach
against the state-of-the-art methods. Finally, Section 6
presents the conclusion of the study and the direction for
future work.

2 Related work

We classify 3D hand pose estimation methods based on the
input modality into three categories depth-based, multiview
RGB-based, and monocular RGB-based. In the past few
years, numerous studies adopted deep learning techniques
to handle various types of inputs for depth methods, such as
2D pixels [13], a set of 3D points [12] or voxels [14]. In the
second category, several studies use many RGB cameras on
different angles to alleviate the occlusion problem [18, 19].
RGB cameras are more available than the two-mentioned
categories and work in all environments. Thus, there are
several attempts to solve the monocular RGB-based 3D
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Fig. 1 Schematic overview of our multi-stage approach for monocular RGB-based absolute 3D hand pose estimation. We use ResNet-10
backbones for image feature extraction and GCNs for 2D/3D pose regression

hand pose estimation problem. Traditional methods [9-
11] search the closest configuration that fits the hand
model via an optimization process. These methods require
powerful prior knowledge about many dynamic and physics
hypotheses, which leads to poor performances. Learning-
based algorithms outperform conventional techniques and
estimate reliable 3D poses. We classify them in our study
into two main groups:

2.1 Root-relative 3D hand pose estimation

[15] is the first learning-based study that estimates a root-
relative 3D hand pose from a monocular RGB image.
It employs synthetic data since they are more practical
to generate. Their predicted 3D poses are relative to a
canonical frame. After this work, several learning-based
studies have been proposed to improve 3D hand pose
estimation accuracy. [28] leverage depth information to
supervise the training by having a pair of RGB-RGBD
images. Other approaches achieve reliable 3D poses by
regressing the hand mesh and estimating the 3D pose from
it [30, 39, 40]. However, these methods require additional
supervision since the datasets must include the meshes and
the 3D poses. The graph-like structure of the hand inspires
[32-34] to apply GCNs [31] on the 3D hand pose estimation
task achieving accurate results.

Deep generative-based approaches also exhibit compet-
itive performances and estimate reliable 3D poses. Spurr
et al. [23] uses VAEs [21] to learn a shared latent space
across RGB and depth modalities to remedy the missing
depth ambiguity. However, these methods model black-
box latent representations that synthesize a single 3D pose
for a given RGB image. To address this issue, [24, 25]
disentangle the diverse factors that affect the hand visu-
alization, including camera viewpoint, scene context and
background.

2.2 Absolute 3D hand pose estimation

Although absolute 3D hand pose estimation has more appli-
cation in AR/VR and multi-hand scenes, it is less studied
in the literature compared to the root-relative 3D pose.
We can explain this by the fact that estimating the global
coordinates is too challenging due to irreversible geometry
and scale ambiguities. To the best of our knowledge, there
are only three studies [16, 17, 29] that work around this
problem. Mueller et al. [16] employs GANs [22] to translate
synthetic labeled data to realistic images. This data augmen-
tation reduces the domain gap and estimates a reliable scale-
normalized root-relative 3D hand pose. Next, it recovers the
absolute 3D hand pose using kinematic hand model fitting
that optimizes different loss functions: a 3D loss term, an
angle constraint loss and a temporal smoothness loss. How-
ever, optimizing loss functions with dissimilar objectives is
prone to errors, e.g: failures in the previous frames may
affect the temporal smoothness loss of the current one. [29]
reconstructs the global 3D hand pose from the latent 2.5D
heatmaps. In particular, it estimates the 2D key points and
depth map to ensure the scale and translation invariance.
This method assumes that the intrinsic camera parameters
are known. To recover the hand scale, they conduct statis-
tics about the dataset in a post-processing step (e.g average
bone lengths). Recently, [17] estimates the global pose for
the two hands using four main stages: hand segmentation,
2D canonical pose estimation, 3D canonical hand pose esti-
mation, and 3D global hand pose estimation. It uses the
spherical coordinate system to overcome the depth and rota-
tion ambiguities encountered in the cartesian system. To
eliminate the scale ambiguity, it fixes the distance between
the finger MetaCarpoPhalangeal joints (MCP) and the palm.
Our approach estimates the absolute 3D pose using a GCN-
based framework that learns the hand scale and location
without using pre-calculated statistics about the datasets or
requiring the camera intrinsic parameters.
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3 Methodology
3.1 Architecture

Estimating an absolute 3D hand pose from a single RGB
image is challenging due to depth and scale ambiguities.
Most existing 3D hand pose estimation methods crop the
hand area in an input image with a ground truth bounding
box or the bounding box that is predicted from a hand
detection model. The cropped hand image is fed into the 3D
pose estimation module to predict a scale-normalized root-
relative pose. As their models take a single cropped image,
estimating the absolute camera-centered coordinate of each
keypoint is difficult. To handle this issue, we exploit the
original scene image that includes relevant information that
can constrain the problem, such as the size of the hand that
provides a clue about its distance from the camera (depth).
More specifically, a small hand indicates being far from the
camera (large depth value) and vice-versa (Fig. 2). Also,
the scale of the hand relative to the other objects in the
scene helps to reduce the depth and scale ambiguities. In
particular, when the hand pose, scale, and location change
from an image to another, other objects in the background
remain motionless. Their scale invariance gives information
about the distance between the hand and the camera (z
coordinate).

Our framework involves three training stages: global/local
2D pose, root-relative 3D pose and absolute 3D pose
estimation (Fig. 1). In the first stage, we use two customized
ResNet-10 networks (Table 1) as a backbone to extract
image feature maps from the original scene image (global
encoder) and the cropped hand image (local encoder). We
feed their feature maps to projection layers (Convolution
layer) that reduce the dimensionality of the feature maps
from (256, 7, 7) and (256, 4, 4) to (21, 7, 7) and (21, 4, 4)
for the global and local image, respectively.We flatten the
last two dimensions of the feature maps from (21, W, H)
to (21, W x H), where W and H are the width and the
height of the feature maps, respectively. The reason for this
transformation is to get the correct input format for the

GCN-based regressors, where each joint has a feature vector
of size W x H. We concatenate the feature vectors from the
global and the local hand image in the second dimension as
shown in (1). The resulting tensor of size (21, 65) is given
to global and local GCNs to estimate 2D keypoint locations
in the original scene and the cropped hand images.

output = concat([features,.,;, featuresgypyl, dim=1) (1)

Where: the shape of featuresjocqa and featuresgiopal is
(21, 16) and (21, 49), respectively.

Recent works demonstrate that 2D key points are crucial
for the 3D pose estimation task [41-43]. Thus, the second
stage feeds the concatenation of the estimated local 2D
poses and the global/local image feature vectors to the root-
relative 3D regressor. Instead of solving quadratic equations
or putting assumptions about the hand, our absolute 3D
regressor learns depth from the cropped hand image and the
global scene features. Meanwhile, it exploits the predicted
root-relative 3D pose and the global 2D key points to
estimate (x, y) coordinates in the 3D space.

3.2 Hand pose regression using graph convolution
network

3.2.1 Revising GCNs

Let G = (V, E) denote a graph, where V and E represent
a set of M nodes and L edges, respectively. Let A €
[0, 11M*M be the adjacency matrix of G. Let I be the
identity matrix and A = A + [ is the new self-loop
adjacency matrix. Since the graph may include low/high-
degree nodes a normalization process is required to avoid
vanishing/exploding gradients. [31] addressed this problem
by scaling rows and columns of Ain (2).

~ ~_ 1 ~~ 1

A=D"1AD: )

Where D is the degree matrix of A. GCNs propa-
gate information between nodes to update their represen-
tations. The adjacency matrix serves as a mask to select

Fig.2 Illustration of two samples with the same relative 3D pose. Unlike the cropped hand image, the global scene preserves the original size of

the hand that gives a clue about the distance from the camera

@ Springer



A graph-based approach for absolute 3D hand pose estimation... 16671
Table 1 The architecture of the customized ResNet-10 network

Layer In Out Kernel Stride Padding
Conv2D 3 64 3x3 2 1

BN 64 64 - - -

ReLU 64 64 - - -
Max-pool 64 64 3 2 1
Res-Block 64 64 3x3 1 1
Res-Block 64 128 3x3 2 1
Res-Block 128 256 3x3 2 1
Res-Block 256 256 3x3 2 1

the aggregated nodes. The propagation rule in GCN is
computed in (3):

H*! = §(AHFWH) 3)

Where: § = ReLU is the activation function, H k and
W¥ are the node features and the weights in the k" layer,
respectively.

3.2.2 Joint relationships representation for hand pose
estimation

Unlike CNNs that only handle fixed structures, GCNs treat
irregular ones in a non-euclidian space. Recent 3D hand
pose estimation methods adapt GCNs since the hand joints
have a basic graph data structure with proper geometry
details. Inspired by these studies [32-34], we apply Cheby-
shev spectral GCN [31] to estimate the 3D hand joint coor-
dinates from a single RGB image. There are two joint rela-
tionships representation approaches (adjacency matrices) in
3D hand pose estimation. The first technique uses a prede-
fined hand skeletal-based adjacency matrix to model kine-
matic dependencies between joints. However, this approach
misses potential relationships of physically disconnected
joints. Also, it remains the same for all datasets. [33]
addresses this limitation by replacing the skeletal relation-
ships with global learnable joint relationships constraints.
More specifically, the GCN network contains a weight
matrix of size 21 x 21 that is updated during training,
and the values are fed as input to the GC layers. The final
weights in the matrix define the adjacency matrix learned
from the dataset. In our 2D/3D GCN-based regressor, we
use this propagation rule to estimate 2D local, 2D global,
3D root-relative pose, and 3D absolute pose. Our GCNs
contains two graph convolution layers, where the number
of features is set to 128. The output layer yields 2 and 3
features for 2D and 3D hand pose estimation, respectively.
Since we concatenate outputs of different ranges from the
previous stages, we use layer normalization before feeding
the inputs to the GCNs.

3.3 Loss functions

Our network consists of three branches trained in a multi-
stage manner.Our model is supervised by the proposed
FM loss and the 2D/3D regression losses. Let Pipsoiure =
(X,7Y, Z) be the absolute 3D pose of a hand joint. Also,
let the global 2D pose pgiopar be the projection of Pupsorure
on the image plane using intrinsic and extrinsic camera
parameters K, where: pgiopai = K * P. To create the local
2D pose Pjocal, We CIOP Pglopal Using the minimum and the
maximum values of the x and y axis, respectively. To get
the root-relative 3D pose, we subtract Ppqy, from Pypsoiure:
Prejative = Pabsolute — palms where Ppulm is the absolute
3D position of the root joint.

3.3.1 Features matching

We observe that current hand pose estimators do not sepa-
rate the extracted feature maps before the regression task.
Thus, we propose a new loss function that correlates the
feature maps and 3D root-relative poses to make them lin-
early separable (Fig. 3). We feed the projected feature maps
of the cropped hand image into a pairwise distance func-
tion, where we calculate the Euclidian distance between
each feature vector pair in the (21, 16) tensor. Meanwhile,
we calculate the Euclidian distance between each joint pair
of the ground truth root-relative 3D hand pose. We min-
imize the distance between the two matrices to enforce
agreements between image and 3D features in an interme-
diate space. This correlation simplifies the regression task
to produce an accurate root-relative 3D hand pose. We use
the pairwise distance function defined in the nn package
of Pytorch (torch.nn.PairwiseDistance). We name our
features matching loss as FM(.).

3.3.2 Optimization
In this section, we explain our loss terms for each training

stage. In the first stage, (4) and (5) calculates the L2 loss
between the predicted and the ground truth global/local 2D
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Fig. 3 Our feature matching loss measures the distance between the
pairwise distance matrices of the cropped hand image feature maps
and root-relative 3D hand pose

poses, respectively.

Lgiobal = | Pglobal — Pglobatll2 4)

Liocal = ||ﬁlocal — Dlocalll2 (5)

Besides, we employ the FM loss between the projected
features of the cropped hand image (Pr) and the ground
truth relative 3D pose (Prelative)-

Lry = FM(PL’ Prelative) (6)
The overall loss of the first stage is the sum of all losses (7).
Lstagm = ['global + Liocal + Lrm @)

In the second stage, we calculate the loss between the
estimated Prejqrive and the ground truth Prejgrive roOt-
relative 3D hand pose using (8).

Prejative | |2 (8)

In the final stage, we measure the loss between the
estimated Pypsoiure and the ground truth Py,g.3 absolute 3D
hand pose using (9).

Estagez = ||Prelalive -

Lstage3 = ||Pahsolute - ahsoluteHZ 9)

4 Experimental setting
4.1 Datasets

We conduct our experiments using different datasets: Stereo
Hand Pose Tracking Benchmark (STB) [36], Multiview 3D
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Hand Pose dataset (MHP) [35], Rendered Hand Pose (RHD)
[15] and First-Person Hand Action (FPHA) [37]. We also
create the GTHD dataset to extend our experiments. The
hand is represented by 21 joints: four key points (mcp, pip,
dip and tip) per finger (thumb, index, middle, ring and little)
and the hand palm (wrist).

The STB dataset is widely used to train and validate
RGB-based 3D hand pose estimation methods. It contains
640 x 480 hand images with different illumination and
background conditions. It includes 18K samples with the
corresponding 3D poses covering random and counting ges-
tures. To obtain the 2D keypoints, we perform a projection
operation from the 3D space using the given camera intrin-
sic and extrinsic parameters.

MHP is a large-scale dataset that holds 21 hand motion
videos collected from multiple views and divided into 60K,
15K, and 12760 images for the training set, validation set,
and test set, respectively. Each sample includes RGB hand
images, bounding boxes, 2D hand keypoints and the 3D
pose for different hand sizes and colors.

RHD is one of the most challenging datasets since it
presents low-resolution noisy synthetic images (320 x 320)
containing diverse hand textures with heavily occluded fin-
gers. The images are rendered from varying camera angles
and collected from twenty characters performing 39 actions
in front of random backgrounds. RHD contains 41,258 and
2,728 samples for training and test set, respectively. Each
instance includes the RGB image, 2D key-points, 3D pose,
depth map and segmentation mask.

FPHA presents first-person videos of complex hand
actions corresponding to daily human activities (open, close
and put) performed on different objects (milk, juice bottle,
liquid soap, and salt). This dataset can be used for various
tasks since it includes 3D hand pose labels, 6D object pose,
and action categories. FPHA is a large and diverse dataset
including 105,459 annotated frames obtained from 1175
videos performed by six actors.

To enrich our experiments, we build our new dataset
(GTHD) using an RGB camera and a Leap Motion sensor
[38]. To get the correct pose with its corresponding image,
we synchronize the two sensors in time. The RGB camera
provides an image with a resolution of 640 x 480 pixels.
The leap motion controller senses the fingers to give the 3D
joint locations. Thus, a projection process from 3D space
to the 2D image plane is necessary. We achieve this goal
in two steps. In the first one, we use OpenCV to estimate
specific intrinsic parameters of the camera. The second
step estimates the extrinsic parameters between the leap
motion controller and the camera. To find the rotation and
translation matrices, we manually mark one joint in a set
of hand images and solve the PnP problem by computing
the 3D-2D correspondences [44]. We capture the images
in an indoor environment using six distinct backgrounds.
To obtain a vast variety in the pose space, three subjects
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with different skin tones and hand shapes perform several
gestures, such as grasping, pointing, and counting. The
motion of the hand was natural and unrestricted. To ensure
sufficient lighting variations, we collect images at different
times during the day. This allows various sampling of
sunlight in the space. Our dataset contains 60 thousand RGB
images with the corresponding hand bounding boxes, 2D
keypoints, and 3D poses. To crop the hand from the image,
we find the min,, miny, max, and maxy of the 2D points.
The top left corner (miny, miny) and the bottom right
corner (max,, maxy) are subtracted/added to a threshold of
20, ensuring that the cropped hand image includes all the
joints. We randomly split the GTHD dataset into a training
set (75%), a validation set (10%), and a test set (15%).

4.2 Metrics

To evaluate the accuracy of the proposed method and
compare it against the state-of-the-art, we report the three
most common metrics in 3D hand pose estimation:

— EPE: End-Point Error measures the average Euclidean
distance between the ground-truth and the estimated
key points. The distances are expressed in millimeters
(mm) and pixels (px) for 3D and 2D hand pose estima-
tion, respectively.

— PCK: considers the predicted joints correct if the
distance to the ground truth joint is within a given
threshold. It is widely used to evaluate RGB-based 3D
hand pose estimation approaches between 20-50mm on
STB, MHP and RHD datasets.

— AUC: instead of computing PCK for a single threshold,
we show the area under the curve on PCK for different
error thresholds. AUC metric gives a more accurate
evaluation of the model performances.

4.3 Implementation details

We implement the proposed method using Pytorch v1.8
[45], CUDA v10.1 and cuDNN v7.6.4. We use a batch
size of 128, and we train our model for 150, 75 and
50 epochs per stage, respectively. We resize the original
scene and the cropped hand images to 224 x 224 and
128 x 128, respectively. We keep the original aspect ratio
of the cropped hand images during resizing. We initialize
the weights of the ResNet-10 network using a normal
distribution, where the mean = 0 and std = 0.02. We
use the Adam optimizer [46] with a learning rate of 0.001
decayed using a Cosine learning rate scheduler. We initialize
the weights of the GCN networks using Xavier [47] where
we set the gain to the square root of 2. We use NVIDIA’s
Apex mixed-precision training of 16-bits to speed up the
training. Our whole training process takes two days on
average to converge using an NVIDIA TITAN X GPU.

5 Experimental results
5.1 Ablation studies

To evaluate the proposed approach and find the best design
choice, we conduct extensive experiments on the aforemen-
tioned datasets. We investigate the impact of the original
scene (global) and the cropped hand (local) image on the 3D
hand pose estimation accuracy. We also analyze the effect
of the proposed FM loss. We report qualitative and quanti-
tative results of different baselines, and we select the best
model to compare against the state-of-the-art methods.

5.1.1 Analysis of the global and local modules

To validate the proposed approach, we perform Baseline
A which employs only the cropped hand image as input
and does not exploit any knowledge about the scene
(global image). In particular, we remove the global feature
extractor and the global 2D pose estimator modules from
the framework in Fig. 1. We can see from Table 2 and Fig. 4
that the proposed method (Full) outperforms Baseline A that
provides lower scores in both AUC and EPE metrics on all
the datasets. We can explain this by that feeding the hand
in its original scene gives a clue about its position in the
camera coordinate system.

To support our claim, we conduct three additional exper-
iments. Initially, to investigate the impact of the hand scale
in the original scene, we perform Baseline B, where the
inputs are the cropped hand image and the hand bounding
boxes. We can see from Table 3 that Baseline B outperforms
Baseline A, confirming the benefits of the hand scale infor-
mation. Meanwhile, it shows that other motionless objects
in the scene help to reduce the depth ambiguities since it
reports inferior performance compared to our Full model.
To verify this claim, we perform Baseline C that examines
the impact of the face on the performance of the Full model.
More specifically, we use the face detector [48] to remove
the face pixels from the scene image, and then we apply
our proposed architecture in Fig. 1. We conduct this exper-
iment using STB and GTHD datasets since they include
fontal faces with backgrounds and poses variation. Our abla-
tion studies show that when the face is removed from the
image, the results degrade. The third experiment is Base-
line D which investigates the impact of the background
on MHP and GTHD datasets. In particular, it replaces the
background pixel values with white color and performs the
proposed architecture. Experimental results show the bene-
fit of the background in improving the estimation accuracy.
These results can be explained by that while the hand scale
and position change, static objects provide clues about the
varied scale and depth.

Finally, we show the impact of local and global modules
that use the cropped hand and the original scene image,
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Table 2 Ablation studies of 3D hand pose estimation on STB [36], MHP [35], RHD [15] and GTHD datasets with EPE [mm] and AUC metrics

Method MeanEPE" AuC] 4, AUC), 5
STB Full 6.21 0.796 0.998
Full w/o FM loss 9.62 0.716 0.982
Full w/o global 15.07 0.612 0.948
MHP Full 10.23 0.771 0.954
Full w/o FM loss 14.42 0.712 0.906
Full w/o global 21.36 0.617 0.824
RHD Full 12.09 0.748 0.915
Full w/o FM loss 16.73 0.679 0.887
Full w/o global 29.57 0.503 0.835
GTHD Full 9.03 0.783 0.972
Full w/o FM loss 13.23 0.720 0.924
Full w/o global 19.71 0.625 0.861

1 higher is better, | : lower is better

respectively. As seen from Table 3, the local module is more
crucial than the global for the root-relative 3D hand pose
estimation stage. We can explain this by that the network
focuses on hand pixels and will not be affected by the
background. In contrast, for the absolute 3D hand pose
estimation stage, other objects in the scene and the original
scale of the hand provide clues about its distance to the
camera. We note that combining local and global modules
yields the most effective baseline in both root-relative and
global 3D pose estimation stages.

5.1.2 Effect of the feature matching loss

To investigate the impact of the proposed FM loss, we report
quantitative and qualitative results of Baseline Full w/o FM
that performs the proposed approach using only L2 loss
between the ground truth and the predicted joint locations in
2D and 3D spaces. We can see from Table 2 and Fig. 4 that
the FM loss improves the model performance and achieves
more accurate results. To explain this, we visualize the
extracted features of the cropped hand image w/wo FM loss.

Input local

=P

<15 s

w/o global w/o FM Full

l
77

.

y;

Fig.4 Ablation studies of the proposed approach. From left to right, we show the input hand image, our model trained without the global image,
our model trained without FM loss, our full model prediction and the corresponding ground truth 3D joint skeleton
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Table 3 Ablation studies of the root-relative and the absolute pose estimation stages on STB [36], MHP [35] and GTHD datasets with EPE [mm]

metric
Method STB MHP GTHD

Absolute pose Full 6.21 10.23 9.03
Baseline A: Full w/o global module 15.07 21.36 19.71
Baseline B: Baseline A + hand bounding box 14.56 20.47 18.54
Baseline C: Full w/o face pixels 11.08 - 12.81
Baseline D: Full w/o background pixels - 17.56 16.02
Baseline E: Full w/o local module 9.53 15.34 14.96

Root-relative pose Baseline A: Full w/o global 10.43 13.78 12.76
Baseline E: Full w/o local 17.50 20.16 18.43

Specifically, we project the feature vectors of each joint into
the 2D space using t-SNE [49]. We can see from Fig. 5 that
the FM loss separates the extracted image features and more

organized joint clusters appear in STB, MHP and GTHD
datasets. Having large margins between the joints in the
intermediate space facilitates the regression and improves

Joint number and color

Fig.5 The impact of the proposed FM loss on the STB [36], MHP [35] and GTHD datasets. Left and right images represent the extracted image

features w/ and w/o the FM loss
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the hand pose estimation accuracy. In contrast, Baseline
Full w/o FM exhibits overlapped features, which makes the
optimization task more challenging.

5.2 Comparison with the state-of-the-art methods

We compare the proposed approach against recent state-
of-the-art monocular RGB-based 3D hand pose estimation
methods [15, 16, 23-25, 29]. We validate the proposed
method under the same evaluation standards of the selected
algorithms [15]. We use the same preprocessing and data
split for training and test. To ensure a fair comparison
on STB and MHP datasets, we aligned the root key
points (wrist) of the ground-truth and estimated poses
before calculating the metrics of all the methods as done
in [16]. Since the RHD and FPHA datasets provide 3D
pose annotations for complete hand skeleton, we report
the performance of the proposed approach by adding the
ground-truth depth of the root joint and the global scale of
the hand as done in [29].

Initially, we compare our approach against [15, 23—
25] with the EPE metric. Experimental results in Table 4
demonstrate the superiority of the proposed method that
reports the lowest error on the four datasets STB, MHP,
RHD and FPHA. More specifically, it archives improve-
ments up to 1.06 Mean EPE in STB (14.5%), 2.89 Mean
EPE in MHP (22.02%), 5.02 Mean EPE in RHD (29.33%)
and 0.17 Mean EPE in FPHA (2.49%). We note that our
method exhibits an impressive gain on the RHD dataset,
which has more occluded fingers and complex backgrounds.
We also report the quantitative results of the 2D hand pose
estimation task with the EPE [pixel] metric on STB and
RHD datasets. We can see from Table 5 that our approach
reports the lowest error outperforming [15, 29].

Table 4 Comparison with the state-of-the-art methods on STB [36],
MHP [35], RHD [15] and FPHA [37] datasets using Mean EPE [mm]

Method RHD STB MHP FPHA
Zimmermann et al [15] 30.42 8.68 - -
Spurr et al [23] 19.73 8.56 - -
Yang et al [24] 19.95 8.66 - -

Gu et al [25] 17.11 7.27 - -
Chen et al [50] 18 10.05 13.12 -
Chen et al [51] - 11.3 16.2 -
Boukhayma et al [30] - 9.76 - -
Hernando et al [37] - - - 11.25
Tekin et al [52] - - - 16.15
Doosti et al [33] - - - 6.81
Ours 12.09 6.21 10.23 6.64

@ Springer

Table 5 Comparison with the state-of-the-art methods on RHD and
STB datasets using Mean EPE [pixel]

Methods RHD STB
Zimmermann et al [15] 9.14 5
Igbal et al [29] 3.57 -
Ours 2.83 1.49

Figure 6 shows the 3D PCK results comparison on
the STB dataset of our approach and several state-of-the-
art methods [9-11, 15, 16, 23-25, 27, 32]. Our method
outperforms [9-11, 15, 16, 23, 24, 27] and achieves
competitive performances compared to [25, 32].

In Fig. 7, we present the 3D PCK results comparison of
the MHP dataset. Our method performs favorably against
three single-view-based state-of-the-art methods [28, 50,
51]. However, it exhibits inferior performance compared
to [20] that uses a multi-view-based approach. More
specifically, it uses images collected from cameras located
at different angles to reduce the depth ambiguity.

Also, we report the 3D PCK curves on the RHD dataset,
which have varying backgrounds and viewpoints. Figure 8
shows that our method surpasses all the stated methods
[15, 23, 24, 28] with a significant margin on all the PCK
thresholds. We note that STB and MHP datasets contain
fewer hand poses and background variations. As such, the

i4l

0.70

|--PSO AUC=0.709
/ -4 ICPPSO AUC=0.748

0.60 | # CHPR AUC=0.839 i
) -e-Panteleris et al AUC=0.941
& Mueller et al AUC=0.965
0:50 —Spurr et al AUC=0.983 i

Zimmermann et al AUC=0.986
—Yang et al AUC =0.991

Cai et al AUC=0.995
-+ Gu et al AUC=0.996
¢ ---Ours AUC=0.998

T T

3D PCK

0.40

0.30 :
20 25 30 35 40 45 50

Error threshold (mm)

Fig. 6 Comparison with the state-of-the-art methods [9-11, 15, 16,
23-25, 27, 32] on the STB dataset [36] using 3D PCK
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Fig. 7 Comparison with the state-of-the-art methods [20, 28, 50, 51]
on the MHP dataset [35] using 3D PCK

advantages of our approach are more apparent on the RHD
dataset.

Finally, to confirm the scalability of the proposed approach,
we report the 3D PCK curve on the FPHA dataset [37] that
includes hands holding objects of different sizes and shapes.
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- . 3
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o0 :
rs
| |
4
0.60 -+-Zimmerman et al AUC=0,675 |
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4
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0.40 \ T 1
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Error threshold (mm)

Fig. 8 Comparison with the state-of-the-art methods [15, 23, 24, 28]
on the RHD dataset [15] using 3D PCK
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Fig. 9 Comparison with the state-of-the-art methods [33, 37, 52] on the
FPHA dataset [37] using 3D PCK

Fig. 9 shows that our method performs favorably against the
three reported state-of-the-art approaches [33, 37, 52].

5.3 Qualitative results

In addition to the quantitative evaluation, we report the qual-
itative results on different datasets. We visually evaluate
the effectiveness of our model to estimate reliable poses in
all the intermediate stages, including 2D local, 2D global
and the root-relative 3D pose. Figure 10 shows some ran-
domly selected test images on STB, MHP, RHD, FPHA and
GTHD datasets. The proposed method can robustly estimate
the 2D global and local hand poses that confirm the advan-
tage of multi-task learning of the two branches. Besides, the
root-relative 3D hand poses are accurate even in complex
texture backgrounds and hand poses. That is mainly due to
the proposed FM loss that enhances the extracted features to
learn better representations.

We also report qualitative results for the global 3D hand
pose estimation task. Seen from Fig. 11 that the proposed
approach estimates reliable 3D hand poses on STB, MHP
and GTHD datasets even in self-occluded hands and diverse
lighting conditions. We can explain this by that combining
the cropped hand and global scene reduces depth and scale
ambiguities.

5.4 Computation complexity

The proposed approach is computationally efficient to state-
of-the-art methods [34] as the running time on NVIDIA
TITAN X GPU is 12ms. We can explain this by that the
network consists of a lightweight feature extractor (ResNet10)
and four GCN-based modules, which are significantly faster
than CNNs [33]. While the 2D global pose estimator
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Input global

GT global

FHAD

GT local Predicted local Predicted 3D

Fig. 10 The intermediate outputs of the proposed method on STB [36], MHP [35], RHD [15], FPHA [37] and GTHD datasets

module notably contributes to improving the performance,
it necessitates only an additional 1.5ms per image, which
does not speed down the inference time.

We train and test our model using two different back-
bones, specifically, ResNet-50 and our customized ResNet-
10. Table 6 shows the used architecture, the number of
parameters and the running time. Also, we report the EPE

@ Springer

metric to evaluate the 3D hand pose estimation performance
on the STB dataset. We can see that the model that uses
our customized ResNet-10 as a feature extractor achieves
competitive results in an efficient running time. In contrast,
ResNet-50- based baseline significantly speeds down the
computational time without noticeable improvements. Thus,
we reduce the number of feature maps in each convolution
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Input

Absolute pose

View 1

Fig. 11 Absolute 3D hand pose estimation results on STB [36], MHP [35] and GTHD datasets. We show the input image and the recovered 3D

hand skeleton visualized from three different viewpoints

layer to improve the model efficiency without affecting the
performance.

5.5 Absolute 3D hand pose estimation for two hands
in the outdoor

In addition to the mentioned indoor datasets, we show the
effectiveness of our method in an outdoor environment.
We use the EgoHand dataset [17] that includes synthetic
images with the corresponding absolute 3D annotations of
the two hands. It contains 50K and 5K samples for training
and test, respectively. It also has segmentation masks and

the 2D key points for the two hands from an egocentric
view. Since we have left and right hands, we apply small
changes in our architecture. In particular, we share the local
image encoder in Fig. 1 between the cropped left and right
images. We keep the global image encoder to get original
scene image features. Since the two hands have different
articulations, we horizontally flip the right-cropped hand
and its corresponding 2D and 3D ground truth data before
feeding it to the shared image encoder to remain consistent
for the model. Also, we share all the GCNs for the local
2D, the root-relative and the absolute 3D pose estimation.
Our model yields competitive performances (AUC=0.914)

Table 6 Running time and performance comparison between ResNet-50 and our customized ResNet-10

Backbone Number of parameters Running time EPE
ResNet-50 43.6M 55ms 6.07
Customized ResNet-10 3.8M 12ms 6.21
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Input

Absolute

pose ‘Q
PN

Fig.12 Absolute 3D hand pose estimation results on the EgoHand dataset [17]. We show the input image and the estimated poses of the two hands

and estimates promising results for two hands in outdoor
images (Fig. 12). In contrast, root-relative 3D hand pose
estimation methods cannot work for multi-hand scenes
since the predicted pose are relative to a single point (wrist)
located in one hand.

6 Conclusion

We propose a multi-stage GCN-based method to estimate
the absolute 3D hand pose from a single RGB image. We
demonstrate the benefit of combining the cropped hand
and original scene images in inferring accurate global
coordinates. Besides, we present a new loss function that
separates the extracted image features based on the 3D joint
location to facilitate the regression task. Our experiments
show that our approach improves the performances in some
datasets noticeably and in others slightly. We can explain
this by the fact that the advantage of the global feature
noticeably appears in datasets containing hand samples
with different depths. In contrast, fixing the distance
between the hand and the camera decreases the model
effectiveness. Also, our ablation studies demonstrate that
using uniform backgrounds degrade the results. In future
work, we will improve our approach using temporal 3D
hand pose estimation, where the model recalls information
about the hand motion from previous frame estimates,
which are stored in a memory bank.
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