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Abstract

Dempster Shafer Theory is known for its capability of modelling information uncertainty by considering the powerset
of decision alternatives. Studies in literature propose numerous solutions to resolve the open issues in DST like basic
probabilities computation, and conflicting evidence combination. However, there is no widely accepted method so far which
can resolve both the issues simultaneously. This work presents a Decision Support System based on descriptive decision-
making model which attempts to resolve both the issues, and provides interpretable knowledge about the decision space.
The proposed DSS considers triangular fuzzy number to compute basic probabilities, and multi-criteria decision-making
methods, instead of DS combination rule, to assign fusion probabilities. The decision alternatives are ranked based on fusion
probabilities by an optimal MCDM method, and gain-loss values from prospect theory. Experimental analysis is performed
on ten benchmark datasets from various domains. A comprehensive comparison of results with traditional approaches and
with recent research works are presented. It can be inferred that VIKOR method has assigned high fusion probabilities, but
its prediction accuracy is less compared to TOPSIS; moreover variations in the gain-loss values corresponding to fusion
probabilities is observed due to various decision-maker’s attitudes towards risk. An optimal MCDM method, TOPSIS, is
chosen based on its performance and prospect values. The approaches and outcomes of this work can be used to develop
explainable decision support systems for various applications.
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1 Introduction

Decision-making is the combination of data analysis and
information fusion in order to choose an optimal decision
alternative which results in desired outcomes. Data analysis
is the process of transforming and modelling the raw data
with the goal of discovering useful information for decision-
making. Information fusion is the process of combining (or
merging) the entire discovered information with the goal of
providing knowledge about decision space to a decision-
maker [1]. Decision-making can be either normative or
descriptive; former provides rational decision as outcome,
whereas, latter provides knowledge about decision space to
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a decision-maker. In domains like medical diagnosis, mili-
tary activities, stock prediction and others, decision-makers
need knowledge about the situation (decision space) which
aids them in choosing an optimal decision.

Knowledge-based systems like recommendation systems
[2], decision support systems [3], information systems [4],
expert systems [5] and many others [6] are designed and
developed to aid humans in various tasks. Among them,
Decision Support System (DSS) based on decision theory
mainly focuses on analysing the pieces of evidence (or
attribute-value pairs) with respect to decision alternatives
(or class labels) to support decision-makers with compre-
hensive knowledge in decision-making tasks. A huge atten-
tion is given to model information uncertainty because it has
a significant impact on the knowledge provided by a DSS
[7]. In recent years, many theories such as fuzzy set the-
ory [8], probability theory and its extensions [9], possibility
theory [10], Z-number theory [11] and others [12], among
which a few date back to 1940s, are re-explored to enhance
decision-making under uncertainty. Among all these theo-
ries, Dempster Shafer (DS) Theory [13, 14], an extension of
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probability theory, has many advantages in modelling uncer-
tainty and fusing information.

Dempster Shafer Theory (DST), well-known as evidence
theory or the theory of belief functions can be viewed as
a two-step process: first, computation of the basic prob-
abilities for pieces of evidence using Basic Probability
Assignment (BPA) or mass function; and second, compu-
tation of the fusion probabilities for decision alternatives
using DS Combination rule. The major advantage with DST
is that it considers the powerset of decision alternatives
while computing both the basic probabilities and fusion
probabilities. This supports a decision-maker in attaining
knowledge about all the possible combinations of decision
alternatives. However, there exists some open issues in DST;
first is basic probability computation, and second is con-
flicting evidence combination. Though numerous solutions
have been proposed to resolve these open issues, there is no
generalised method so far. The necessities and the possible
approaches to resolve both the open issues are detailed in
the following subsections.

1.1 Basic probabilities computation

The choice of a mass function plays a pivotal role in
the computation of basic probabilities. A BPA matrix is
formed by considering the pieces of evidence as columns
and elements in the powerset of decision alternatives as
rows. A mass function computes the basic probabilities
for each piece of evidence with respect to each subset of
decision alternatives. These probability values constitute
the BPA matrix. Basic probabilities can be computed by
subjective or objective methods. Subjective methods include
interviews, scenario walkthroughs, and discussion sessions
with domain experts, to obtain basic probabilities [15]. But
domain experts may not be available all the time to share
the knowledge. Moreover, deviations in the perspectives
of different domain experts increases the vagueness and
ambiguity in the process. By considering these drawbacks,
many studies in literature focus on objective methods to
obtain basic probabilities rather than subjective methods.
Objective methods apply statistical analysis [16], clustering
techniques [17], and fuzzy arithmetic approaches [18], on
the domain relevant datasets, to obtain basic probabilities.
Objective methods are preferred over subjective methods
because of the convenience in fetching the information
from datasets rather than obtaining subjective knowledge.
Therefore, this work focuses on exploring objective
methods to compute the basic probabilities.

In objective methods, a target model is developed
for each attribute with respect to each subset of class
labels based on the training dataset. Basic probabilities are
computed for each piece of evidence in a test instance by
considering the corresponding target models. In a training

dataset, if the attribute-values are either categorical or
discrete, then the target models are developed based on
statistical methods. If the attribute-values are continuous,
then different authors propose different methods, such as
clustering algorithms [17], distance measures [19], fuzzy
membership functions [20], and hybrid approaches [21]
to generate the target models. In recent times, many
authors prefer to use fuzzy set theory to generate the
target model in case of continuous-valued attributes. Fuzzy
sets are characterized by fuzzy membership functions;
commonly used membership functions include triangular,
trapezoidal, gaussian and sigmoid [22]; among these
triangular membership function (trimf) is widely applied
due to its feasibility and simplicity. Oftentimes the datasets
consist of different types of values for different attributes.
Therefore, this work considers confidence measure to
develop the target model in case of categorical (discrete-
valued) type attributes, and triangular fuzzy number in
case of numerical (continuous-valued) type attributes. The
trimf-based target model considers the minimum, mean and
maximum value as the lower, intermediate and upper values
of the fuzzy set characterized by a trimf.

1.2 Conflicting evidence combination

According to Zadeh’s example [23], if a piece of evidence
is assigned zero as the basic probability to a decision
alternative, and there exist another piece of evidence which
is assigned a basic probability greater than zero to that
element then the evidence is said to be conflicting [24].
This scenario is often possible in real-time because few
pieces of evidence are completely unrelated to decision
alternatives whereas few other pieces of evidence are
more related to them. In such cases, the information
fusion process considers remaining basic probabilities and
assigns fusion probabilities appropriately; but when DS
combination rule is applied to fuse the conflicting pieces of
evidence, it provides counter-intuitive fusion probabilities.
Many authors follow any of the two solutions to handle
conflicting pieces of evidence; that is either modifying the
combination rule, or ensuring that the basic probabilities
are greater than zero. Modifying the combination rule may
not be a good choice because it may lose its mathematical
properties. Ensuring that the basic probabilities are greater
than zero may contradict domain knowledge [25]. For
example, in medical diagnosis, a symptom can be no way
related to a disease and therefore its basic probability is
zero. If the basic probability is updated to greater than
zero, then it states that there exists a relation between
the symptom and the disease. This means that updating
the belief probabilities may contradict domain knowledge.
Therefore, this work prefers to replace the combination rule
with Multi Criteria Decision Making (MCDM) methods
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to assign fusion probabilities to decision alternatives [26].
The major difference between the MCDM methods and
DS combination rule is that the combination rule considers
the basic probabilities associated with all the supersets
and subsets of a decision alternative to compute its fusion
probability, whereas, MCDM methods only consider the
basic probabilities associated with a decision alternative.
This does not mean that the MCDM methods consider the
combination classes as separate classes. Even in MCDM
methods, the basic probabilities of combination classes are
computed by considering the uncertain instances; the only
difference lies in the computation of fusion probabilities.
MCDM methods consider each attribute-value pair in a test
instance as a criterion and the basic probabilities associated
with them as criterion-values. The weight for each criterion
is computed based on Jousselme Evidence Distance
(JED). As the distance between the criteria increases,
the criterion-weight decreases. Both basic probabilities
and criterion-weights are considered for assigning fusion
probability to each element in the powerset of decision
alternatives.

1.3 Prospects evaluation

DSS developed based on the optimal MCDM method
provides interpretable knowledge about the decision space
along with a rational decision alternative (one with highest
fusion probability) to aid decision-makers. If the rational
decision does not match with the decision-makers’ expected
decision alternative, then decision-makers will utilise that
knowledge to choose a decision alternative according to
their utilities and prospects [27]. Most of decision-makers
desire to choose an optimal decision with less cognitive
effort. But it is strenuous to analyse the outcomes of
decision alternatives based on the fusion probabilities.
Therefore, this work considers prospect theory to analyse
the outcomes associated with decision alternatives.

According to prospect theory, the outcome associated
with each decision alternative can be either gain or
loss [28]. Different decision-makers will have different
attitudes towards gains and losses associated with decision
alternatives. In general, decision-makers are risk-averse
towards gains and risk-seeking towards losses and more
sensitive towards losses than gains. Moreover, decision-
makers often exhibit irrational behaviour while making
decisions. These variations in the attitudes and in the
thought-process has a significant impact on the final
optimal decision alternative chosen by them. Therefore, this
work considers the risk attitude of a decision-maker as a
reference point to compute the gain-loss value associated
with decision alternatives.

The main contribution of this paper is a DSS framework
which provides interpretable knowledge about decision

@ Springer

alternatives. The key approaches used in this framework are
as follows:

® A method to compute the basic probabilities is chosen
based on the type of attribute-values. Triangular fuzzy
number is used for continuous-valued attributes and
confidence measure is used for all remaining types of
attribute-values.

e MCDM methods to assign fusion probabilities to
decision alternatives instead of evidence combination
rules.

® Prospect theory-based value function to compute
the gain-loss value of each decision alternative for
generating the preference order.

Remainder of this paper is organised as follows; Section 2:
overview of preliminaries; Section 3: details about the
proposed DSS; Section 4: rigorous experimental analysis on
publicly available datasets; and Section 5: conclusion and
outlook.

2 Preliminaries

This section presents the commonly used definitions and
notations in evidence theory including JED, prospect theory
and the triangular fuzzy model.

2.1 Evidence theory

Consider a dataset, D, with N distinct attribute-value pairs
referred as pieces of evidence, and M distinct class labels
referred as elements in Frame of Discernment (FoD). BPA
matrix is formed by considering the pieces of evidence as
rows and elements in the powerset of FoD as columns.
Mass function assigns a basic probability value to each piece
of evidence with respect to each element in the powerset
of FoD. These values constitute the BPA matrix as shown
below.

FoD,® = {61, 05, ..., Oy}

©(0) = {{#}, {61}, {62}, ..., {01, 62}, ..., O}

BPA {61} {62} 01,6} --- ©
€1 Pejor) Peri6r) - Perjo1,0) - Pejo
€2 Pey o) Perior) - Perior00) -0 Per0
eN  Pey,i61) Pen 162} -+ Pey (61,6} <+ Pey,©

This work assumes that the FoD is complete and
therefore assigns zero as the basic probability to null set
in the powerset of FoD. The sum of the basic probabilities
(Pe; 0, to P, @) associated with a piece of evidence (e;) is
equal to one. The belief structure of a piece of evidence,
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mg,, is formed by considering the corresponding belief
probabilities and column names in the BPA matrix.

me, = {{01} : Pejo,; {02} © Py -3 {61, 02) 1 Peji9,,0,); -3 © & Pe,0}

DST, being an extension of Bayesian probability theory,

the only difference in the belief structure of a piece
of evidence is that DST considers and assigns basic
probabilities to all the elements in the powerset of FoD
whereas Bayesian assigns to only elements in FoD [29].
Due to this extension, DST can model the uncertainty in
information better than the probability theory. However,
choosing an appropriate mass function to assign basic
probabilities which can represent the uncertainty precisely
is still an open issue.
DS combination rule presented in (1) combines the belief
structure of distinct pieces of evidence for assigning the
fusion probabilities to each element in the powerset of FoD
[13, 14].

0 Ifo=0
e1der = fe2)0 = 1 (1)

T Zans=s PuaPep 170 €9(©).0 # 0
Normalisation factor, k = Z PeyaPeyB
ANB=¢
In (1), fe),6, is the fusion probability assigned to € by
combining the pieces of evidence (e; and e»).

2.2 Jousselme evidence distance

JED is used to measure the distance between the belief
structures of pieces of evidence [30]. While computing the
distance, it considers the commonality among the elements
in the powerset of FoD to which the basic probabilities are
assigned in a belief structure.

J(eia 6/) = \/%(mei - mej')D(me,' - me_,‘)T (2)

In (2), me and me; are the two belief structures
associated with e; and e; respectively. D is a Jaccard
similarity matrix formed by considering the elements in
the powerset of FoD as rows and columns. Each element,

[Ai N Ajl
D(Aj, Aj) = ———-
[A; UAj|
normalise and to ensure that the distance ranges from zero
to one. The success of the JED lies in D.

1
The coefficient, 3 is used to

2.3 Prospect theory

Daniel Kahneman and Amos Tversky proposed prospect
theory in 1979 to describe the thought process of humans
while choosing among decision alternatives based on the

corresponding fusion probabilities [28]. Prospect theory
states that the decision-makers choose decision alternatives
based on their attitude towards gains and losses rather
than the fusion probabilities. It models these features and
characteristics by considering the value function and weight
function. The former considers the difference between
the decision alternative’s fusion probability and reference
point, and the latter considers decision-weights to over
weight the lower fusion probabilities and under weight the
high and moderate fusion probabilities. The value function
determines whether choosing an alternative is a gain or
a loss. The reference point, which ranges from zero to
one, is directly provided by decision-makers and it reflects
their attitude towards gains and losses. It is subjected to
change depending on the decision-maker’s expectations and
attitudes. An asymmetric S-shaped curve as shown in Fig. 1
represents the value function.

o) = (Aa;) If Ag; >0 3)
—B(Aaq;)Y If Aa; <0

In (3), a; is the decision alternative, z; is the fusion
probability of a;, z, is the reference point provided by a
decision-maker, and Aa; = z; — z,. Aa; > 0 can be
viewed as a gain whereas Aa; < 0 can be viewed as a loss.
The parameters « and y are considered as the risk-attitude
coefficients. The parameter, B reflects the sensitivity of
decision-maker towards gains or losses. Both « and y
ranges from zero to one whereas B is always greater than
one. Authors like Abdellaoui et al. [31], Bleichrodt et al.
[32], Booij et al. [33], Tversky et al. [34], Wakker et al. [35],
Wang et al. [36] and others [37] have conducted various
physiological experiments and determined the values for
o, B and y. In this work, we consider ¢ = 0.89, 8 = 2.29,
and y = 0.92 as suggested by Tversky and Kahneman [34]
and used by Wang et al. [36] in his works.

Value 4
e
V(Xo) /
/ :
Loss —Xo Giln
Xo
—V(X
- (Xo)

Fig.1 Value function from prospect theory
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2.4 Triangular fuzzy model

Zadeh proposed the fuzzy set theory in 1965 as an
extension of traditional set theory to handle the uncertainty
in information [23]. Each linguistic variable has fuzzy
sets that are characterized by membership functions.
The membership function associates each element of the
variable with a value in the interval, [0, 1]. In this work, each
linguistic variable (attribute), X, is associated with M fuzzy
sets, where M is the number of elements in FoD (classes
in D). The fuzzy sets are characterised using triangular
membership function as shown in Fig. 2.

In Fig. 2, x is the value associated with attribute a;, and
class label cj, in dataset D. The lower bound (trimf.a) is
the minimum possible value that a; can take with respect
to ¢, whereas the upper bound (¢rimf .c) is the maximum
possible value that a; can take with respect to c;, and
the intermediate value (trimf.b) is the average of all the
possible values that a; can take with respect to c¢;. The
fuzzy membership value for each attribute-value pair (piece
of evidence), u(x) or u(e;), is computed using (4). It
represents the degree to which the attribute is supporting to
a class.

0 Ifx <a
x —
b Ifa<x<b
nx)=97= “4)
Ifb<x<c
c—
0 Ifx >c

In (4), x represents the attribute-value which needs to be
fuzzified. The parameters, trimf.a, trimf.b, and trimf.c
are the lower bound, intermediate value, and upper bound of
X respectively.

p(x)

|
1
1
I
I
1
I
I
I
1
1
1
|
1
1
1
1
1

0

»
»

trimf.a x trimf.b trimf.c

Fig.2 Triangular fuzzy membership function (trimf)

@ Springer

2.5 Related works

This subsection presents an overview of the recent works
in decision-making, evidence theory, and prospect the-
ory. A decision-making model consists of four methods,
namely, basic probabilities computation, evidence-weight
computation, evidence combination, and gain-loss analysis.
Basic probability computation considers target models to
assign values to pieces of evidence, evidence-weight com-
putation considers either uncertainty measure or distance
measure to assign weight to evidence, evidence combi-
nation considers combinational operator to assign fusion
probabilities to decision alternatives, and finally, gain-loss
analysis considers value function to decide whether choos-
ing an alternative is a gain or a loss to a decision-maker.
Table 1 presents the summary of recent works in decision-
making.

Based on the information provided in Table 1, there
is no framework in literature which applies MCDM
methods instead of evidence combination rules to rank
the alternatives. Therefore, this work proposes a decision-
making framework which applies MCDM methods to
combine the basic probabilities and weights of evidence
for ranking alternatives. Moreover, the proposed framework
includes prospect theory to analyse the gains and losses
associated with the ranking order provided by an optimal
MCDM method.

3 Proposed method

This section focuses on the framework of the proposed
DSS presented in Fig. 3. Consider a dataset, D, with x
samples, n attributes, and m distinct classes. p% of x in
D are considered as training samples and the remaining
(1 — p)% of x are testing samples. Each training sample
is the combination of attribute-value pairs and a class label,
whereas, each testing sample consists of only attribute-value
pairs.

The proposed DSS can be viewed as a five-step process;
first, generating the target models based on the training
samples, second, assigning basic probabilities to each
attribute-value pair in a test instance, third, computing
weights for each piece of evidence or criterion, fourth,
computing fusion probabilities for each subset of decision
alternatives based on the MCDM methods, and finally
analysing the gains and losses associated with each decision
alternative with reference to decision-maker’s attitude
towards risk in decision-making. The goal of the proposed
DSS is to provide descriptive knowledge about decision
space along with rational decision.
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Table 1 Summary of recent works in decision-making

Method

Recent Approaches

Basic Probability computation

Weight computation

Evidence combination

Gain-loss analysis

Length of the intersection points on the
triangular fuzzy model are considered to
compute the basic probabilities.

Kernel density function is applied to
compute the basic probabilities.

Triangular distribution-based probability
assignment method is used to compute the
basic probabilities.

An interactive fuzzy solution technique
with optimization algorithm is proposed
which can be used to compute basic
probabilities.

Hellinger distance and improved belief
entropy are considered to compute the
weight-coefficient of evidence.

JED and improved belief entropy are
considered to compute the weight of
evidence.

Distinct weighting methods like best-
worst method (BWM), analytic hierarchy
process, entropy, CRITIC, standard devi-
ation, and mean weight are compared and
analyzed for MCDM.

Most of the works in literature consid-
ered the existing evidence combination
rules like DS combination rule, Yager’s
rule, Murphy’s method, unified weight
model, disjunctive rule, Smets method,
generalised evidence theory.

Fuzzy analytic network process method is
proposed to rank criteria and sub-criteria.

A novel method, named G-BWM is
proposed based on BWM to analyse the
preference order of decision-makers.

MCDM method based on AHP and fuzzy
TOPSIS is proposed to rank the suppliers.

A novel method for multi-expert multi-
criteria decision-making is proposed
based on prospect theory and evidential
reasoning.

Classical TODIM based on cumulative
prospect theory is improved to resolve the
issues with multi attribute group decision
making.

The gap between decision from descrip-
tion and decision from experience is anal-
ysed.

1645
Application Ref.
Experimental analysis on publicly avail- [38]
able datasets from UCI repository.
Experimental analysis on industrial-based [39]
classification datasets.
Case study on aircraft turbine. [40]
Flow shop scheduling. [41]
Fault diagnosis. [42]
Fault detection and medical diagnosis. [43]
Experimental analysis on selection prob- [44]
lem in the context of sustainable energy.
- [45]
Case study on the lamp supply chain. [46]
Empirical analysis on examples related to [47]
supply chain management.
A real-time case study from green service [48]
food manufacturing company, Iran.
Case study on the sustainable develop- [27]
ment ability of enterprises.
Experimental analysis on selection prob- [49]
lem in the context of sustainable energy.
- [50]

3.1 Generation of target models

A target model matrix is formed by considering the distinct
attributes as columns and elements in the powerset of class
labels as rows. Each cell in target model matrix consists
of a target model which is developed for the corresponding
attribute in a column and subset of classes in a row. Each

attribute in training dataset can have either categorical
(nominal and ordinal) or numeric values (discrete and
continuous). If the attribute-values are either categorical or
discrete, then each unique attribute-value pair is considered
to generate the target models, whereas, if the attribute-
values are continuous, then its range is considered. For
example, consider a dataset consists of ‘Gender’ as one
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Fig.3 Framework of the
proposed DSS

Decision-maker

of the attributes. In general, ‘Gender’ attribute will be
discrete in nature with ‘Male’ and ‘Female’ as attribute-
values. If the statistical methods are applied on the ‘Gender’
attribute then the target model for ‘Gender=Male’ is p
whereas the target model for ‘Gender=Female’ is 1 — p
where p is the probability. When the test instance arrives
with ‘Gender’ as one of the piece of evidence, then the
probability, p or 1 — p is directly considered as the basic
probability depending on the value associated with that
piece of evidence. Assume that the triangular fuzzy model
which best suits for continuous-values attributes is chosen as
a mass function to develop the target model for categorical
and discrete-valued attributes. For convenience, ‘Male’ is
noted as ‘0’ and ‘Female’ is noted as ‘1’. The target
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model for an attribute which is developed based on the
triangular fuzzy number consists of minimum, intermediate,
and maximum values. Intermediate value in the target model
of an attribute is the mean of all the values associated
with that attribute. If the triangular fuzzy number is applied
on the ‘Gender’ attribute, then the target model will have
(0, x, 1) as minimum, intermediate and maximum values
respectively. When a testing sample arrives with ‘Gender’
is equal to ‘0’, then it is equal to minimum value and
results in zero as the basic probability, whereas, if the
‘Gender’ is equal to ‘1’ then it is equal to maximum value
and results in zero as the basic probability. Therefore,
when a triangular fuzzy model is applied on categorical
attributes like ‘Gender’, the basic probability will be always
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equal to zero. While combining all the pieces of evidence,
the piece of evidence with zero as the basic probability
does not contribute to the fusion probabilities associated
with decision alternatives. Though, the ‘Gender’ attribute
is providing some information, applying an incorrect target
model is causing the information loss. Hence, the target
models must be developed appropriately so that they do not
lead to information loss.

In order to overcome the difficulty with generating
the appropriate target models, this work chooses the
method to develop target models based on the type
of the attribute-values. In case of either categorical or
discrete-valued attributes, confidence measure is applied,
whereas in case of continuous-valued attributes, trian-
gular fuzzy number is applied to generate the target
models. Algorithm 1 presents the development of tar-
get models for both categorical and numerical type of
attributes.

Algorithm 1: Target model matrix.

Process: Generate Target Models
Input: Train data with » attributes (a;) and m classes

(cj)
Output: Target Model Matrix
C = {cls C2y eeny Cm}

(C) = {{c1}, {e2}, ..., {em}, {1, 2}, .., C}
foreach a; in train data do
if uniquevalues(a;) < 5 then
foreach c; in p(C) do
foreach uniquevalue (u) in a; do
TMgy,.c; = Confidence(aj, —
o) = Support(ajy, c;j)
! Support(aiy)
end

end
end
else
foreach c; in C do

| TMy,c;={ming c;, meang; c;, maxg; c;}
end
foreach |c;| > 1in p(C) do
if intersection area (k) exists among
classes in c; then

| TMq c;={ming, meanj, maxy}
end
else

| TMyg ;={0,0,0}
end

end

end
end

3.2 Assignment of basic probabilities

The target models for all the attributes with respect to each
subset of classes are developed based on training samples in
Section 3.1. Algorithm 2 presents the computation of basic
probabilities from corresponding target models.

Algorithm 2: BPA matrix.
Process: Generate Basic Probabilities
Input: Test data with # attributes (a;) and Target
model matrix
Output: BPA matrix
C ={c1,c2, ...,Cm}
2 (C) = {{c1}, {ea}, ..., {em}, {1, 2}, ..., C}
foreach sample (x) in test data do
foreach q; in x do
if T M, is triangular fuzzy number then
foreach c; in p(C) do
ifa;, < minui,cj then
| BPAg,c; =0
end
else if minai,cjfaiﬁmmnle then
ai —ming, c;

BPAg ., =

meang;,c; — minai’cj
end
else if medang; c; < aj < Maxq; c; then

BP A = —
MaXq;,c; — Meahg; c;
end
else
| BPAg,c; =0
end
end
end
else

foreach c; in p(C) do
| BPAg,c; =TMqg,.;

end

end

end

end

Each attribute-value pair in a test instance will have
corresponding row of target models in target model matrix.
An attribute is unavailable in target model matrix only when
there is no such attribute in entire training samples. But,
this is a rare case because both the training and testing
samples are split from same dataset and therefore contains
same number of attributes. If the attribute is unavailable
in target model matrix, then this work temporarily ignores
that attribute-value pair and considers the next attribute-
value pair in a test instance. If the attribute is available in
target model matrix, then basic probabilities are computed
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with respect to each subset of classes by considering the
corresponding target models. Target models are developed
either by using triangular fuzzy model or by using
confidence measure. If the target model is developed based
on the triangular fuzzy number then the basic probabilities
are computed using (4). If the target model is developed
based on the confidence measure, the confidence value
corresponding to the attribute-value is directly chosen as
the basic probability. Likewise, basic probabilities are
computed for each attribute-value pair in a test instance
with respect to each element in the powerset of class labels.
The basic probabilities associated with each attribute are
normalised so that their sum is equal to one.

3.3 Computation of criterion-weight

A standard which provides a basis or information to
decide among alternatives is known as criterion. This work
considers each attribute-value pair as a criterion instead
of considering generic criteria like risk, reliability, cost
and others. Attribute-value pairs can be considered as
criteria because the basic probabilities associated them
provide information to decide among alternatives. The
criterion-weight is computed based on the distance from
remaining criteria. As the distance between the criteria
increases, criterion-weight decreases. For example, if two
pieces of evidence are in favour of two distinct decision
alternatives then the distance between them increases.
Since, both the pieces of evidence are in favour of different
decision alternatives, they are not providing any information
for choosing one among those alternatives. Hence, their
criterion-weight decreases. This work considers JED
measure to compute the distance among criteria. The
advantage with JED is that it considers the commonality
between the subsets of decision alternatives along with basic
probability to compute the distance. Since, the powerset
of decision alternatives are considered while computing
the basic probabilities, Jousselme is the preferable distance
measure.

WeightMatrix el e [
41 0 1—J(er,ez) -+ 1 —J(er,en)
e 1—J(ey, e2) 0 s 1= J(e2, en)
en 1—.]((:‘,,,6‘1) 1_-](311762) 0

where, J(e;,e;) is the jousselme distance between e;
and e;. Each element is subtracted from one because the
criterion-weight which is computed using (5) decreases with
increase in the distance.

Criterion-weight(Cwe,) = Y (1= J(ej e))) if ei # ¢;
jen/e;

&)
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3.4 Multi-criteria decision-making

This work experiments on various MCDM methods
like Simple Additive Weighting (SAW), Multiplicative
Exponential Weighting (MEW), Technique for Order
Preference by Similarity to Ideal Solution (TOPSIS),
modified TOPSIS (mTOPSIS), Weighted Sum Method
(WSM), VIKOR, and Preference Ranking Organisation
Method for Enriching Evaluation (PROMETHEE-V) to
choose an optimal method which results in intuitive fusion
probabilities [26]. These MCDM methods rank the decision
alternatives based on the fusion probabilities. Distinct
MCDM methods compute fusion probabilities in distinct
ways.

1. SAW: The fusion probability of each alternative is the
sum of the weighted basic probabilities of pieces of
evidence.

n
Fusion probability z; = Z Cwe; BPAg; c;
i=1
2. MEW: The fusion probability of each alternative is the
exponential sum of the weighted basic probabilities of
pieces of evidence.

Cwy;

n
zj =[] BPA
i=1

3. TOPSIS: The fusion probability of each alternative is
computed based on positive ideal solution (jT) and
negative ideal solution (j 7).

S~
T O L (Sa—
SHT+(S))

n
DN — TS =
i=1
where N;; = BPAel.’Cj Cw,,.
4. modified TOPSIS: Fusion probabilities are computed
similar to TOPSIS. But, the computation of (S;)™ and
(§;)~ are different.

_ s
)T+

ST = | D Cwedd e )*:(SH™ = | D Cwe (di; o;)?
i=1 i=1

where, d;,'_,c‘j = jt - BPA,, ; and d;,c-j =
BPAec; — j~

5. WSM: Fusion probability of each alternative is maxi-
mum among the weighted sum of basic probabilities.

(SpHt =

2j

n
zj=max Yy CwyBPA,

i=1
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6. VIKOR: Fusion probability of an alternative is
computed based on ideal solutions (i T, i ~) and distance

measures.

8 —St . R; — Rt
G=vgs—er U -V
" Cwe, (it — BPA ;)

5 ZZ it _ - :

i=1

Cwe, (i™ — BP A, ;)
Rj = max it —i
where v is the user-defined value, ST, S~ and R, R~
are the best, worst solutions computed using Manhattan
distance and Chebyshev distance respectively.

7. PROMETHEE-V: This method focuses on pair-
wise comparison of alternatives to find the best
suitable alternative rather than computing fusion
probabilities. The proposed system considers V-shape
as the preference function to rank the alternatives.
The in-depth mathematical details about preference
functions in PROMETHEE can be found in [26].

The decision alternative with high fusion probability is
considered as the highest rank whereas the decision
alternative with least fusion probability is considered as the
lowest rank. The optimal MCDM method is chosen based
on the accuracy and intuitiveness of fusion probabilities.
Fusion probabilities are said to be intuitive when they
support decision-maker in attaining gains.

3.5 Computation of prospects

The proposed DSS which is developed based on the MCDM
method is capable enough to provide rational decision
alternative and the interpretable knowledge about decision
space to aid decision-makers in decision-making tasks.
However, it may be difficult to a decision-maker to analyse
the outcomes associated with decision alternatives based
on the fusion probabilities. Therefore, this work considers
value function from prospect theory to compute the gains
and losses associated with decision alternatives. These gains
and losses along with fusion probabilities aid decision-
maker in choosing an optimal decision alternative. No
two decision-makers will have same attitude towards risk
associated with gains or losses. The value function from
prospect theory considers the attitude of a decision-maker
as a reference point. The degree of deviation is measured
by computing the difference between the reference point
and the fusion probability. This deviation decides whether
the decision-maker will get gain or loss by choosing
the corresponding decision alternative. If the difference
is greater than zero, then the decision-maker will gain
by choosing the corresponding decision alternative. If the
difference is less than zero, then the decision-maker incur a

loss by choosing the corresponding decision alternative. The
difference is substituted in the value function to compute
the gain or loss value. These gain or loss values of all
the decision alternatives are provided to a decision-maker
as an additional knowledge. Algorithm 3 presents the
computation of gains and losses from fusion probabilities.

Algorithm 3: Value function from prospect theory.

Process: Compute Gains and Losses for each Decision
Alternative
Input: Fusion probabilities for each decision
alternative (z;)
Output: Gains and losses
Get the reference point (0 < z, < 1) from
decision-maker
foreach fusion probability as z; do
Az =1z —zr
if Az > 0 then
| Gain(z;) = (Az)*%
end
else
| Loss(zi) = —2.29(Az)%%2
end

end

Most of the existing works consider the decision-making
scenario as a classification problem [49]. Classification is
the process of learning patterns from training samples in
order to predict the category of a query sample. These
classification algorithms come under normative decision-
making where the focus is on providing a rational prediction
with less, or sometimes even without any information
related to other decision alternatives. However, decision-
makers in domains like healthcare needs reasoning and
knowledge about decision alternatives in terms of fusion
probabilities and gain-loss values as outcomes rather than
meagre prediction for optimal decision-making. Therefore
the proposed DSS follows descriptive decision-making
where the focus is on generating the preference order
of decision alternatives with appropriate reasoning. The
following section presents a series of experiments on
ten datasets from University of California, Irvine (UCI)
repository [51] to analyse the outcomes of the proposed
DSS which is developed based on the descriptive decision-
making model.

4 Experimental methods and observations
The proposed DSS considers each attribute-value pair in a
test instance as criterion to generate the preference order

of decision alternatives. MCDM methods like SAW, MEW,
TOPSIS, mTOPSIS, WSM, VIKOR, and PROMETHEE-V
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are applied to analyse each possible combination of decision
alternatives with respect to each criterion. As a result,
MCDM methods assign fusion probabilities for decision
alternatives to generate the preference order. Each decision-
maker will have distinct attitudes towards risk involved in
decision-making. These variations in the attitudes would
have a significant impact on the preference order. The
prospect theory based value function computes the losses
and gains associated with each decision alternative. The
preference order is re-arranged based on the gains and losses
associated with decision alternatives.

DSS is developed using the following tools and packages:
Python and RStudio are used to perform experiments
on datasets and to visualize the results. NumPy and
Pandas libraries in python are used to perform the logical
and mathematical operations on datasets. FuzzyNumbers
package in RStudio is used to stimulate the triangular fuzzy
membership functions. MCDM and pymcdm packages
in python are used to implement the MCDM methods.
Sklearn and Matplotlib packages in python are used to
compute the evaluation metrics and to plot the ROC
curves.

4.1 Results and analysis

This section focuses on presenting a series of experiments
on both life sciences (medical) and miscellaneous datasets
from the UCI repository to evaluate the performance of
proposed DSS. Table 2 presents the overview of UCI
datasets that are considered in this work. 80% of the
samples in a dataset are considered for generating the target
models, and the remaining 20% of samples for evaluating
the MCDM methods.

Since the focus of this work is more on medical
decision-making, each subsection details the efficiency and
rationality of the proposed DSS on each of the medical
datasets.

4.1.1 Diabetes dataset

The diabetes dataset consists of two classes and eight
attributes [52]. Each attribute has a different range of
continuous values. Figure 4 presents the triangular fuzzy
target models for all the attributes in diabetes dataset.
Consider a test instance which belongs to class 0 for
decision-making. Basic probabilities for each piece of
evidence in a test instance are computed based on the
corresponding target models. Table 3 presents the basic
probabilities for each piece of evidence in a test instance.
The weight of each piece of evidence is computed based
on JED. The list of MCDM methods which are detailed
in Section 3.4 are applied on the basic probabilities along
with corresponding weights to assign a fusion probability
to each element in the powerset of decision alternatives.
Other than the modified TOPSIS method, the remaining
methods such as SAW, MEW, TOPSIS, WSM, VIKOR,
and PROMETHEE-V assign first rank to class_0 for a
test instance with 0.3379, 0.3367, 0.5028, 0.5023, 0.5, and
0.0589 as fusion probabilities respectively.

If the decision-maker intends to know the gains
and losses associated with fusion probabilities, then the
reference point has to be provided. There can be three
possibilities for a reference point, i.e., less than 0.5, 0.5,
and greater than 0.5 based on the risk attitude of a decision-
maker. If the decision-maker is not willing to provide a
reference point then this work considers 0.25, 0.5, 0.75 as
three reference points and computes the gains and losses.
Table 4 presents the gains and losses of fusion probabilities
assigned to class_0 by various MCDM methods.

Consider x to be a reference point; deviation between the
fusion probabilities and x increases with increase in x. If the
deviation is positive, then the decision-maker will gain by
choosing the corresponding decision alternative, whereas,
if the deviation is negative, then the decision-maker will
incur loss by choosing the decision alternative. In general,

Table2 Overview of the UCI

datasets Dataset Discrete Continuous  Total Samples in Samples in
Attributes Attributes samples Train data Test data
Diabetes 0 8 768 614 154
Liver 1 9 583 466 117
C-heart 8 5 303 242 61
Hepatitis 13 6 142 113 29
W-breast 0 30 569 455 114
Sonar 0 60 208 166 43
Haberman’s Survival 0 3 306 244 62
Tic-Tac-Toe 9 0 958 766 192
Monk’s Problems 6 0 601 480 121
German Credit 3 21 1000 800 200

@ Springer



Interpretable systems based on evidential prospect theory for decision-making

1651

1.0 1.0 i
== Class_0
= Class_1 .
0.8 4 = Class 01| 0.8
== testvalue ¢
081 ( 08 |
0.4 - | 0.4 |
0.2 l 0.2 I
’ | ’ |
oo L T l T T o'o L T T I T T X
0 10 15 0 50 100 150 200
(a) Diabetes-al (b) Diabetes-a2
1.0 | 1.0 - |
0.8 - 081
l l
0.6 - | 06
0.4 | 0.4+ l
0.2 ' 0.2 :
' l ’ l
oo L T T I T o'o 1 T T l T T T T
0 20 40 60 80 100 120 0 20 40 60 80 100
(c) Diabetes-a3 (d) Diabetes-a4
1.0 1 1.0 1
0.8 1 0.8 -
|
0.6 - 0.6 - I
0.4 | 0.4 |
021 I 0.2 |
’ | ’ |
0.0 L T T l T 1 T T 0.0 1 T T T I T T T T
0 20 40 60 80 100 0 10 20 30 40 50 60
(e) Diabetes-ab (f) Diabetes-a6
1.0 i 1.0
0.8 - 0.8 -
| S
0.6 | 0.6 |
0.4 - | 0.4 - |
f | |
0.2 0.2
/ [ I
o‘o 1 T T I T T T T T o.o 1 T T I T T T T T
0.0 05 1.0 1.5 2.0 25 3.0 20 30 40 50 60 70 80

(g) Diabetes-a7

(h) Diabetes-a8

Fig.4 Fuzzy target models for continuous-valued attributes in diabetes dataset

decision-makers are more sensitive towards losses than
gains. Therefore, no-gain is more preferred than the minimal
amount of loss. Since, most of the fusion probabilities in
Table 4 are less than 0.6, either 0.25 or 0.5 is the preferred
reference point. Choosing the reference point greater than
the fusion probability results in a loss. For a test instance

Table 3 Basic probabilities for a test instance in diabetes dataset

from this dataset, VIKOR method assigns high gain value,
ie., 0.2911 with respect to 0.25 as the reference point

compared to other MCDM methods.

Figure 5 presents the fusion probabilities by MCDM
methods such as SAW, MEW, TOPSIS, and VIKOR for
all the test instances. From Fig. 5, it can be observed

Attr. Type value class 0 Class_1 class 01 Attr. Type value class 0 Class_1 class 01
al cont 3 0.3810 0.2776 0.3413 a5 cont 115 0.3278 0.3408 0.3312
a2 cont 96 0.3706 0.2908 0.3385 a6 cont 247 0.3538 0.3086 0.3374
a3 cont 56 0.3394 0.3257 0.3348 a7 cont 0.944 0.321 0.3491 0.3289
a4 cont 34 0.2869 0.4190 0.2939 a8 cont 39 0.3207 0.3589 0.3202
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Table 4 Prospect values for a

test instance in diabetes dataset Decision Fusion Prob. Reference point Deviation Gain/loss value
SAW 0.3379 0.25 0.0879 Gain=0.1148
0.5 -0.1621 Loss=0.4293
0.75 -0.4121 Loss=1.0130
MEW 0.3367 0.25 0.0867 Gain=0.1134
0.5 -0.1633 Loss=0.4322
0.75 -0.4133 Loss=1.0157
TOPSIS 0.5028 0.25 0.0867 Gain=0.1134
0.5 -0.163 Loss=0.4322
0.75 -0.4133 Loss=1.0157
WSM 0.5023 0.25 0.2523 Gain=0.2935
0.5 0.0023 Gain=0.0044
0.75 -0.2477 Loss=0.6342
VIKOR 0.5 0.25 0.25 Gain=0.2911
0.5 0 Gain=0
0.75 -0.25 Loss=0.6396
PROMETHEE-V 0.0589 0.25 -0.1911 Loss=0.4995
0.5 -0.4411 Loss=1.0784
0.75 -0.6911 Loss=1.6300

that the VIKOR method and TOPSIS method provide
high fusion probabilities compared to other MCDM
methods. Assigning high fusion probability to a test
instance increases the confidence in decision-maker while
choosing the decision alternative. Moreover, increase in the
fusion probability increases the gain value of a decision
alternative.

4.1.2 Liver disorders dataset

The liver disorders dataset consists of two classes and
ten attributes. Among the ten attributes, a2 is the only
discrete-valued attribute. Remaining nine attributes has
different range of continuous values. Figure 6 presents the
triangular fuzzy target models for the nine continuous-
valued attributes in liver disorders dataset. Confidence
measure is applied on a2 to generate the target models with
respect to elements in the powerset of decision alternatives.

Consider a test instance which belongs to class_1 for
decision-making based on the MCDM methods. Table 5
presents the basic probabilities for each piece of evidence
in a test instance which are computed by considering the
corresponding target models.

The weight of each piece of evidence in Table 5 is
computed based on the JED. MCDM methods listed in
Section 3.4 are applied on the basic probabilities and the
weights of pieces of evidence to assign fusion probabilities
for elements in the powerset of decision alternatives. None
of the MCDM methods assign high fusion probability to
class_1 other than VIKOR method. Hence VIKOR assigns
first rank to class_1 for a test instance with 0.5652 as the
fusion probability. Since the fusion probability is greater
than 0.5, the reference point which is less than or equal
to 0.5 results in gain to a decision-maker. Decrease in
the reference point increases the deviation which in turn
increases the gain value.
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Fig.5 Fusion probabilities by MCDM methods for diabetes dataset
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Fig.6 Fuzzy target models for continuous-valued attributes in liver disorders dataset

Figure 7 presents the fusion probabilities assigned by  4.1.3 Cleveland-heart disease dataset

MCDM methods to all test instances. It can be observed

from Fig. 7 that both VIKOR and TOPSIS methods assign =~ The C-heart disease dataset consists of two classes and
high fusion probabilities to testing instances compared to thirteen attributes. Among 13 attributes, a2, a3, a6, a7,

SAW and MEW.

a9, all, al2, and al3 are discrete-valued whereas the
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Table 5 Basic probabilities for a test instance in liver disorders dataset

Attr. Type value class 0 Class_1 class 01 Attr. Type value class 0 class_1 class 01
al cont 45 0.3074 0.3485 0.3440 a6 cont 25 0.5316 0.1275 0.3408
a2 dis 1 0.2757 0.7242 0 a7 cont 20 0.5455 0.1279 0.3265
a3 cont 22 0.3837 0.2070 0.4092 a8 cont 8 0.3219 0.3640 0.3140
a4 cont 0.8 0.4009 0.1686 0.4303 a9 cont 0.3468 0.3483 0.3047
a5 cont 209 0.4213 0.2738 0.3047 alo cont 1 0.3270 0.3391 0.3338

remaining five (al, a4, a5, a8, and al0) are continuous-
valued attributes. Since the dataset is a mixture of discrete
and continuous-valued attributes, the target models are
developed based on the confidence measure and the
triangular fuzzy method respectively. Figure 8 presents the
target models for each continuous-valued attribute with
respect to each subset of classes.

Consider a test instance which belongs to class_0 for

decision-making based on the MCDM methods. Table 6
presents the basic probabilities for each piece of evidence
in a test instance. All the seven MCDM methods such as
SAW, MEW, TOPSIS, mTOPSIS, WSM, VIKOR, and
PROMETHEE-V assign 0.5177, 0.4802, 0.8001, 0.7946,
0.7904, 1, and 0.5561 as fusion probabilities to class_0 for
a test instance respectively. Therefore, all MCDM methods
assign first rank to class_0 for a test instance. If the VIKOR
method is chosen as optimal, then the decision-maker will
get gain irrespective of the reference point. Even in case of
TOPSIS and WSM methods, decision-maker will get gain
for reference point equal to less that 0.75.
Figure 9 presents the fusion probabilities assigned
by distinct MCDM methods for testing samples.
VIKOR method assigns a fusion probability equal to
1 to almost all test instances of class_1. However, it
assigns minimal fusion probabilities to test instances
of class_0. Though TOPSIS method has not assigned
high fusion probabilities like VIKOR, it almost assigns
considerable fusion probabilities to all the testing
instances.

e
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4.1.4 Hepatitis dataset

The hepatitis dataset consists of two classes and nineteen
attributes. Among 19 attributes, a2 to al3, and al9
are discrete-valued whereas the remaining six (al, al4,
al5, al6, al7 and al8) are continuous-valued attributes.
Figure 10 presents the target models for continuous-valued
attributes with respect to each subset of classes.

Consider a test instance which belongs to class_0 for
decision-making. Table 7 presents the basic probabilities for
each piece of evidence in a test instance.

The MCDM methods such as SAW, MEW, TOPSIS,
mTOPSIS, WSM, VIKOR, and PROMETHEE-V assign
0.6358, 0.5941, 0.8885, 0.8738, 0.9434, 1, and 0.7467
as fusion probabilities to class 0 for a test instance
respectively. Hence, all the MCDM methods identify the
decision alternative for a test instance correctly.

Decision-maker will get gain by considering the fusion
probability of VIKOR method irrespective of the reference
point value. Assume that the decision-maker is providing
0.75 as the reference point; decision-maker will get gain
for the fusion probabilities provided by MEW, TOPSIS,
mTOPSIS, WSM, and VIKOR methods. If the reference
point is equal to or less than 0.5, decision-maker will get
gain for any of the MCDM methods.

Figure 11 presents the fusion probabilities assigned by
MCDM method to all the testing samples which belong to
class_0. Due to class imbalance, there are only four testing
samples which belong to class_1 in hepatitis dataset. Only

Fusion probabilities
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Number of test instances

(b) Liver dataset - class_1

Fig. 7 Fusion probabilities by MCDM methods for liver disorders dataset
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Fig.8 Fuzzy target models for continuous-valued attributes in C-heart disease dataset

MEW method predicts three out of four testing samples of
class_1 correctly.

4.1.5 Wisconsin-breast cancer dataset

The Wisconsin-breast cancer dataset consists of two classes
and thirty attributes. Each attribute has a different range of
continuous values. Consider a test instance which belongs to
class_1 for decision-making. Target models are developed
for continuous-valued attributes based on the triangular
fuzzy method.

Table 6 Basic probabilities for a test instance in C-heart disease dataset

Table 8 presents the basic probabilities for each piece of
evidence in a test instance. MCDM methods are applied on
the basic probabilities and the weights of pieces of evidence
to assign fusion probabilities to elements in the powerset
of decision alternatives. MCDM methods such as SAW,
TOPSIS, mTOPSIS, VIKOR and PROMETHEE-V, other
than MEW and WSM, assign first rank to class_1 for a test
instance.

Figure 12 presents the fusion probabilities assigned by
MCDM methods to all the testing samples. Though, VIKOR
assigns fusion probability equal to 1 to most of the samples

Attr. Type Value class 0 class_1 class 01 Attr. Type Value class 0 class_1 class 01
al cont 59 0.3662 0.3065 0.3272 a8 cont 90 1 0 0

a2 Dis 1 0.5272 0.4727 0 a9 Dis 0 0.2787 0.7212 0

a3 Dis 0 0.6982 0.3017 0 al0 cont 1 0.2522 0.3517 0.3959
a4 cont 164 0.4587 0.2663 0.2748 all Dis 1 0.6283 0.3716 0

a5 cont 176 0.2640 0.4458 0.2900 al2 Dis 2 0.7857 0.2142 0

a6 Dis 1 0.4444 0.5555 0 al3 Dis 1 0.6153 0.3846 0

a7 Dis 0 0.5213 0.4786 0

@ Springer



1656

R. Kavya and J. Christopher

g o 9 B
B o ® o

Fusion probabilities
o
N

o
)

[
=)

o
®

o
o

\_/\//\/\\/—-/\/\/\//\/\/

14
»

Fusion probabilities
o
N

4
)

1] 5 10 15 20

Number of test instances

(a) Heart dataset - class_0

25

[} 5 10 15

Number of test instances

(b) Heart dataset - class_1

20 25

Fig. 9 Fusion probabilities by MCDM methods for C-heart disease dataset

in class_1, it assigns low fusion probabilities to few
testing samples which belong to class_1. Comparatively,
TOPSIS provides intuitive fusion probabilities for all the
test instances.

4.1.6 Miscellaneous benchmark datasets

Though the focus is on medical decision-making, this
work considers five miscellaneous datasets to evaluate
the performance of proposed DSS. Figure 13 presents
the fusion probabilities assigned by MCDM methods to

the corresponding class labels. It can be observed from
Fig. 13 that both TOPSIS and VIKOR methods assign high
fusion probabilities compared to SAW and MEW. If the
fusion probability of a test instance is greater than the
reference point, then the decision-maker will get gain in
choosing the corresponding decision alternative. In case,
if the decision-maker is ideal towards risk in decision-
making, then 0.5 is considered as the reference point. In
most of the cases, TOPSIS and VIKOR assign a fusion
probability greater than 0.5 which gives gain to a decision-
maker.

101 | = Class_0 1.0
== Class_1
0.8 | — Class 01 | 0.8
== testvalue
0.6 - 0.6 -
0.4 { 0.4
| .
0.2 | 0.2-
o'o 1 T T T T yI T T oo ) T T T T
10 20 30 40 50 60 70 (] 2 4 6 8
1.0 1.0
0.8 - 08
0.6 - | 0.6 -
0.4 - | 0.4 -
0.2 : 0.2
o'o L T I o'o 71 T T T T
0 0 100 200 300 400
(c) Hepatitis-alb (d) Hepatitis-al6

1.0 4

0.8 - I

0.6 - i

0.4 |

0.2 I

’ |
0.0 1 |

(e) Hepatitis-al7

40 60 80 100

(f) Hepatitis-al8

20

Fig. 10 Fuzzy target models for continuous-valued attributes in hepatitis dataset
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Table 7 Basic probabilities for
a test instance in hepatitis Attr. value Type class 0 class_1 class 01 Attr. value Type class 0 class_1 class 01
dataset
al 51 cont 0.4195 0.3307 0.2496 all 1 dis  0.8787 0.1212 0
a2 1 dis  0.8448 0.1551 0 al2 2 dis 04 0.6 0
a3 2 dis  0.7916 0.2083 0 al3 1 dis  0.6470 0.3529 0
ad 2 dis  0.7222  0.2777 0 al4d 1 cont 0.4418 0.1676 0.3905
a5 1 dis 09142 0.0857 O al5 105 cont 0.3645 0.2670 0.3684
a6 2 dis  0.8351 0.1648 0 ale 20 cont 0.4282 0.2608 0.3195
a7 2 dis 0.7826 0.2173 0 al7 3 cont 0.1753 0.5887 0.2358
a8 2 dis  0.8412 0.1587 0 al8 63 cont 0.3876 0.2664 0.3459
a9 2 dis  0.65 0.35 0 al9 2 dis  0.79 0.21 0
al0 1 dis  0.5833 04166 0

4.2 Observations and findings

DSS developed based on the MCDM methods provide both
rational decision alternative and knowledge about decision
space to aid the decision-maker in decision-making. The
subset with high fusion probability is considered as a
rational decision. Rational decisions are compared with
actual decisions to evaluate the performance of MCDM
methods. This section focuses on observing and analysing
the performance of MCDM methods on testing instances to
find the optimal MCDM method.

Table 9 presents the accuracy of MCDM methods on
testing instances. It is quite difficult to choose an optimal
MCDM method from Table 9 because few methods achieve
high accuracy for few datasets whereas few other methods
for remaining datasets. Tables 10 and 11 presents the
accuracy of individual classes in testing instances. This
work considers the combination of both the classes just to
represent uncertainty in the attribute-values in terms of basic
probabilities.

Among all the MCDM methods, TOPSIS achieves high
accuracy for most of the datasets compared to VIKOR and
PROMETHEE-V in Tables 10 and 11. Table 12 presents
the area under curve values, and Fig. 14 presents the
corresponding receiver operating characteristic curves.
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Fig. 11 Fusion probabilities by MCDM methods for hepatitis dataset

The fusion probabilities assigned by the MCDM methods
are also considered along with accuracy and AUC values to
evaluate the performance of proposed DSS. Though VIKOR
method assigns high fusion probabilities compared to
TOPSIS method for most of the datasets, TOPSIS maintains
the consistency in assigning the fusion probabilities. By
considering both the interpretability of MCDM methods in
terms of basic probabilities, evidence weights and fusion
probability, and performance of the MCDM methods in
terms of accuracy and ROC curves, it can be concluded that
the TOPSIS is the optimal method for decision-making.

4.3 Comparative analysis

In this section, performance of the chosen optimal method,
TOPSIS, is compared with seven state-of-art classifiers like
nearest mean classifier (NMC) [53], k-nearest neighbours
(KNN) [54], support vector machine (SVM) [55], SVM
with radial basis kernel (SVMRBF) [55], decision tree (DT)
[56], Naive Bayes (NB) [57], multilayer perceptron (MLP)
[58], and four different combination methods based on DST
like kKNN-DST [59], normal distribution based classifier
(NDBC) [60], evidential calibration (Evi-Calib) [61], and
weighted fuzzy Dempster—Shafer framework (WFDSF)
[62].

Table 13 presents the accuracies of various methods along
with proposed method on five UCI datasets. It can be
inferred from Table 13 that the proposed method achieves
accuracy of above average for four among five datasets.
Though the accuracy of proposed method on C-heart disease
dataset is below average, it is capable enough to predict most
of the class_1 testing instances which can be inferred from
Table 11. The overall accuracy of C-heart disease dataset is
not as high as desired because of uncertainty in the testing
instances of class 0.

When there is uncertainty in attribute-values, there will
be no significant difference among the basic probabilities
associated with different classes. This leads to assigning
almost equal fusion probabilities to distinct classes. Though
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Fig. 12 Fusion probabilities by MCDM methods for W-breast cancer dataset

the class with high fusion probability is considered for
computing accuracy, the fusion probabilities associated with
all the elements in the powerset of class labels are given to
a decision-maker. The choice of a final decision alternative
which results in desired outcomes depends on the decision-
maker’s attitude towards risk and uncertainty. The ranking
order of alternatives is subjecting to change depending
on the reference point provided by a decision-maker. The
change in the ranking order may increase or decrease
the accuracy of the model. Therefore, the superiority
of the proposed decision-making framework lies in its
capability of providing fully interpretable knowledge to a
decision-maker in terms of fusion probabilities, attribute-
weights, loss-gain values of possible alternatives and their
combinations. Providing knowledge instead of a rational
decision alternative gives choice to a decision-maker for
deciding an optimal alternative.

4.4 Practical implications

When a system is developed, measuring its performance
and comparing it with existing approaches are mandatory,
but achieving good results on publicly available datasets
alone is not sufficient for its adoption in practice.
Thus, this subsection presents detail analysis on the
implications which needs to be considered when the
proposed interpretable system is used for providing support
in real-time decision-making scenarios.

In domains like healthcare, a sequence of actions is
performed manually for making a diagnostic decision.
Though the proposed system aids the decision-makers
involved in diagnosis with interpretable knowledge and
evidential reasoning, decision-experts are partially not in
favour of adopting support systems in clinical practice due
to following implications:

Table 8 Basic probabilities for

a test instance in W-breast Attr. Value Type class 0 class_1 class 0l Attr. Value  Type class-0 class_1 class 01
cancer dataset
al 8597 cont O 1 0 al6 0.0140 cont 0.2034 0.5140 0.2825
a2 186 cont 0.2795 0.3663 0.3541 al7 O cont 0 0 0
a3 54.09 cont 0 1 0 al8 0 cont 0 0 0
a4 221.2 cont O 1 0 al9 0.06146 cont O 0 0
a5 0.1074 cont 0.3654 0.3257 0.3087 a20 0.0068 cont 0.3064 0.4003 0.2931
a6 0.0584 cont 0.1247 0.6465 0.2286 a2l 8.952 cont O 1 0
a7 0 cont O 0 0 a22 2244  cont 0.2249 0.4497 0.32555
a8 0 cont 0 0 0 a23  56.65 cont 0 1 0
a9  0.2163 cont 0.3967 0.2909 0.3123  a24 240.1 cont 0 1 0
al0 0.0735 cont 0.2882 0.4294 0.2823 a25 0.1347 cont 0.3020 0.3308 0.3670
all 0.3368 cont 0.1587 0.4278 0.4134 a26 0.07767 cont 0.1489 0.5922 0.2587
al2 2777 cont 0.1065 0.7873 0.1061 a27 O cont 0 0 0
al3 2222 cont 0.1406 0.4481 04111 a28 O cont 0 0 0
al4 17.81 cont 0.0526 0.7144 0.2328 a29 0.3142 cont 0.4584 0.2595 0.2819
al5 0.0207 cont 0.7546 0.1234 0.1218 a30 0.08116 cont 0.2749 0.3736 0.3514
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Table9 Accuracy of MCDM

methods on UCI datasets Accuracy SAW MEW TOPSIS mTOPSIS WSM VIKOR PROM
Diabetes 0.7857 0.7467 0.7987 0.7922 0.7077 0.4805 0.7207
Liver 0.5470 0.4615 0.5555 0.5470 0.4957 0.5299 0.4957
C-heart 0.7213 0.6393 0.7213 0.7377 0.6885 0.7377 0.7377
Hepatitis 0.8620 0.9655 0.8620 0.8620 0.8620 0.8620 0.8620
W-breast 0.9298 0.8947 0.9385 0.9385 0.8245 0.8333 0.8684
Sonar 0.7380 0.5714 0.7142 0.7142 0.5952 0.5714 0.7857
Survival 0.5806 0.4838 0.5806 0.5806 0.4516 0.3870 0.5322
Tic-Tac-Toe 0.6927 0.6927 0.6927 0.6927 0.6927 0.6927 0.6927
Monk 0.6776 0.6776 0.6776 0.6776 0.6776 0.6776 0.6776
German Credit 0.725 0.32 0.725 0.725 0.315 0.725 0.725

Information quality: The proposed interpretable system
needs historical data to compute the basic probability
of a decision alternative with respect to each piece of
evidence. In case of real-time scenarios, the data may
be unclean, inconsistent, ambiguous and noisy. Basic
probabilities which are computed based on the information
extracted from such data may not be appropriate. Gathering
huge volumes of clean, subject-oriented and relevant data
may improve the basic probabilities, but it is not always
feasible. Though the proposed system is capable enough
to compute basic probabilities with partial information,
the system’s outcomes may not be reliable for critical
instances.

System capability: Once the proposed interpretable
system is developed based on the past data, it should be
able to refine the basic probabilities of alternatives based
on current information too. In some cases, information
keeps evolving and may have new additional features. Since
the proposed system is maintaining the basic probability
assignment matrix, the new features are considered as new
columns and the corresponding probabilities are computed.

But considering all the new features without background
analysis may significantly impact on the complexity,
reliability, and the clinical relevance of the system.

Domain Relevance: When a new query is given to the
proposed system, the probability of each alternative with
respect to each piece of evidence, weight of evidence, fusion
probability of alternatives, and prospect of each alternative
for three reference points are provided to a decision-maker
as knowledge about the decision space. In case, if the
decision-maker (user) is not convinced with the provided
knowledge, then he can provide reference for prospects,
and weights for evidence to modify the outcomes. But
providing subjective reference-values and weight-values
may be difficult for a decision-maker.

Knowledge Representation: Different decision-maker
will follow different procedures to make an optimal
decision. The proposed system aids decision-makers with
knowledge about decision alternatives; but if the system
is not able to customise the knowledge according to the
decision-maker’s cognition, then decision-maker may not be
benefited. Along with outcome-customisation, it is desirable

Table 10 Accuracy of MCDM

methods on class_0 ACCURACY —class 0 SAW MEW  TOPSIS mTOPSIS WSM VIKOR PROM
Diabetes 0.8252  0.9417 0.8349 0.8155 0.8932  0.4271 0.7864
Liver 0.9310 0.8620 0.8620 0.7931 0.8965 0.8620 0.9310
C-heart 0.5 0.7058 0.5 0.5294 0.7941  0.5588 0.5294
Hepatitis 1 1 1 1 1 1 1
W-breast 0.8 0.875 0.825 0.825 0.675 0.675 0.675
Sonar 0.9130 0.9565 0.9130 0.8695 09565 1 0.9565
Survival 04117 0.7058 0.4117 0.4117 0.8823  0.6470 0.4117
Tic-Tac-Toe 0 0 0 0 0 0 0
Monk 1 1 1 1 1 1 1
German Credit 0 0.9272 0 0 0.9090 0.1090 0
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Table 11 Accuracy of MCDM

methods on class 1 ACCURACY- class.1 SAW  MEW  TOPSIS mTOPSIS WSM  VIKOR PROM
Diabetes 0.7058  0.3529  0.7254 0.7450 0.3333  0.5882 0.5882
Liver 0.4204  0.3295 0.4545 0.4659 0.3636  0.4204 0.3181
C-heart 1 0.555 1 1 0.5555  0.9629 1
Hepatitis 0 0.75 0 0 0 0 0
W-breast 1 0.9054 1 1 0.9054 0.9189 0.9594
Sonar 0.5263  0.1052  0.4736 0.5263 0.1578  0.0526 0.4736
Survival 0.6444 04 0.6444 0.6444 0.2888  0.2888 0.6444
Tic-Tac-Toe 1 1 1 1 1 1 1
Monk 0 0 0 0 0 0 0
German Credit 1 0.0896 In 1 0.0896  0.9586 1

that the system is socio-technical for an enhanced user-
experience.

User satisfaction: Decision-making model’s inter-
pretability increases decision-makers’ trust on the system.
But, if the decision-maker is not able to choose an optimal
decision with the support of system’s knowledge, then he
may not be willing to use the system further. This may create
an aversion in medical-experts from using decision support
systems.

Though there are many more practical implications with
the usage of DSS, it is beyond the scope of this work
to explore the exhaustive list of all practical implications.
Interested readers can refer to [64, 65].

5 Conclusion

This work presents a framework for developing a deci-
sion support system which provides interpretable knowl-
edge along with rational decision to aid decision-makers in
decision-making tasks. The two open issues: basic probabil-
ities computation, and conflicting evidence combination are
addressed by choosing a mass function based on the data
type of attribute-values, and replacing the evidence com-
bination rule with MCDM methods respectively. Though

the combination of class labels do not appear explicitly in
data, it needs to be considered as it plays an essential role
in modelling uncertainty, and assigning basic probabilities.
None of the MCDM methods assign a high rank to combi-
nation class for any test instance because of minimal basic
probabilities compared to individual classes. A series of
experiments on UCI classification datasets are conducted
to choose an optimal MCDM method based on results of
performance metrics, and intuitiveness of fusion probabil-
ities. Among seven distinct MCDM methods, TOPSIS is
chosen as an optimal MCDM method and it is incorporated
as a descriptive decision-making model in the proposed
DSS. Basic probabilities of pieces of evidence along with
their weights, and fusion probabilities of subsets of deci-
sion alternatives along with gains and losses are provided to
a decision-maker as an interpretable knowledge about deci-
sion space. The ranking order of decision alternatives are
subject to change depending on the decision-maker’s atti-
tude towards risk. But, sometimes decision-makers may not
be confident enough to provide, or may not be willing to
reveal their risk attitude. Computing reference point in such
scenarios may be challenging. An objective approach which
can compute reference point from the previous decisions
made by the decision-maker, and that which can customise
preference order of alternatives may aid the decision-maker

Table 12 AUC values of

MCDM methods on UCI AUC SAW MEW TOPSIS mTOPSIS WSM VIKOR PROM

datasets
Diabetes 0.7885 0.6473 0.7880 0.7882 0.6277 0.5591 0.7181
Liver 0.6757 0.5958 0.6583 0.6295 0.6481 0.7029 0.6532
C-heart 0.75 0.6307 0.75 0.7647 0.6748 0.7608 0.7647
Hepatitis 0.5 0.875 0.5 0.5 0.5 0.5 0.5
W-breast 0.8875 0.8675 0.8999 0.8999 0.7224 0.7354 0.8043
Sonar 0.7196 0.5308 0.6933 0.6979 0.5572 0.5263 0.7677
Survival 0.5261 0.5411 0.5261 0.5261 0.5856 0.5607 0.4764
Tic-Tac-Toe 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Monk 0.5 0.5 0.5 0.5 0.5 0.5 0.5
German Credit 0.5 0.5084 0.5 0.5 0.4993 0.5338 0.5
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Fig. 14 ROC plots for MCDM methods on UCI datasets
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Table 13 Comparison of accuracies over five UCI datasets

Method Diabetes C-heart Hepatitis W-breast Sonar
NMC [53] - 82.59 76.76 - 66.28
kNN [54] 75.32 60.37 52.14 95.90 60.12

SVM [55] 65.10 57.78 65.71 92.09 78.79
SVMRBEF [55] 80.52 70.74 71.64 96.23 70.70

DT [56] 73.82 83.70 79.96 94.56 66.32
NB [57] 76.30 82.96 76.76 94.47 65.90
MLP [58] 71.77 75.19 74.93 95.85 66.86
MCEF [63] - 83.00 - 74.00 84.00
kKNN-DST [59] - 76.30 80.57 - 79.81
NDBC [60] - 82.59 79.40 - 72.57
Evi-Calib [61] - 83.70 79.88 - 68.26
WEDSF [62] - 85.56 83.85 - 77.02
Proposed 79.87 72.13 86.20 93.85 71.42
Minimum 65.1 57.78 52.14 74 60.12
Maximum 80.52 85.56 86.2 96.23 84
Average 75.52857 76.66231 75.65 92.11875 71.38846

in such scenarios. In future, the concepts discussed and the
framework presented in this work can be extended to multi-
class decision-making to verify the effectiveness of a DSS
based on descriptive decision-making model. Extensions of
this work can possibly be the application of this framework
in evidence based medicine, risk management systems, util-
ity based analysis and in many such areas of engineering
and management.
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