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Abstract
Deep learning has made substantial progress in crowd counting, but in practical applications, due to interference factors such 
as perspective distortion and complex background, the existing methods still have large errors in counting. In response to the 
above problems, this paper designs a multi-scale feature fusion network (IA-MFFCN) based on the reverse attention mecha-
nism, which maps the image to the crowd density map for counting. The network consists of three parts: feature extraction 
module, inverse attention module, and back-end module. First, to overcome the problem of perspective distortion, deeper 
single-column CNNs was designed as a feature extraction module to extract multi-scale feature information and merge them; 
second, to avoid interference of complex backgrounds, the inverse attention module was designed, through the multi-scale 
inverse attention mechanism, reducing the influence of noise on counting accuracy. Finally, to generate a high-quality crowd 
density map, dilation convolution was introduced. Simultaneously, to enhance the sensitivity of the network to crowd count-
ing, a comprehensive loss function based on Euclidean loss and predicted population loss is designed to improve training 
accuracy, to produce a more accurate density value. Experiments show that compared with the comparison algorithm, the 
algorithm in this paper has a significant reduction in the mean absolute error (MAE) and mean square error (MSE) on the 
ShanghaiTech dataset, UCF_CC_50 dataset and WorldExpo`10 dataset.

Keywords  Crowd density estimation · Multi-scale feature fusion · Inverse attention mechanism · Dilated convolution · 
High-quality density map

1 � Introduction

At present, with the development of social economy and the 
rapid growth of urban population(as shown in Fig. 1(a)), the 
problem of urban public safety becomes increasingly impor-
tant. Due to the excessive crowd density caused by aggrega-
tion behavior, serious stampedes occurred on the Bund and 
Mecca pilgrimage in Shanghai, caused serious group safety 
accident [1], Therefore, it is of great significance for social 

public safety to estimate crowd density through surveillance 
video images and prevent the occurrence of overcrowding 
and abnormal situations.

Early crowd density estimation methods can be roughly 
divided into detection-based and regression-based. These 
detection-based methods use the target detector [2] to detect 
every pedestrian in the crowd and count the detection results 
to obtain the final number of people(as shown in Fig. 1(b). 
This kind of method is suitable for sparse crowd scenes, but 
it is difficult to play a role in crowded scenes with occlusion 
phenomena. These based-regression methods avoid count-
ing directly through target detection, and realize counting 
by learning the mapping relationship between image fea-
tures and corresponding number of people [3] (as shown 
in Fig. 1 (c)). These based-regression methods alleviate the 
effect of occlusion phenomenon. However, the effect of this 
kind of method on feature extraction limits its performance 
to a great extent, and it is difficult to play a good role in the 
highly crowded crowd scene. In recent years, with the devel-
opment of deep learning[4, 5], the method of convolutional 
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neural networks has been widely used in the research of 
crowd density estimation [6–12]. This kind of method is 
not to calculate the number of people directly, but to pre-
dict a crowd density map by convolution neural network(as 
shown in Fig. 1 (d)), the pixel value of the image reflects 
the crowd density of this position in the original image. The 
number of people corresponding to the original image can be 
obtained using pixel accumulation of the density map, which 
is suitable for the crowd in complex scenes and improves the 
accuracy of crowd density estimation to a certain extent. At 
present, the main challenges of crowd density estimation 
are as follows:

(1)	 Due to the perspective distortion problem caused by 
different shooting distance and angle of the monitoring 
camera, there may be people and heads with different 
scales in the same picture. Although multi-column con-
volution network has made great progress in solving the 
perspective distortion problem [13], it also has some 
obvious defects such as extracting redundant features 
[14], moreover, when the network becomes complex, 
it will increase the network computing resources.

(2)	 Due to background interference, there may be a large 
deviation between the crowd density map and the 
Ground truth, which leads to a large deviation between 
the final estimated number and the actual number.

In summary, although the existing methods can adapt 
to problems such as occlusion and uneven distribution to 
a certain extent through autonomous learning. However, 
the problems caused by the interference of the complex 

background in the crowd and perspective distortion are 
still not well solved, and almost all methods are to add an 
additional information or task to enhance the single crowd-
counting task. Therefore, in response to the above problems, 
this paper proposes a multi-scale feature fusion network 
based on inverse attention mechanism (IA-MFFCN). This 
article contributes as follows:

(1)	 In order to overcome multiple columns of CNNs 
extracting redundant features and wasting training 
resources, this paper designs a deeper single column 
CNNs as a feature extraction module, which can extract 
low-level and high-level features, and merge them to 
achieve different scale features extract;

(2)	 To avoid affecting the accuracy of crowd counting due to 
background interference, a reverse attention module [15–19] 
is used to process low-level features containing background 
noise, separate the crowd and background information, and 
reduce the interference of background on crowd counting.

(3)	 To improve the quality of the generated crowd den-
sity map, a set of dilated convolutions is introduced to 
expand the receptive field, so that the output contains 
more detailed spatial and global information.

(4)	 To enhance the network’s sensitivity to crowd counting 
in high-density scenarios, a new comprehensive loss 
function is designed. This loss function adds a loss 
based on the number of regression people to the tra-
ditional Euclidean loss function to better measure the 
training performance. The gap between the estimated 
value and the true value produces a more accurate den-
sity value and improves training accuracy.

Fig. 1   Comparison between 
traditional methods and deep 
learning methods. (a) Large-
scale dense crowd images; (b) 
Results based on detection 
methods; (c) Results based on 
regression methods; (d) Results 
based on deep learning methods
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In the open datasets (ShanghaiTech dataset, UCF_ 
CC_50 dataset and WorldExpo`10 dataset), the experi-
mental results show that the performance of the method is 
better than other comparison methods.

2 � Related work

A single image crowd density estimation has been devel-
oped for many years, because it plays an important role in 
the field of public safety, so it has been a long-term con-
cern of researchers in the field of computer vision. How-
ever, due to occlusion, perspective distortion, background 
interference, uneven distribution and so on, the improve-
ment of counting accuracy is still facing considerable chal-
lenges. The existing methods can be divided into three 
categories: detection- based, regression-based and CNN-
based. Detection-based and regression-based methods 
belong to traditional counting methods. In recent years, 
CNN-based methods have shown better performance than 
traditional methods in crowd-counting task.

Detection‑based methods  Most of the early studies are 
focused on the detection-based methods, which use a detector 
similar to moving window to detect the people in the image, 
and then calculate the number of people using statistics( 
as shown in Fig. 1 (b)). This kind of method should train a 
detector to extract the features of human head or body from 
the image, the cost of training this detector is colossal, and 
it needs to scan the image globally, in the past studies, many 
kinds of detectors have been used to detect individuals in the 
image, but the effect is not superb. In 2001, Lin et al. [19] used 
Haar wavelet classifier to detect the head characteristics of the 
population. In 2005, Navneet Dalal et al. [20] replaced Haar 
wavelet classifier with HOG (histogram oriented gradient) 
classifier to detect head features of people. In 2008, Li et al. 
[21] proposed a head shoulder detector with foreground seg-
mentation. In 2009, Pedro F Felzenszwalb et al. [22] tried to 
detect some typical features of the body, rather than the whole 
body, because in crowd scenes, the human body is always 
covered. In 2011, Dollar et al. [23] used a detector similar 
to a moving window to detect the human body and calculate 
the number of people in the image. However, detection-based 
counting is limited by the occlusion between people in the 
crowded scene. As the crowd becomes dense, the detection 
performance decreases rapidly.

Regression‑Based methods  Because the detection-based 
methods can’t adapt to the scene of high crowd density estima-
tion, the regression-based methods are proposed. The regres-
sion-based methods directly map between the image features 
and the crowd density estimation, which avoid the complex 

process of training the detector. These methods mainly have 
two steps: First, extract the feature information of the crowd 
image, including head for body features, foreground features, 
texture features and so on, these features are used to generate 
low-level information; Second, use regression function to cal-
culate the number of people (as shown in Fig. 1 (c)), the com-
mon regression methods are ridge regression [24], Bayesian 
Poisson regression [25], random forest [26], etc. In 2009, Chan 
et al. [25] used foreground and texture features to generate low-
level information, and calculated the number of people after 
learning the relationship between the crowd and the extracted 
features. In 2010, Lempitsky et al. [27] proposed a density map 
estimation method, which uses linear mapping between the 
features in a local region and its density map to integrate sali-
ency problems. In 2012, Chan et al. [28] proposed the Bayes-
ian model of discrete regression for crowd density estimation, 
which connects the proposed approximate Bayesian Poisson 
regression with Gaussian kernel to realize the crowd density 
estimation from low-level features. In 2013, Idrees et al. [3] 
proposed a model, which introduced Fourier analysis and SIFT 
(Scale invariant feature transform) to extract foreground and 
texture features of interested points to complete the crowd 
density estimation. In 2015, Pham et al.[26], to solve the gain 
problem of ideal linear mapping, proposed using random forest 
regression to learn nonlinear mapping instead of linear map-
ping. Regression-based methods are effective in some specific 
scenarios, such as low-density crowd or fixed monitoring per-
spective. However, for the presence of perspective distortion 
and dense crowd, the counting ability is insufficient.

CNN‑Based methods  With the development of deep learn-
ing, CNN is widely used in the field of crowd density esti-
mation, and has shown considerable advantages. In 2015, 
Zhang et al. [29] applied convolutional neural networks 
to crowd density estimation for the first time, they trained 
convolutional neural networks to regress the crowd density 
map (as shown in Fig. 1 (d)), used density and perspective 
information to get the image again, and then used the trained 
network to predict the density map. However, their method 
needs perspective view during the training process and the 
testing process, which is difficult to achieve in the practi-
cal application of crowd density estimation. In 2016, Zhang 
et al. [13] proposed an improved structure, using multi-
scale convolutional neural networks (MCNN) architecture 
to deal with large-scale changes in crowd scenes, and using 
1 × 1 convolution kernel to fuse data from each feature map 
trained by the convolutional network of a specific size is 
returned to the density maps, however, the interference of 
complex background affects the accuracy of counting. In 
2017, Sindagi et al. [30] proposed an end-to-end cascaded 
multi task learning (CMTL), which uses the cascaded neural 
network to jointly learn the crowd density estimation clas-
sification and density map estimation to solve the problem 
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of uneven proportion crowd. By learning, the crowd density 
estimation is divided into different groups, and a high-level 
prior is combined into the density map estimation, it solves 
the problem of uneven crowd distribution. However, in the 
process of training, this method relies too much on the clas-
sifier, and takes a long time to the pre-training the network 
before training the classifier. At the same time, it also ignores 
the background interference. In 2018, Li et al. [14] proposed 
a crowd density estimation structure in congestion scenarios 
(CSRNet), which effectively expanded the receptive field of 
the network and generated high-quality density map by using 
dilated convolution, this is a great improvement. However, 
this method cannot extract multi-scale information, resulting 
in the loss of some crowd features, and the complex back-
ground interferes with counting accuracy. In 2019, Liu et al. 
[31] proposed the context area network (CANet), which uses 
an end-to-end deep structure that can be trained. It combines 
the features obtained by using multiple receptive fields, and 
learns the importance of the features in each position of the 
image, to solve the problem of crowd perspective distortion. 
However, due to the large amount of background noise in 
the crowd image, it is difficult to separate the crowd fea-
tures from the background features, which leads to complex 
background noise seriously affects the counting accuracy. In 
2019, Wang et al. [32] constructed a large-scale and diversi-
fied synthetic crowd density estimation dataset to the pre-
training the spatial full convolution network they designed, 
which solved the problems of large-scale crowd changes, 
and different degrees of over fitting due to missing data in 
the changeable environment, but the background noise inter-
ference still affected the accuracy of counting. Almost all 
methods are to add additional information or task to enhance 
the single population counting task. In 2020, Zhu et al. [33] 
proposed multi-scale, multi-level characteristics of polymer 
network (MFANet), solve the network cannot accept a large 
domain feature-extracting figure, through the accurate and 
efficient end-to-end training to crowd counting. However, 
the mutual occlusion between crowds and the interference 
of complex environment still limit the accuracy of the count. 
In 2020, Liu et al. [34] proposed a crowd counting method 
based on self-attention mechanism, some of the sampling 

positions are shifted to the occluded crowd by shifting the 
sampling points, the problem of crowd occlusion is solved, 
but there is still a perspective distortion problem that inter-
feres with the accuracy of this counting. In 2021, Gu et al. 
[35] present an innovative Context-Aware Pyramid Attention 
Network for crowd counting which is realized by extracting 
rich contextual features and dealing with dependencies on 
space and channels, but this work was not considered that 
the extracted features are too rich, and interference factors 
will be extracted, which will affect the accuracy of counting.

Attention mechanism crowd counting  With the application of 
density map mapping in the field of crowd counting, this work 
has achieved counting while obtaining detailed information 
about the population distribution. Therefore, the researcher 
expects that the value of each head position area in the output 
density map adds to 1 and the value of the background part 
is 0, which has higher requirements for filtering of the back-
ground and the prominent position of the human head. There-
fore, inspired by the visual attention mechanism of the human 
brain in the cognitive process that can focus on processing the 
information obtained from the visual cortex, in 2015, Richard 
et al. [36] proposed an attention mechanism expressed by a 
mathematical model to automatically generate image analy-
sis sentences for images. After continuous development, the 
attention convolution module and its calculation process have 
evolved into the structure shown in Fig. 2.

As shown in Fig. 2, F is the combination of feature maps 
extracted by the convolutional neural network. After the process-
ing of the Sofmax function, the attention map M is obtained, extend 
M to the same number of channels as F and perform a channel-by-
channel Hadamard product with it to obtain the attention feature 
F−1, and then proceed to follow-up processing. The purpose of 
the attention module is to learn the different degrees of attention 
corresponding to different positions in the space, that is, the size of 
the weight. Taking the settings in Fig. 2 as an example, the attention 
map is generated by the following formula:

(1)S = 𝜑(W ⊙ F + b)

Fig. 2   Attention mechanism

F -1F
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Among them, ⊙ represents a convolution operation, P 
represents a different position in M, and MP reflects the 
importance of the feature of the position P to the task, that 
is, the weight corresponding to the point P.

The obtained attention map M and feature map F are 
processed as shown in formula (3), and then the attention 
feature F-1 is obtained.

3 � Proposed solution

3.1 � Network architecture

To solve the problem of perspective distortion and complex back-
ground interference in large-scale dense crowd, a multi-scale 
feature fusion network based on inverse attention mechanism is 
designed. The network structure of this paper is shown in Fig. 3.

The network is composed of three modules. First, a feature 
extraction module is designed, which extracts features by con-
structing a deeper single-column CNNs, and uses low-level 
feature extraction networks and high-level feature extraction 
networks to extract feature information of different scales, and 
merge them, to solve the problem of perspective distortion in 
crowd counting; second, a inverse attention module is designed 
to reduce the noise of the feature information extracted by the 
low-level extraction network, separate crowd information and 
background information, and reduce the interference of back-
ground on counting to solve the interference problem of the 
complex background in crowd counting; finally, the dilated 
convolution is introduced as the back-end module to expand 
the receptive field of the network, and the output contains more 
detailed spatial and global information, which improves the 
quality of the generated crowd density map and improves the 
accuracy of the estimated number of people.

(2)MP =
esp∑

P
�
∈Pe

s
p
�

(3)F−1 = F ⊗M

3.2 � Feature extraction module

In large-scale dense crowd, perspective distortion caused 
by different distances between people and cameras in the 
same scene will lead to the diversity of human head scale. 
To extract the crowd features of different scales and solve the 
perspective distortion problem of large-scale dense crowd, 
the feature extraction module uses multi-scale feature fusion 
network with single column convolution kernel. As shown 
in Fig. 3, the feature extraction module is composed of four 
convolution blocks: Conv1, Conv2, Conv3, Conv4. After each 
convolution block, the maximum -pooling layer with step size 
of 2 is used. Conv1 consists of 2 layers 3 × 3 × 64 convolu-
tion kernel, Conv2 consists of 2 layers 3 × 3 × 128 convolution 
kernel, Conv3 consists of 3 layers 3 × 3 × 256 convolution ker-
nel, Conv4 consists of 3 layers 3 × 3 × 512 convolution kernel; 
Conv1 and Conv2 can extract the edge information and low 
pixel level head spots, Conv3 and Conv4 can extract the inter-
nal details of the crowd, face and body information. These 
different level feature maps have multi-scale features to avoid 
inaccurate counting due to incomplete feature information. 
Through the maximum-pooling layer, the corresponding sizes 
of these output feature images are 1/2, 1/4, 1/8 and 1 /16 of the 
original input image respectively. Through up-sampling, the 
feature maps output by Conv2 and Conv3 are restored to 1/2 
of the original image size, the output feature images of Conv1, 
Conv2 and Conv3 are superimposed to obtain the crowd mar-
gin information feature image Fmargin; Through up-sampling, 
the feature maps output by Conv4 are restored to 1/8 of the 
original image size, the output feature images of Conv3 and 
Conv4 are superimposed to obtain the crowd inside informa-
tion feature image Finside.

3.3 � Inverse attention module

When feature extraction module Conv1, Conv2, Conv3 convolu-
tion block extracts features, background interference informa-
tion may be extracted as the crowd, which may lead to complex 
background interference, thus affecting the accuracy of count-
ing. To solve the problem of complex background interference, 

Fig. 3   Network structure dia-
gram of IA-MFFCN
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this paper introduces the inverse attention module to distinguish 
the crowd from background noise. Inverse attention block (IAB) 
proposed by Sindagi and Patelp [37] solves the challenging 
problem of crowd density estimation in crowded scenes. It 
effectively injects segmentation information into counting net-
work through inverse attention block, which leads to significant 
improvement, however, it uses a column of convolution layers to 
extract features, which has limited ability to extract features, here 
we design a module "multi-column inverse attention module" 
(MIAM) to improve the ability of feature information extracted 
by the module, and use it to solve the interference problem of 
complex background. MIAM is shown in Fig. 4.

The output feature maps of Conv1, Conv2, and Conv3 are 
superimposed to obtain the crowd edge information feature 
map Fmargin as the input of the inverse attention module, and 
the Fmargin is extracted through the multi-column convolution 
module (MCB), and the MCB uses two-column convolution 
to extract features, the network structure of the first column 
is: Conv448,128,1—ReLU—Conv128,64,3- ReLU—Max pool-
ing—Conv64,32,1; the network structure of the second column 
is: Conv128,32,3-ReLU-Max pooling-Conv32,32,1, superimpose 
the feature maps of the output of the two columns of net-
works, and finally use a Conv64,32,1- Ave pooling convolution 
block to fuse the features extracted by the two columns of 
networks, where Conv I,O,K: I is the number of input feature 
map channels, O is the number of output feature map chan-
nels, K is the size of the convolution kernel, ReLU(Rectified 
Linear Unit) is the ReLU function, Max pooling is the max-
imum-pooling layer with a step size of 2, Ave pooling is the 
Average-pooling layer with a step size of 2. On the basis of 
IAB, the width of the network is expanded, a network branch 
is added, and the ability of extracting feature information is 
optimized; then obtain the background area (A−1) of the input 
feature image through the Sigmoid function, A−1 and Fmargin 
will be weighted, that is Fmargin ⊗ A−1, and then subtracted it 
from Fmargin to reduce the influence of background on crowd 
density estimation. Its calculation formula is as follows:

The result in the formula is a feature map that suppresses 
background interference.

3.4 � Back‑end module

The feature extraction module Conv3 and Conv4 output feature 
maps are superimposed to obtain the inside feature map of the 
crowd Finside is 1/8 of the original image size, and the F−1

margin 
output by the inverse attention module is 1/8 of the original 
image size, so the two feature maps are superimposed to obtain 
Fadd and sent to the back-end module. After the feature map 
passes through the pooling layer, although the over-fitting can 
be controlled and the invariance is maintained, the spatial 
resolution is reduced, part of the spatial information is lost, 
and the quality of the density map is not high enough. There-
fore, we use a dilated convolution in the back-end module. As 
shown in Fig. 5, it consists of 6 layers of convolutional layers 
with the dilation rate of 2 and a layer of 1 × 1 convolutional 
layers. The number of channels in each convolutional layer 
is different. The specific parameters are Conv 3,512,2—Conv 
3,512,2—Conv 3,512,2—Conv 3,256,2—Conv 3,128,2—Conv 3,64,2, 
where Conv K, N, R: K represents the size of the convolution 
kernel, N represents the number of channels, and R represents 
the dilation parameter;

The two-dimensional dilation convolution is defined as 
follows:

In the formula, Fend (m, n) is the output of dilated convolu-
tion from input Fadd(m, n) and a filter w (i, j) with the length and 
the width of M and N respectively, r is the dilation parameter of 
dilated convolution. Send Fend to the 1 × 1 × 1 convolutional layer, 
and finally, the network output a high-quality crowd density map.

(4)F−1
margin

= Fmargin − Fmargin ⊗ A−1

(5)Fend(m, n) =

M∑

i=1

N∑

j=1

Fadd(m + r × i, n + r × j)w(i, j)

Fig. 4   Multi-column inverse 
attention module
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3.5 � Loss function

The existing mainstream algorithms all set the Euclidean 
loss on the pixel as the loss function in the training process, 
but the loss function does not take into account the global 
count error of the input image. Therefore, we have designed 
a comprehensive loss function, which includes two parts: the 
Euclidean loss function and the loss function based on the 
predicted number of crowd. The Euclidean loss function is 
as follows:

In the formula, N is the number of pictures in the training 
set, Xi is the input picture,� is a set of parameters that can be 
learned, Z(Xi,q) represents the estimated density of the image 
i, Zi

GT represents the ground truth of the image i.

(6)L1 =
1

2N

N�

i=1

‖Z
�
Xi, �

�
− ZGT

i
‖2
2

The loss function based on the predicted number of people 
is as follows:

In the formula,Ĉ represents the estimated number of 
crowd, and C represents the real number of crowd.

The comprehensive loss function is as follows:

In the formula, the Euclidean loss function and the loss 
function based on the predicted number of people are accu-
mulated to obtain the comprehensive loss function, which 
has be used as the loss function in the training process of 
this paper. Among them, � represents the weight of the loss 
function calculation. It is proved in the Sect. 5.3 Parameter 
in loss function that when � = 0.5 , the most effective result 
is obtained.

(7)L2 = ‖Ĉ − C‖
2

(8)L = �L1 + (1 − �)L2

Fig. 5   Back-end module
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3.6 � Algorithm flow

The process of crowd density estimation can be divided into 
two parts: training process and testing process. The training 
process should send original images and ground truth into the 
convolutional neural networks for iterative learning to obtain 
the optimal learning model, that is the minimum loss function 
value. The testing process should use the original image to test 
the optimal model obtained by the training process, obtain 
the final density map and determine the number of people 
by integrating and summing the density map. The process is 
shown in Fig. 6 and algorithm 1. The specific training process 
and testing process are explained in Algorithm 1.

4 � Experiment

The experiment was conducted on the PC with 16 GB 
RAM and 2.5 GHz Intel®Core™ i5-10300H CPU, and 
accelerated by NVIDIA GTX 2060 graphics card. In this 
experiment, Adam is selected as the optimization method 
for network training, the network learning rate is 1 × 10–6, 
the attenuation factor of the learning rate is 0.005, and the 
Relu function is used as the activation function to improve 
the training speed and effectively avoid the disappearance 
of the gradient and explosion. To verify the ability of the 
network in this paper to solve the problem of perspec-
tive distortion and complex background interference in 

large-scale and complex population counting, experiments 
on four datasets: ShanghaiTech Part_A, ShanghaiTech 
Part_B[13], UCF_CC_50[3], WorldExpo`10[29]; the 
experiment content includes four parts: the first experiment 

is to test on the dataset; the second experiment is the com-
parative experiment, to prove the advancement and superi-
ority of this network by comparing evaluation indicators, 
the main comparison network include mainstream models 
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such as Switching-CNN[6], MCNN[13], CSRnet[14] and 
the latest models such as MSCANet[38] and DENet[39]; 
the third experiment is actual experiment, by counting the 
actual crowd images to test the general applicability of the 
network in this paper; the fourth experiment is ablation 
study, to prove the validity and rationality of the network 
we proposed, the performance of each module is tested.

4.1 � Datasets

In this paper, experiments are conducted on four datasets: 
ShanghaitechTech Part_A, ShanghaiTech Part_B, UCF_ 
CC_ 50, WorldExpo`10.

Shanghai Tech dataset  Shanghai tech dataset contains 1198 
labeled images, a total of 330,165 people. This dataset con-
sists of two parts: Part A contains 482 images of highly 
crowded crowd, 300 images are used for training process, 
182 images are used as testing process; Part B contains 719 
images of relatively sparse crowd, 400 images are used for 
training process, 316 images are used as testing process.

UCF_CC_50  UCF_CC_50 contains 50 images from the 
Internet with different viewing angles and different resolu-
tions. The number of labeled in each image ranges from 94 
to 4,543, with an average of 1,280. Because the number of 
pictures in this dataset is limited, and the number of anno-
tated people in the pictures is also compared, five-fold cross-
validation is used in this dataset [2].

WorldExpo`10  The WorldExpo`10 dataset contains 5 scenes 
with 3980 pictures, of which 3380 pictures are used as the 
training dataset, and the remaining 600 pictures are used as 
the testing dataset. Simultaneously, the dataset provides a 
region of interest (ROI).

A representative image is selected from each dataset, 
as shown in Fig. 7. (a) is from ShanghaiTech Part_A, this 
part of the image has the problem of complex background 
interference; (b) is from ShanghaiTech Part_B, this part of 
the image has the problem of human head scale diversity 
caused by perspective distortion; (c) is from UCF_CC_50, 
the crowd in the image of this dataset is very crowded, and 
there is almost no interference and noise. (d) is from the 
WorldExpo`10 dataset.,the images in this dataset provide 
the uneven distribution crowd with the form of ROI regions.

4.2 � Ground truth generation

The existing datasets generally give the original image, the 
coordinate position of the corresponding crowd in the image 
and the total number of people. Geometric adaptive kernel 

is used to generate the ground truth of the large-scale dense 
crowd. The definitions of geometric adaptive kernel F(X) is 
as follows:

where Xi is the coordinate position of the center of the 
human head,δ

(
X − Xi

)
 is the impact function, N is the num-

ber of labeled human heads,G�i
(X) is the geometric adaptive 

Gaussian kernel,�i is the reasonable estimation of geometric 
distortion, � is the fixed value,di =

1

k

∑j

k=1
di
j
 is the average 

of the sum of the distance between the ith human head in the 
image and its adjacent human heads. In the experiment, we 
set � = 0.3 and k = 3.

4.3 � Evaluation metrics

In this paper, the mean absolute error (MAE) and mean 
square error (MSE) are used as the evaluation indexes of 
the algorithm performance. Their expressions are as follows:

where N represents the number of test images, Ci repre-
sents the actual number of people in the ith image, and Ĉi 
represents the estimated number of people in the ith image. 
When the values of MAE and MSE are smaller, the error 
between the estimated number of people and the actual num-
ber of people is smaller, indicating that the effect of the 
experiment is better.

4.4 � Experiment one: Dataset test

In ShanghaiTech part_ A, ShanghaiTech Part_ B and UCF_ 
CC_ 50 datasets to test the network model's ability to solve 
the problem of perspective distortion and complex back-
ground interference in large-scale complex crowd density 
estimation, and compare the actual number of people with 
the predicted number. The test result is shown in Fig. 8, 
Fig. 9,Fig. 10.

As shown in Fig. 8, three representative sets of results 
from ShanghaiTech part_A, including the crowd image with 
complex background interference, the corresponding ground 

(9)H(X) =

N∑

i=1

�
(
X − Xi

)

(10)F(X) = H(X) × G�i
(X), with�i = �di

(11)MAE =
1

N

N∑

i=1

|||Ĉi − Ci
|||

(12)MSE =

√√√√ 1

N

N∑

i=1

(
Ĉi − Ci

)2
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truth, density map, the actual number and predicted number, 
the test results show that the average error of crowd count 
is less than 4%, and the complex background interference 
problem in large-scale dense crowd is well solved; As shown 
in Fig. 9, three representative sets of results from Shangha-
iTech part_B, including the crowd image with perspective 
distortion caused by shooting angles, the corresponding 
ground truth, density map, and the actual number and pre-
dicted number, the test results show that the average error of 
crowd count is less than 3.5%, and the influence of perspec-
tive distortion on the accuracy of crowd density estimation 
is greatly reduced in large-scale dense crowd; As shown in 
Fig. 10, three representative sets of results from UCF_CC50, 
including the large-scale dense crowd image, the corre-
sponding ground truth, density map, and the actual number 
and predicted number, the test results show that the average 
error of crowd count is less than 1.5%, and the ideal result is 
also achieved in the aspect of super large-scale dense crowd 
density estimation. The test results on three datasets show 
that the predicted number of people is close to or even the 
same as the real number. Therefore, the network model pro-
posed in this paper can better solve the problems of back-
ground interference and perspective distortion in large-scale 
dense crowd density estimation under complex background.

4.5 � Experiment two: Comparative experiments

To prove the advancement and superiority of the network 
model in this paper, performance tests were performed on 
the Shanghai Tech dataset and UCF_CC_50 dataset, and 
compared with some proposed network structures and some 
newly proposed network structures, using MAE and MSE 
as the measurement indicators. The results are shown in 
Table 1, the best results are shown in bold. The compared 
network structures are Switching-CNN [6], MCNN [13], 
CSRNet [14], FDCnet [16], ACSCP [40], CP-CNN [41], 
Cascaded-MTL [42], IG-CNN [43], SANet [44], D-ConvNet 
[45], DENet [39], SegCrowdNet [46],MSCANet [38], etc. 
The MAE and MSE of the above network structure are all 
from the original paper.

As shown in Table 1, in ShanghaiTech Part_A, the 
test results of the network model proposed in this paper 
show that both MAE and MSE have reached the mini-
mum, that is, the network model in this paper is better 
than the existing mainstream network models, compared 

with the current network model DENet with good per-
formance, MAE and MSE are reduced by 2.6% and 0.4% 
respectively; in ShanghaiTech Part_B, the test results of 
the network model proposed in this paper show that the 
MAE of the network model proposed in this paper is 1.4% 
higher than SANet, and MSE is 0.4% lower than SANet; 
in UCF_CC-50 dataset, the MAE of the network model 
proposed in this paper is 9.1% higher than SegCrowdNet 
and 0.8% higher than DENet, and MSE is 0.5% lower 
than CP-CNN. Compared with other networks, the net-
work model proposed in this paper has different degrees 
of optimization in MAE and MSE. At the same time, the 
parameter quantity is used as a measure of the network's 
computational performance, the parameter quantity of 
the network model proposed in this paper is 11.27 mil-
lion, which is lower than Switching-CNN(15.11 million), 
CSRNet(16.62 million), CP-CNN(68.4 Million) and other 
comparison networks, the amount of calculation on each 
dataset is also significantly reduced. As shown in Table 2, 
on the ShanghaiTechPart_A dataset, the average size of 
the input image is 576 × 864, on the ShanghaiTechPart_B 
dataset, the average size of the input image is 768 × 1024, 
on the UCF_CC-50 dataset, the average size of the input 
image is 656 × 1024, the number of floating point opera-
tions of the network model proposed in this paper is lower 
than most of the comparison algorithms on the above three 
datasets, compared with IG-CNN, ACSCP, etc., although 
the calculation amount of the network model proposed in 
this paper is higher than the comparison algorithm, the 
accuracy of counting and MAE and MSE are better than 
comparison algorithms.

To prove that the network proposed in this paper is also 
suitable for the scene of uneven population distribution, we 
conducted a test experiment on the WorldExpo`10 dataset, 
and compared with some proposed network structures and 
some newly proposed network structures, using MAE as the 
measurement indicators. The results are shown in Table 3, 
the best results are shown in bold. The compared networks 
are Switching-CNN [6], MCNN [13], CSRNet [14], ACSCP 
[40], CP-CNN [41], IG-CNN [43], SANet [44], DENet [39], 
SegCrowdNet [46], The MAE of the above network structure 
are all from the original paper.

As shown in Table 3, in the WorldExpo`10 dataset, the 
Average MAE of the method proposed in this paper sur-
passes all the methods compared, however, not all scenarios 

Fig. 7   Representative examples 
from four crowd density estima-
tion datasets
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Fig. 8   Example of Shangha-
iTech part_A dataset test

Fig. 9   Example of Shangha-
iTech part_B dataset test

Fig. 10   Example of UCF_
CC_50 dataset test
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are the best. In scenario 1, scenario 3, and scenario 5, the 
method proposed in this paper achieves the optimal MAE. 
In scenario 1, compared with the current best method 
SegCrowdNet, it is reduced by 0.2%; In scenario 3, com-
pared with the current best method CSRNet, it is reduced by 
0.1%; In scenario 5, compared with the current best method 
SegCrowdNet, it is reduced by 0.2%. The method proposed 
in this paper does not work very well in scenario 2 and sce-
nario 4. The MAE in these two scenarios is 1.6% and 3% 
higher than the current best method, respectively, but the 
Average MAE of the method proposed in this paper in the 
five scenarios is 0.26% lower than the current best method 
ACSCP. On the WorldExpo`10 dataset, the number of float-
ing point operations as shown in the last column of Table 2. 
The average size of the input image is 576 × 720, on this 
dataset, the calculation amount of the network model pro-
posed in this paper is also lower than that of most compari-
son algorithms. Therefore, the method proposed in this paper 

applies also to scenarios where the population is unevenly 
distributed.

In summary, compared with the existing network models, 
and the network model in this paper shows obvious advance-
ment and superiority. In 5.4 Statistical analysis of compara-
tive experiments, Friedman tests were used to prove and 
discuss the analysis.

4.6 � Experiment there: Actual experiments

To test the universal applicability of this network model, a 
real scene test is conducted. The test data come from crowd 
images taken on campus and urban roads. These images have 
complex background interference problems and perspective 
distortion problems. The test results are shown in Fig. 11.

Here are six sets of test results, including original pic-
tures, density maps, and actual and predicted numbers of 
people. The test pictures given include crowd images with 
a uniform perspective distortion caused by shooting angles, 

Table 1   Comparison of network 
models on ShanghaiTech 
dataset and UCF_CC_50 dataset

Method Shanghai Tech Part_A Shanghai Tech Part_B UCF_CC_50

MAE MSE MAE MSE MAE MSE

MCNN 110.2 173.2 26.4 41.3 377.6 509.1
Switching-CNN 90.4 135 21.6 33.4 318.1 439.2
Cascaded-MTL 101.3 152.4 20.2 31.1 322.8 397.9
D-ConvNet 73.5 112.3 18.7 26 288.4 404.7
IG-CNN 72.5 118.2 13.6 21.1 291.4 349.4
ACSCP 75.5 102.7 17.2 27.4 291 404.6
CSRNet 68.2 115 10.6 16 266.1 397.5
MSCANet 66.5 102.1 - - 242.8 329.8
CP-CNN 73.6 106.4 20.1 30.1 295.8 320.9
FDCnet 75.1 118.5 10.3 15.8 246.8 322.2
DENet 65.5 101.2 9.6 15.4 241.9 334.9
SegCrowdNet 68.3 104.1 12.1 19.3 233.6 352.6
SANet 67 104.5 8.4 13.6 258.4 334.9
Our method 62.9 100.8 9.8 13.2 242.7 320.4

Table2   The inference efficiency of Comparison network models. #Param denotes the number of parameters, while FLOPs is the number of 
floating point operations. The units are million (M) for #Param, giga (G) for FLOPs

Method #Param Part_A Part_B UCF_CC_50 WorldExpo`10
FLOPs(576 × 864) FLOPs(768 × 1024) FLOPs(656 × 1024) FLOPs(576 × 720)

Switching CNN 15.11 191.24 302.16 258.11 159.35
D-ConNet 16.62 210.33 332.36 283.91 175.28
IG-CNN 4.7 59.48 93.98 80.28 49.57
ACSCP 5.1 64.54 101.99 87.12 53.78
CSRNet 16.26 205.88 325.34 277.42 171.57
CP-CNN 68.4 674.59 1065.96 910.31 562.17
FDCnet 12.98 165.84 262.06 223.85 138.19
Our method 11.27 96.37 152.28 130.08 80.31
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crowd images with complex background interference prob-
lems, and large-scale dense crowd images. As shown in 
Fig. 11, the network model proposed in this paper can also 
generate high-quality density maps for test samples that have 
not been trained. Analyze the predicted number of crowds 
obtained, and compare the actual number of people with 
the predicted number of people. It can be seen that there are 
errors in the prediction within a reasonable range. There-
fore, the network model proposed in this paper is universally 
applicable, it has strong application value for large-scale per-
spective distortion crowd density estimation under complex 
background.

4.7 � Experiment four: Ablation study

Since the network structure proposed in this paper is com-
posed of multiple modules, we have conducted ablation 
experiments on ShanghaiTech dataset to prove the effective-
ness of the IA-MFFCN structure. The experimental results 
are shown in Table 4.

We first performed an experiment on the feature extrac-
tion module, and the test results are shown in the first row of 
Table 4, it can be seen that neither MAE nor MSE in the first 
row is the smallest, that is, it cannot provide the best perfor-
mance; then, after the feature extraction module, the inverse 
attention mechanism was added, and the other structures 
remain unchanged. It can be seen that compared to only have 
feature extraction module, MAE and MSE on the Shangha-
iTech Part_A dataset are reduced by 15% and 11.7% respec-
tively, and MAE and MSE on the ShanghaiTech Part_B data-
set reduced by 1.8% and 9.8%, respectively, which fully proves 
the gain of the inverse attention module to the entire model; 
finally, using IA-MFFCN for experiments, the test results 
show that compared with the above two experiments, MAE 
and MSE on the ShanghaiTech Part_A dataset are reduced by 
2.5% and 7.8% respectively, and MAE and MSE on the Shang-
haiTech Part_B dataset are reduced by 4.8% and 2.1% respec-
tively, which proves that each module has a certain effect on 

improving network performance and verifies the validity and 
rationality of our proposed network module.

5 � Discussion

Since our network is composed of multiple modules, we 
should verify their effectiveness to obtain the final per-
formance. Because the ShanghaiTech dataset is the data-
set with the largest number of labeled people, this paper 
discusses based on this dataset in the same experimental 
environment.

5.1 � Study of Feature extraction module

To verify the ability of the feature extraction module of 
this paper to extract features of different scales, without 
changing other structures, the first 10 layers of VGG16 are 
used to replace the Feature extraction module to verify its 
impact on network performance. The experimental results 
are shown in Table 5. Among them, VGG represents using 
the first ten layers of VGG16 as the feature extraction net-
work, and FEM represents the feature extraction module 
proposed in this paper, which is the method proposed in 
this paper.

It can be seen from Table 5 that using the feature extrac-
tion module proposed in this paper (the second row of the 
table) compared with using the first 10 layers of VGG16 as 
the feature extraction module (the first row of the table) has a 
significant reduction in MAE and MSE, namely, The feature 
extraction module proposed in this paper has obvious advan-
tages in feature extraction ability and counting accuracy.

5.2 � Study of Inverse attention module

The traditional inverse attention mechanism only uses a list 
of networks for feature extraction, which may easily cause 
the loss of information, which will affect the performance 

Table 3   Comparison of network 
models of five scenarios on 
WorldExpo`10 dataset

Method S1 S2 S3 S4 S5 Average

MCNN 3.4 20.6 12.9 13 8.1 11.6
IG-CNN 2.6 16.1 10.15 20.2 7.6 11.3
Switching-CNN 4.4 15.7 10 11 5.9 9.4
CSRNet 2.9 11.5 8.6 16.6 3.4 8.6
CP-CNN 2.9 11.5 8.6 16.6 3.4 8.6
SANet 2.8 14 10.2 12.5 3.5 8.6
DENet 2.8 10.7 8.6 15.2 3.5 8.2
SegCrowdNet 2.3 11.9 11.8 11.2 2.4 7.9
ACSCP 2.8 14.05 9.6 8.1 2.9 7.5
Our method 2.1 12.3 8.5 11.1 2.2 7.24
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of the network. We have expanded the branch of the convo-
lutional network in the inverse attention mechanism, added 
a pooling layer. To prove its effectiveness, a comparative 
experiment was conducted on the ShanghaiTech Part_A 
dataset for IAB and MIAM. Both the feature extraction 
module and the back-end module of the experiment use the 
corresponding parts of the network model proposed in this 
paper. The results of the comparison are shown in Table 6.

The results show that IAB plays a certain role in solv-
ing the problem of complex background interference in 
crowd density estimation, but its feature extraction ability 
is limited, MIAM has a stronger ability to solve the prob-
lem of complex background interference in crowd density 
estimation. It is tested on the ShanghaiTech Part_A data-
set, the results show that the introduction of IAB reduces 
MAE by 5% and MSE by 13.6%; compared with the network 

introduced with IAB, the network structure with the intro-
duction of MIAM reduces MAE by 0.3% and MSE by 0.6%. 
The introduction of MIAM improves the network's ability to 
reduce background interference and improves the accuracy 
of the network's crowd density estimation.

5.3 � Parameter in loss function

In the training process of the network, the use of different 
loss functions will have a direct impact on the performance 
of the model. This article uses the Euclidean loss function 
and the loss function based on the predicted number of peo-
ple as the loss function of this article, and adjust the propor-
tion of the two by calculating the weight of the loss to get 
the best results, experiments on the ShanghaiTech dataset. 
The experimental results are shown in Fig. 12.

Fig. 11   Results of actual experi-
ments

Table 4   Results of ablation 
study on ShanghaiTech dataset

Module ShanghaiTech Part_A ShanghaiTech 
Part_B

Feature extraction 
module

MIAM Back-end 
module

MAE MSE MAE MSE

√ 80.4 120.3 16.4 25.1
√ √ 65.4 108.6 14.6 15.3
√ √ √ 62.9 100.8 9.8 13.2

Table 5   Comparison results of feature extraction modules

Method ShanghaiTech Part_A ShanghaiTech 
Part_B

MAE MSE MAE MSE

VGG 72.4 108.3 11.7 16.8
FEM 62.9 100.8 9.8 13.2

Table 6   Discussion results of ShanghaiTech Part_A dataset

Method MAE MSE

Feature extraction module + Back-end module 68.2 115
Feature extraction module + IAB + Back-end module 63.2 101.4
Feature extraction module + MIAM + Back-end 

module
62.9 100.8
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As shown in Fig. 12, it shows the changes of MAE and 
MSE in the ShanghaiTech dataset as � changes. With the 
change of � , in the two datasets, the values of MAE and 
MSE show a trend of first decreasing and then increasing. 
When � = 0.5 , that is, when the two parts of the loss func-
tion occupy the same proportion, achieved the optimal value.

5.4 � Statistical analysis of comparative experiments

To prove the superiority of the proposed method compared 
with the comparison algorithm, this paper uses the Friedman 
test and Nemenyi test to perform a full statistical analysis 
on the MSE of 13 comparison algorithms on the Shangha-
iTech Part_A, Part_B and UCF_CC_50 data sets. The ordi-
nal statistical results of algorithm performance are shown 
in Table 7.

The results show that the average MSE order value of 
the method proposed in this paper is first in the comparison 
algorithm, which shows that the algorithm proposed in this 
paper improves the accuracy of crowd counting to a certain 

extent. Taking MSE as the measurement index,the results of 
the Friedman test and Nemenyi test for each algorithm are 
shown in Fig. 13.

The vertical axis in the figure shows the comparison 
algorithms, and the horizontal axis shows the average 
sequence value of each algorithm in the ShanghaiTech 
Part_A, Part_B and UCF_CC_50 data sets according to 
the MSE value ranking.For each algorithm, a dot is used 
to represent the average sequence value, and the horizontal 
line segment centered on the dot represents the size of the 
critical value range, When the critical value ranges of the 
two comparison algorithms do not intersect, it means that 
the performance of the former is significantly better than 
the latter of the two comparison algorithms. As shown in 
Fig. 13,compared with the other 12 algorithms on 3 data-
sets, the method proposed in this paper shows that it has 
no intersection with the horizontal lines of MCNN, switch-
ing-CNN, and Cascaded-MTL, that is, it is significantly 
better than the above three algorithms. As can be seen, 
compared with other algorithms, the average sequence 

Fig. 12   MAE and MSE in 
ShanghaiTech dataset under 
different counting weights

Table 7   Ordinal table of 
algorithm performance with 
MSE as an indicator

Method ShanghaiTech 
Part_A

ShanghaiTech 
Part_B

UCF_CC_50 Average sequence

Ours 1 1 1 1
DENet 2 3 5 3.33
SANet 5 2 4 3.67
FDCnet 10 4 3 5.67
SegCrowdNet 4 6 7 5.67
CP-CNN 6 10 2 6
CSRNet 8 5 8 7
ACSCP 3 9 10 7.33
IG-CNN 9 7 6 7.33
D-ConvNet 7 8 11 8.67
Cascaded-MTL 12 11 9 10.67
Switching-CNN 11 12 12 11.67
MCNN 13 13 13 13
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ranking of the MSE value of the method proposed in this 
paper is 1, while the average sequence ranking of the MSE 
value of DENet is 3.33, which has the second best perfor-
mance.That is to say, the comprehensive performance of 
the three datasets of ShanghaiTech Part_A, Part_B and 
UCF_CC_50 proposed in this paper has a certain degree of 
advantage, which reduces the value of MSE and improves 
the accuracy of crowd counting.In summary, compared 
with the existing network models, and the network model 
in this paper shows obvious advancement and superiority.

6 � Conclusion

To solve the problem of difficulty in counting caused by per-
spective distortion and background interference, in this paper, 
we propose a multi-scale feature fusion network based on the 
inverse attention mechanism (IA-MFFCN) to estimate the 
number of crowd with large-scale perspective distortion in 
complex backgrounds. IA-MFFCN uses a single-column con-
volution kernel multi-scale feature fusion network to extract 
features of different scales and perform multi-scale feature 
fusion to solve the problem of perspective distortion, uses a 
multi-column inverse attention module to denoise the inter-
ference background, reduce the impact of background noise 
on counting accuracy, and solve the background Interference 
problem, use a new type of comprehensive loss function to 
enhance the sensitivity of the counting network, finally, the 
quality of the density map is improved by dilated convolu-
tion. The experimental results on the ShanghaiTech dataset, 
UCF_CC_50 dataset and WorldExpo`10 dataset show that the 
method in this paper can effectively extract multi-scale crowd 
features, reduce the interference of complex backgrounds and 
improve the accuracy of crowd counting. In future work, we 

will further optimize our method, such as preprocessing the 
image, using other methods to generate density maps, etc., to 
improve its accuracy and robustness. Simultaneously, we will 
further transfer our work to more crowd-counting scenes, espe-
cially scenes where crowds move faster, such as train stations 
and airports. Additionally, the work of crowd counting can be 
transferred to other counting fields, such as highway vehicle 
density counting, port ship density counting, etc.
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