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Abstract

Clustering is an unsupervised data analytic technique that can determine the similarity between data objects and put the
similar data objects into one cluster. The similarity among data objects is determined through some distance function. It is
observed that clustering technique gains wide popularity due to its unsupervised and can be used in diverse research filed
such as image segmentation, data analytics, outlier detection, and so on. This work focuses on the data clustering problems
and proposes a new clustering algorithm based on the behavior of micro-bats. The proposed bat algorithm to determine
the optimal cluster center for data clustering problems. It is also observed that several shortcomings are associated with
bat algorithm such as slow convergence rate, local optima, and trade-off among search mechanisms. The slow convergence
issue is addressed through an elitist mechanism. While an enhanced cooperative method is introduced for handling popula-
tion initialization issues. In this work, a Q-learning based neighbourhood search mechanism is also developed to effectively
overcome the local optima issue. Several benchmark non-healthcare and healthcare datasets are selected for evaluating the
performance of the proposed bat algorithm. The simulation results are evaluated using intracluster distance, standard devia-
tion, accuracy, and rand index parameters and compared with nineteen existing meta-heuristic algorithms. It is observed that
the proposed bat algorithm obtains significant results with these datasets.
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1 Introduction of two approaches- agglomerative (bottom up) and divisive
(top down). In the agglomerative approach, each data point

In the data analytic field, clustering is a well-known data  belongs to a separate cluster initially. As the process goes on,

analysis method for determining similar data objects and
grouped these data objects into one cluster [1, 2]. A cluster
consists of similar data objects and has dissimilarity with the
object present in other clusters [3]. The clustering task can
be described through partitional, hierarchical, grid based,
density based, and model-based clustering [4—6]. The par-
titional clustering aims to divide the set of data objects into
many distinct clusters based on dissimilarity measures. In
hierarchical clustering corresponds to the tree structure of
clusters and each node of the tree acts as a cluster. It consists
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data points merge within a cluster, if having similar capabili-
ties. While in the divisive approach, all data points belong to
one cluster and are repeatedly divided into smaller clusters
based on dissimilarity criteria. The grid-based clustering
quantizes the data space into a finite number of cells and
generates a grid like structure. While, in density-based clus-
tering, the clusters are designed on the basis of data com-
pactness. The compactness is computed through the number
of data points presented in a given radius and the density of
data points can be used to construct the clusters. The model-
based clustering considers the generation of clusters using
probability distribution function and each component rep-
resents a cluster. The clustering techniques has been proved
their potentiality in various field such as image segmen-
tation, stock market, pattern recognition, outlier detection,
feature extraction, and medical data analysis [7-9].
Recently, meta-heuristic algorithms are widely adopted
in the field of data clustering for obtaining the optimum

@ Springer


http://orcid.org/0000-0003-3451-4897
http://crossmark.crossref.org/dialog/?doi=10.1007/s10489-021-02934-x&domain=pdf

10542

A. Kaur, Y. Kumar

clustering solutions [10]. These algorithms are inspired
from swarm intelligence and insect behaviour like particle
swarm optimization (PSO) [11, 12], artificial bee colony
(ABC) [13-15] and ant colony optimization (ACO) [16,
17]; well-known physics laws like magnetic optimization
algorithm (MOA) [1], charged system search (CSS) [18],
black hole (BH) [19] and big bang-big crunch (BB-BC) [20,
21]; chemical processes like artificial chemical reaction opti-
mization (ACRO) [22]; evolutionary algorithms [23] like
genetic algorithm (GA), genetic programing (GP) and bio-
geography based algorithm (BBA) [24]; animal behaviour
based algorithms like grey wolf optimization (GWO) [25],
elephant heard optimization [26], cat swarm optimization
[27], lion optimizer [28]; and population based algorithms
like sine cosine algorithm [29], stochastic fractal search
algorithm [30], thermal exchange optimization algorithm
[31]. These algorithms are differ to each other in terms of
local and global search mechanisms. The different search
mechanisms are adopted for computing local and global
optimum solutions. Few algorithms having strong local
search ability, for example CSO, BB-BC, SCA, BH etc.,
while rest of have strong global search ability like PSO,
ABC, BBA, GWO etc. [10] However, it is observed that
for getting optimal solution, local and global search abili-
ties should be balanced [12]. Further, Abraham et al. [32]
stated that data clustering can minimize the dissimilarity
measures between the data points within a cluster and dis-
similarity can be maximized between data points of other
clusters. Several clustering algorithms are designed such
k-means, c-means, tabu search, simulated annealing etc. But,
it is observed that these algorithms are sensitive to initial
solutions, thus easily trapped in local optima. For example,
Choudhury et al., [33] designed an entropy based method
to determine the initial solutions for the k-means algorithm.
The aim of this method is to overcome the dependency of
k-means on initial solutions. Moreover, Torrente and Romo
[34] also considered the initialization issue of k-means and
developed a new initialization method based on the concept
of bootstrap and data depth for computing the optimal ini-
tial solutions. It is also noticed that traditional clustering
algorithms faced difficulty with complex and large datasets.
This issue of data clustering is effectively addressed through
metaheuristic algorithms. For example, Ahmadi et al. [35]
designed a clustering algorithm based on the grey wolf
optimization method to tackle the data clustering problems,
especially with large datasets. Several modifications like
local search and balancing factor are incorporated into grey
wolf optimization to effectively handle the data clustering
problem. Ghany et al. [36] developed a hybrid clustering
algorithm based on whale optimization algorithm (WOA)
and tabu search (TS) for solving data clustering. The reason
for hybridization is to overcome the local optima and also to
improve the quality of clustering solutions. The results stated
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that hybridization of WOA and TS successfully handles the
aforementioned issues.

Sorensen presented the critical evaluation of various
well known metaheuristic algorithms [37]. It is stated that
researchers focus on the actual mechanism behind the under-
lying concept rather than to develop the new metaheuristic
algorithm and also concentrate promising research direc-
tion in the field of metaheuristic algorithms. To keep in
mind rather than design a new metaheuristic algorithm, this
work considers the existing metaheuristic algorithm i.e. Bat
algorithm for solving data clustering problems. Recently,
the bat algorithm become popular in the research commu-
nity and provides optimal solution for various optimization
problems [38—40]. Bat algorithm is developed by Yang et al.
[38] based on the behavior of micro-bats into an algorithm,
especially the echolocation feature of micro-bats. The micro-
bats use the echolocation feature to detect prey (food) and
avoid obstacles. For detection of prey, microbats emits a
short pulse. The aim of short pulse is to produce echo and
in turn, micro-bats recognize the shape and size of prey. It is
seen that several performance issues are associated with the
bat algorithm [40-42]. These issues are outlined as conver-
gence rate, local optima, population initialization, and trade-
off factor among local, and global searches. In turn, the bat
algorithm converges on near to optimal solution instead of
the optimal solution. The issues related to the performance
of the bat algorithm are summarized as

¢ Population Initialization: The initial population pro-
vides a significant impact on the success of clustering
algorithms [42, 43]. If, initial population is not selected
in effective manner, then premature convergence problem
can occur. As, meta-heuristic algorithms select the initial
population using random function.

e Local optima: It is noticed that sometime, the population
of bat algorithm is not updated in effective manner [39,
44]. In turn, the objective function returns same value in
successive iteration. Finally, algorithm converges with
same solution, but the solution is not optimal one. This
situation is called local optima and it occurs due to lack
of appropriate mechanism to update population of micro-
bats.

e Convergence Rate: The convergence rate of an algo-
rithm depends on the optimization process and explora-
tion of the search space [45, 46]. The convergence rate
can also affect due to lack of coordination between explo-
ration (local search) and exploitation (global search) pro-
cesses.

The contribution of work is given as:

1. To develop an enhanced cooperative co-evolution
method to handle the population initialization issue.
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2. An elitist strategy is developed for improving the con-
vergence rate.

3. To incorporate limit operator to check the local optima
situation in algorithm.

4. To develop the neighbourhood search mechanism for
exploring optimal candidate solution in exploration pro-
cess.

5. The proposed bat algorithm is applied to solve clustering
problems.

2 Related works

The recent works reported on partitional clustering algo-
rithm are summarized in this section. Since past few dec-
ades, numbers of clustering algorithms are developed for
obtaining the optimum results for partitional clustering. Few
of them are discussed below.

To determine best initial population and automatic cluster
numbers, Rahman and Islam [47] designed a hybrid algo-
rithm based on K-means (KM) and genetic algorithm (GA).
Genetic algorithm was applied to determine optimized ini-
tial cluster centres for KM. C-means algorithm was adopted
to obtain optimum clustering results. The performances of
proposed algorithms were assessed on twenty datasets. The
results were compared using well-known clustering tech-
niques. It was claimed that fuzzy c-means with GA gives
better clustering results.

Liu et al. [48] presented a clone selection algorithm for
addressing automatic clustering. In automatic clustering,
number of clusters can be detected in auto manner. Hence,
in this work, authors introduce a genetic operator for detect-
ing the number of clusters. The well-known twenty-three
datasets are selected for measuring the performance of the
clone selection algorithm. The results are compared with
ILS, ACDE, VGA and DCPSO algorithms. Authors claimed
that proposed algorithm provides better results without prior
knowledge for number of clusters.

A two-step artificial bee colony algorithm was reported
for obtaining the optimal clustering results [49]. Prior to
implement, three improvements are inculcated in ABC algo-
rithm to make it more robust and efficient. These improve-
ments are summarized as initial cluster centre locations,
updated search mechanism, and equations and abandoned
food source. The initial cluster centre locations are deter-
mined through one step KM method. A PSO based search
mechanism is used for exploring the promising search space.
Hooke and Jeeves concept are considered for evaluating
abandoned food source locations. The performance of pro-
posed two-step ABC algorithm is tested on both artificial
and benchmark data sets and compared with well-known
clustering algorithms. It was observed from the results that

the proposed algorithm significantly improves the perfor-
mance of conventional ABC algorithm.

Cao et al. [50] developed a new initialization method
based on neighbourhood rough set model. The intra cluster
and inter cluster similarities of an object were represented
in terms of cohesion and coupling degrees. Furthermore, it
is integrated with KM algorithm for improving clustering
results. The efficacy of proposed algorithm is tested over
three datasets and compared with other two initialization
algorithms. The proposed initialization method provides
superior results than traditional methods.

Han et al. [51] adopted a new diversity mechanism in
gravitational search algorithm to handle clustering prob-
lems. The collective response of birds can be used to design
diversity mechanism and implemented through three
simple steps- (i) initialization, (ii) identification (nearest
neighbours) and (iii) orientation alteration. The candidate
population is generated into initialization step as a first step
of algorithm. The second step corresponds to evaluate the
nearest neighbours through a neighbourhood strategy. Third
step can change the current location of candidate solution
based on nearest neighbour. Thirteen datasets are chosen
for evaluating the performance of algorithm and simulation
results are compared with well-known clustering algorithms.
Authors claimed that proposed algorithm achieves superior
clustering results.

Senthilnath et al. [52] introduced two-phase fire fly algo-
rithm (FA) for clustering task. This algorithm simulates the
flashing pattern and social insect behaviours of fire flies.
First phase of algorithm measures the variation of light
intensity. Second phase towards the movement of fireflies.
The efficiency of fire fly algorithm is assessed on thirteen
standard datasets and compared with ABC and PSO. The
simulation results favour the existence of FA algorithm in
clustering filed.

To handle the initialization issue of K-mean algorithm,
Erisoglu et al. [53] developed a new initialization method.
This method is based on the bi-dimensional mapping of fea-
tures. Initially, two features are chosen, the first feature is
an attribute with maximum value of variation coefficient,
called main axis. The second feature is determined using
correlation values between main axis (first variable) and rest
of attributes. Hence, the second feature is an attribute with
minimum correlation. The several benchmark datasets are
used to evaluate the performance of the proposed algorithm.
From simulation results proved that proposed method sig-
nificantly better than KM algorithm.

Kumar and Sahoo [54] hybridized the MCSS algorithm
with PSO. The personal best mechanism of PSO algorithm
was added into magnetic charge system search algorithm.
Further, neighbourhood strategy was also introduced to
avoid local optima situation. The ten datasets are selected
for evaluating the performance of MCSS—PSO algorithm
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and results are compared with wide range of clustering
algorithms. Authors claimed that better quality results are
achieved by MCSS-PSO algorithm.

Zhou et al. [55] introduced simplex method-based SSO
algorithm for solving clustering task. In this work, simplex
method is incorporated into SSO algorithm to enhance local
search ability and improved convergence speed. The eleven
datasets are considered for evaluating the simulation results
of proposed algorithm and compared with well-known clus-
tering algorithms. The proposed SSO algorithm perform
well in terms of accuracy, robustness, and convergence
speed.

Boushaki et al. [56] designed a new quantum chaotic CS
algorithm for clustering task. To extend the global search
ability of quantum chaotic cuckoo search algorithm, a non-
homogeneous update mechanism was employed. Chaotic
maps are incorporated in this algorithm to improve conver-
gence speed. The performance of algorithm was compared
with different variants CS algorithms and hybrid variants
of clustering algorithms. Authors claimed that proposed
CS algorithm provides more compact clusters than other
algorithms.

A combination of GA and message-based similarity
(MBS) measure was presented for effective cluster analysis
by Chand et al. [57]. The MBS measure consists of two types
of messages-responsibility and availability. The messages
are exchanged among data points and cluster centres. The
responsibility can be measured as evidence regarding cluster
centres, while the availability corresponds to appropriate-
ness of data point with respect to clusters. Further, GAMBS
consists of variable-length real-valued chromosome repre-
sentation and evolutionary operator. The artificial and real-
life datasets are adopted for measuring the performance of
GAMBS algorithm. The simulation results showed that the
algorithm obtains significant clustering results.

Hatamlou [23] developed a new clustering algorithm
inspired from black hole (BH) phenomenon. Like other clus-
tering algorithms, BH algorithm starts with initial popula-
tion selection and objective function evaluation. The per-
formance of proposed algorithm is tested on six benchmark
datasets and it is stated that black hole clustering algorithm
provides better clustering results.

Zhang et al. [58] presented an ABC algorithm for data
clustering. In ABC, onlooker bees and employed bees are
responsible for global search, while scout bees are respon-
sible for local search. Further, Deb’s rule is incorporated
to redirect search in solution space. The performance was
tested on three real-life datasets and compared with other
clustering algorithms. Results revealed that the proposed
algorithm provides good quality results.

Taherdangkoo et al. [59] reported a new blind naked mole
rat’s algorithm in clustering field. This algorithm considers
food search capability and colony protection characteristics
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of mole rats. The algorithm starts by initializing the popula-
tion of mole rats and searches the entire space for optimal
solution in random fashion. In next iterations, employed
mole rats start movement to target food source and their
neighbours. The performance of proposed algorithm was
tested on six standard datasets and compared with other
well-known clustering algorithms. Results revealed that
blind naked mole rat’s algorithm provides higher accuracy
with faster convergence speed.

Hatamlou [60] considered the slow convergence rate
of binary search algorithm and designed a new algorithm
for cluster analysis. This algorithm chooses initial cluster
points from differ locations. Further, the search direction is
based on the successive objective function values. If current
objective function is better than previous objective func-
tion, then search proceeds in same direction, otherwise in
opposite direction. The six benchmark datasets are chosen
for evaluating the efficacy of proposed algorithm. The results
are compared with KM, GA, SA, TS, ACO, HBMO, and
PSO algorithms. The proposed algorithm provides superior
clustering results.

Bijari et al. [61] presented a memory-enriched BB-BC
algorithm for clustering. It works in two phases- BB and BC
phase. The BB phase corresponds for generation of random
points near to initial seed points. While, BC phase corre-
sponds for optimizing these generated points. The BB-BC
algorithm is memory less algorithm. So, a memory concept
is integrated into BB-BC algorithm for memorizing the best
location and also maintaining the exploration and exploita-
tion tasks. The performance of algorithm was tested on six
data sets and compared with well-known algorithms like
GA, PSO, GWO, and original BB-BC. Results stated that
the clustering results are improved significantly.

Abualigah et al. [62] combined krill herd (KH) optimi-
zation algorithm with harmony search (HS) to overcome
local optima problem in clustering. A global exploration
operator and reproduction procedure was integrated in krill
herd algorithm. The seven standard datasets are selected
for measuring the performance of proposed algorithm and
results are compared with GA, PSO, HS, KHA, H-GA, and
H-PSO algorithms. Authors claimed that proposed combina-
tion (KH + HS) achieves more accurate clustering results.

Pakrashi and Chaudhuri [63] hybridized Kalman filtering
algorithm with KM algorithm. In this work, authors consider
the slow convergence rate of KM algorithm and it can be
improved with the help of Kalman filtering algorithm. Fur-
ther, a conditional restart mechanism was also incorporated
in K-Means algorithm to handle local optima situation. The
seven benchmark datasets are taken for evaluating the per-
formance of proposed algorithm and results are compared
with HKA, KGA, GAC, ABCC, and PSO algorithms. It is
noticed that Kalman filtering algorithm successfully over-
come the deficiency of KM algorithm.
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Kang et al. [64] hybridized KM and mussels wander-
ing optimization algorithm, called K-MWO. The proposed
algorithm comprises of local search abilities of KM, while,
global search is accomplished through mussels wandering
optimization algorithm. The performance is tested on nine
datasets and results are compared with K-M and K-PSO
algorithms. Authors claimed that K-MWO is an effective
clustering algorithm.

To solve clustering search space problems, Wang et al.
[65] presented a hybrid version of flower pollination algo-
rithm (FPA) and bee pollinator algorithm (BPA). The dis-
card pollen operator of ABC is used for enhancing global
search ability of flower pollination algorithm. Further, the
local search mechanism is improved through elite mutation
and crossover operator. Several artificial and benchmark
datasets are selected for measuring the performance of pro-
posed algorithm. The simulation results are compared with
KM, FPA, CS, PSO, ABC, DE, algorithms. Results proved
that combination of FPA and BPA provides more optimal
results than others.

Hatamlou and Hatamlou [66] designed a two-stage
clustering approach to overcome the drawbacks of particle
swarm optimization like local optima and slow convergence
speed. In first stage, PSO algorithm is adopted for generat-
ing the initial candidate solution. In second stage, HS algo-
rithm is considered for improving the quality of solution.
Seven datasets are chosen for measuring the performance
of the proposed algorithm and results are compared with
KM, PSO, GSA, BB-BC methods. It is seen that proposed
algorithm determines good quality clusters.

A hybrid version of ABC algorithm with genetic algo-
rithm is also presented for enhancing the information
exchange mechanism among bees by Yan et al. [67]. It is
applied for solving data clustering problems. The infor-
mation exchange mechanism is enhanced with the help of
crossover operator. The six standard datasets are adopted
for evaluating the simulation results of proposed ABC algo-
rithm and results are compared with other ABC, CABC,
PSO, CPSO and GA clustering algorithms. The proposed
ABC algorithm having better clustering results than others.

To perform efficient clustering, Kwedlo [68] combined
differential evolution (DE) algorithm with KM. KM algo-
rithm is used to tune candidate solutions generated through
mutation and crossover operators of DE. Additionally, a
recording procedure is also introduced to handle redundant
solutions. The performance of proposed algorithm was com-
pared with five other well-known clustering algorithms. It
was noticed that DE-KM algorithm gives state of art clus-
tering results.

Yin et al. [69] presented a hybridized version of improved
GSA with KHM for solving clustering problems. This work
considers the convergence rate of KHM and diversity mech-
anism of GSA to develop new algorithm. The performance

of proposed algorithm is tested on seven benchmark datasets
and compared with other well-known clustering algorithms.
Authors claimed that combination of KHM-GSA achieves
better convergence.

A hybrid version of ant algorithm is presented for han-
dling clustering problems [70]. KHM algorithm is used for
hybridizing the Ant algorithm, called KHM-Ant. The pro-
posed algorithm contains the merit of both algorithms such
as initialization characteristic of KHM and local optima
characteristic of ant. The five benchmark datasets are consid-
ered for measuring the performance of KHM-Ant algorithm.
The simulation results are compared with KHM and ACA.
Authors claimed that more optimal results are achieved by
KHM-Ant algorithm.

Xiao et al. [71] developed a quantum-inspired GA (QGA)
for partitional clustering. In this work, Q-bit based represen-
tation and rotation operation of quantum gates are applied
for achieving better search mechanisms. Several standards
and simulated datasets are selected for evaluating the per-
formance of QGA algorithm. The QGA is able for finding
optimal clusters without prior knowledge of number of clus-
ters centres.

Aljarah et al. [72] hybridized grey wolf optimizer (GWO)
with tabu search (TS) for cluster analysis. TS is incorporated
as an operator in GWO for searching neighbourhood. It helps
in balancing exploration and exploitation of GWO. The pro-
posed GWOTS is tested on thirteen real datasets and results
have been compared with other popular metaheuristics. The
experiment results show that GWOTS is superior in terms of
convergence behaviour and optimality of results.

A PSO based clustering algorithm is presented in [73].
The concept of cooperative evaluation is incorporated into
PSO for improving convergence rate and diversity. The
cooperative co-evolution method worked as decomposer
and PSO algorithm as optimizer. The standard and simu-
lated datasets are selected for measuring the performance of
PSO and compared with SRPSO, ACO, ABC, DE, and KM
algorithms. The concept of cooperative evaluation improves
the performance of PSO in significant manner.

To solve clustering problems effectively, an improved
CSO algorithm is reported in [74]. Several modifications are
incorporated in CSO algorithm to make it effective. These
modifications are described in terms of search equations.
Further, a local search method is also developed for han-
dling local optima problem. The performance is evaluated
on five datasets and compared with several known clustering
algorithms. Simulation results showed that improved CSO
obtains effective clustering results.

A class room teaching based meta-heuristic algorithm is
also presented for handling clustering problems [75]. The
properties of K-means algorithm were also investigated for
effective clustering results [76]. Six benchmark datasets
are used to evaluate the performance of aforementioned

@ Springer



10546

A. Kaur, Y. Kumar

algorithm. The performance is measured in terms of over-
lapping, number of clusters, dimensionality and cluster size.
An intelligent system for spam detection was presented in
[77]. More relevant features were identified using evolution-
ary random weight networks. Table 1 gives the summary of
the various studies of literature.

3 Bat algorithm

Bat algorithm is based on the echolocation behaviour of
microbats especially prey detection and obstacle avoidance
[38]. In search of prey, microbat emits short pulse and con-
siders the echo of nearby objects to determine its shape and
size. The loudness, emission rate and random variable of bat
algorithm are initialized using Eqgs. (1-2).

A = o (A}) )]
it = [1 - exp ()] )

Where, Ail is loudness,ri‘is pulse emission rates and (a) is a
user specified variable having values between [0—1]. The fre-
quency and velocity of bats are computed using Egs. (3—4).

£ = £ + (FaThin) rand O 3)
V=V ()6 @

Where, f:mnandfrtnax denotes lowest and highest frequen-
cies at time stamp (t) and rand () is a random function hav-
ing values between [0—1],v§‘1 is initial Velocity,xgis current
position and x,, is current best position. The positions of bats
are updated using Egs. (5-6)

7= Xy +; )
Xpew = X; + randi[—1, 1]A] (6)
Where, X,,.,, is new position and x{*' is final updated

position.

4 Improved Bat algorithm for cluster
analysis

This section presents the proposed improvements in bat
algorithm. These improvements are (i) enhanced co-oper-
ative co-evaluation for population initialization, (ii) elit-
ist strategy for better convergence rate as well as tradeoff
between local and global solutions, and (iii) neighborhood
strategy to avoid local optima and explore good candidate
solutions.
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4.1 Enhanced co-operative co-evolution method

It is observed that efficiency of clustering algorithm also
depends on initial cluster points [42, 44]. Several initializa-
tion methods are reported to address initial cluster selection
problem [47-50]. For improving the performance of bat
algorithm, an enhanced co-operative co-evolution frame-
work is introduced to select initial cluster centers. The co-
operative co-evolution method works on divide and con-
quers paradigm. This paradigm divides the problem into
sub problems and sub problems can be solved individually
and final solution is obtained by combing each sub problem
solution. Hence, in this work, a co-operative co-evolution
method with centroid selection mechanism is proposed. This
method considers number of partitions, size of partition, and
selection criteria for population initialization.

4.1.1 Population partitions and size description

This subsection gives description about number of partitions and
their size to implement the co-operative co-evolution method.
First task is to divide the population (data instances) into several
predefined partitions. The partitions are equal to number of clus-
ters (K) for a given dataset as mentioned in Eq. 7.

p, x K )

Where, p, denotes number of partitions and K denotes the
number of clusters. The size of subpopulation is obtained
through Eq. 8.

ps =T/K (®)

Where, T is total population size i.e., data instances in a
dataset, K is number of clusters and p,denotes size of sub-
populations. The number of subpopulations is computed
through Eq. 9.

Py = 110 [p,]
Py = [UL(py; ) + 1] to[py; +p,]
. n={1,23....K)
Pynet) = [UL(Pyany) + 1] to- + [poo] + [py 1 + [ps]
K-1
Psn = [UL(p\(n—l)) + 1] + Z() [ps]
o

®

In Eq. 9, py;, Pgys ---Pspdenotes subpopulations. UL rep-

resents the upper limit in a sub population. Further, from

each subpopulation an appropriate centroid is selected using
Eq. 10.

Cy, = min (psn) + (max (psn) — min (psn)) # rand (0, 1);Wheren = 1to K (10)

Where, C, denotes k'™ cluster center, min(p,)
and max(p,) are minimum and maximum values of each
n'M sub population (p,,) and rand () is a random number.
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The working of co-operative co-evolution method is
illustrated using iris dataset. This dataset contains one
hundred fifty data instances and four attributes. These
data instances are divided into three classes. Hence num-
ber of clusters (K) considered for iris dataset is three.
The co-operative co-evolution method contains three Eqs.
(7-10) to determine the initial population for clustering
algorithm in terms of cluster centers.

a) First step is to divide the population into subpopulation.
Equation 7 is used to compute the subpopulation.
p, « K, For iris dataset, K = 3;
py =3

b) In second step, size of subpopulations is computed. The
size of subpopulation is computed through Eq. 8.
p, = T/K,where T = 150 and K = 3;
p, = 150/3 = 50.

The size of subpopulation (p,)is 50. Further, the num-
ber of subpopulations is determined using Eq. 9.

psl =1to [ps]’ ps = 50’

p, = 1t050,LB(p,;) = 1and UB (p,;) =

P2 = [UB(py;) + 1] to [py; + p,T5UB(py ) = 50 ps = 50;
Py = 51to 100:LB(p,) = 51 UB(p,) = 100

= [UB(pyu-1)) + 1] + Z [plin=3

Po = [UB(po) + 1] + E;) [ps15 Py = P
£
py = 101 to 150;

iii) In third step, Eq. 10 is used for computing initial cluster
centers for clustering algorithm.

e Whenn=1 c¢,=min(l:50)+ (max(l:50)—min(l:

50)) x rand()

{5.5221 4.0109 1.7333 0.5074}

e W h e n
n=2 ¢,=min(51:100)+ (max(51:100)—
(51:100)) * rand()

{6.8022 3.2681 4.9022 1.7246}

e Whenn=3 c,=min(101:150)+ (max(101:150)—
min(101 : 150)) * rand()

{5.2810 2.4032 4.8048 1.5397}

min-

4.2 Elitist strategy

This subsection discusses another important aspect of
clustering that is convergence speed. The convergence
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rate depends on the searching pattern of algorithm. To
improve convergence speed, an improved elitist strategy is
incorporated in bat algorithm. According to elitist strategy,
best positions move from previous iteration to next itera-
tion. In this work, elitist strategy is implemented in two
phases- Evaluation Phase and Updating Phase.

4.2.1 Evaluation phase

In this phase, personal best and global best positions are
computed using Eqgs. (11-12). The comparison operator
is used to calculate global best position i. e. X, and
personal best position Xpy .-

Xppest = min (fitness value) a1

Xgpese = Min (distance value) (12)

The personal best (Xpy,) is obtained using the fitness
function as described in Eq. 13.

g SSE(Cy)

F(CK) = Z

&l Yx_, SSE(Cx)

Where, SSE denotes the sum of square error and
Cgrepresents the K™centroid object. After evaluation of
fitness function minimum value is selected as personal
best. In next step, the global best (X ) 18 evaluated
using Eq. 13, which is minimum value of distance func-
tion or objective function.

13)

4.2.2 Updating phase

In this phase, the personal best and global best positions
are compared with previous iteration values. If, current
values are better than previous values, than positions are
updated using Eqs. (14-15). Otherwise, previous values
are considered.

1 : e
Xppest = Xi’best - X;b?t fit(t) <= fit(t = 1) 14
est t _~ot— . s
XPbest ~ ““pbest fit(t) >=fit(t — 1)
t—1 ot _
XGbest = { i?beﬁ : Xp—bleSt S(t) § S(t 1)
Ghest — “*Gbest s(t) > s(t—1)

as)
To achieve optimum trade-off among search mecha-

nisms, the basic frequency, velocity and search equations
of bat algorithm are modified using Egs. (16-19).
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t _ min (Xthest) + (max (Xthest) — min (Xthest))[3

= (16)
max (Xi’best)
VE = V;_l + (Xthesl - )(}’besl)fit (17)
Xoew = Xigpeq T randi[—1,1] (18)
X if rand > r,
t Gbest i
X = { Xpew TV} otherwise (19)

where, firepresent frequency of i bat, v denotes the
velocity of i bat, andX' represents the position of i™ bat;
min (X, ) and max (X{, )denote minimum and maxi-
mum values of sum function associated with X‘Gbest position.
max (X;,besl) represents the maximum value of fitness func-
tion associated with personal best position and § denotes a

random value between [0, 1].

4.3 Q-learning based neighborhood search
mechanism

This subsection describes the Q-learning based neighbor-
hood search for handling the local optima problem of bat
algorithm. The performance of clustering algorithms can be

degraded due to local optima issue [78]. The various strate-
gies are developed for avoiding the local optima issue in lit-
erature [79, 80]. This work also presents a Q-learning based
neighborhood search mechanism for effectively handling the
local optima issue of clustering algorithms. The proposed
Q-learning based concept works into two steps- Identifica-
tion Step and Evaluation Step. The first step corresponds to
determine the neighborhood boundary and neighboring data
objects. Whereas, second step corresponds for evaluating the
updated position of initial cluster points through Q-learning
concept. Fig. 1(a-c) illustrates the Q-learning based neigh-
borhood search mechanism.

4.3.1 Identification step

This step corresponds to determine neighboring data points
of initial cluster centers as shown in Fig. 1(a). The Euclidean
distance measure is considered for evaluating the neighbor-
ing data points. In this work, neighboring data objects are
set to 5. Hence, five data objects with minimum Euclidean
distance are selected as neighboring data points of given
cluster center as shown in Fig. 1(b). Let X, represents i
cluster center and X; .. represents set of neighboring
data points of i'" cluster center. X, is described as
X ={X, X, 25-eee-- X; s} where neigh=1to 5.

i, neigh
i, neigh —

Fig. 1 (a-c) lllustrate Q-learn- |
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4.3.2 Evaluation phase

This step corresponds to determine the updated position
of initial cluster points as shown in Fig. 1(c). In this step,
Q-learning [81] is used instead of arithmetic mean to com-
pute the position of neighborhood data items. The Q-learn-
ing algorithm follows simple procedure until good quality
solution is received. It consists of initializing the Q-table,
choosing an action, performing the action, measuring the
rewards and updating the Q-table. The Q[s, a] of neighbour-
ing data points is updated using Eq. 20:

Qe(s,a) = Q(s,a) + «[R(s,a) + ymaxQ'(s' + a’) — Q(s, )
(20

where Q" (s, a) represents the new Q-value for state (s) and
action (a), Q(s,a) gives the current value, « is the learn-
ing rate, R(s, a) represents the reward for taking action for a
state, y is the discount rate, and maxQ'(s +a) represents the
maximum expected future reward.

Algorithm 1: Pseudo code of Improved Bat algorithm for cluster

analysis
Step 1: upload the data sets and specify number of clusters
Kie@i=12.., n)

Step 2: Choose initial cluster locations using enhanced
cooperative co-evolution strategy Egs. (7-10)

Step 3: Initialize pulse rates (1)) loudness (A;)and initial
velocity (vj) Eqs. (1-2)

Step 4: Evaluate the objective function using Eg. (13) and
assign objects to clusters with minimize objective
values

Step 5: Apply neighbourhood strategy to find Xpeigh Position using
Eq. (20)

Step 6: Apply elitist strategy, calculate Xppest and Xgpest Egs. (11-
12)

Step 7: While (t < max number of iterations), do

Step 8: Calculate pulse frequency (ff) and velocity (vf) using Egs.
(16-17)

Step 9: if (rand >rj)

Accept X, position as solution
Else
Update the position using Egs. (18-19)
Increase rjand reduce A
Accept the new solution

Step 10: Recalculate the objective function and assign items with
minimum objective function values.

Step 11: Update Xppest and Xgpest Using Eqgs. (14-15)

Step 12: Apply neighbourhood strategy

Step 13: Memorize the result and store in memory pool t=t+1;

Step 14: Check termination Condition

Step 15: Obtain Global optimal solution

The algorithmic steps of improved bat algorithm for
cluster analysis are given in algorithm 1. The working of
proposed approach is divided into three broad steps- (i)
initialization, (ii) evaluation and assignment, and (3) upda-
tion. Fig. 2 illustrates the flow chart of aforementioned
approach.

o Initialization Step: This step corresponds to initializa-
tion of algorithmic parameters of improved bat algo-
rithm. Further, details of datasets are also described such
as dimension, number of objects etc. A cooperative co-
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evolution (described in subsection 4.1) method is used
to select initial centroid. The other parameters like loud-
ness, emission rate and random variable are specified.

¢ Evaluation and Assignment Step: The work of this step
is to evaluate objective function and allocate objects to
nearest clusters. The Euclidean distance can be acted as
objective function and allocates objects to nearest clus-
ters using minimized Euclidean distance. Moreover, a
Q-learning based neighborhood search mechanism is
incorporated to overcome local optima situation. A limit
operator is applied to determine the local optima situa-
tion. If, the candidate solution is not improved in prede-
fined limit operator range, then it is assumed that algo-
rithm traps in local optima and neighborhood mechanism
can be invoked.

¢ Updation Step: This step corresponds for updating the
positions of bats through search mechanism. The emis-
sion rate of bat algorithm is compared with random
function. If random function provides less value than
emission rate, then neighborhood value is accepted.
Otherwise, a new value is calculated using parameters
variations i.e., loudness and emission rate. If, a termina-
tion criterion is met, then algorithm stops its working
and final solution is obtained. Otherwise, it repeats phase
2-3.

4.4 Time complexity

The working of proposed algorithm is summarized using
three steps- initialization, evaluation and assignment, and
updation. The complexity of each step is computed and com-
bined to get the final complexity of the algorithm.

Step 1: The initialization step starts with the selection of
initial centroid positions. These positions are evaluated
using Egs. (7-10). In turn, dataset divides into M number
of distinct parts and M can be interpreted as number of
clusters (K) i.e. M =K. Now, the population of bat algo-
rithm is described in terms of number of bats. Hence,
the time required by initialization phase of Improved
Bat algorithm is given as O(number of bats X number of
attributes). Here, number of bats indicates the number of
clusters (K) and number of attributes indicates the dimen-
sion (d) i.e. the length of cluster centre O(K x d).

Step 2: The Evaluation and Assignment Phase comprises
of objective function, allocate the data respective clusters
and fitness function.

a. To compute the objective function and allocate data
to respective cluster require O(n’*x K x d) time.



Neighborhood search based improved bat algorithm for data clustering

10557

lnitializa%

Phase

:

[ Assign number of centroids (K) ]

v

Evaluate centroids position using
cooperative convolution method

v

Specify initial p loud ission rate
k and velocity

>
>

/

Y

f ‘ Evaluate objective function and J Evaluation
assign data items to clusters and

Assig t
¢ Phase

Yes If No
ocal Optima?,

_ Apply
Neighborhood R Calculate frequency, velocity and ]

Strategy position
Evaluatm
v

and
Yes No  update phase

Update position using equations and
Increase rj and decrease A;j

—_—

Find personal best and global best
position

If Terminati
Condition Satisfy ?

No

‘Z‘ Obtain soluti ;
Yes

Fig.2 Flow chart of improved bat algorithm

b. In worst case scenario, the neighbourhood strategy
can require O(n X K x d) time.

c. The fitness function
requires O(n X Kx d) time.

evaluation

Hence, the total complexity of Step 2 can be given as O((
n*xKxd)+nxKxd)+(nxKxd)=0n>xKxd).

Step 3: In evaluation and update phase, the position of
individual bat i.e., cluster centre is updated. This updat-
ing requires O(K x d) time. Further, the above process
is repeated up to termination condition i.e., max _iter .
Hence, the total time required in this phase is given as
O(K xdxmax _iter).

The overall complexity of the Improved Bat algorithm
is the combination of all above steps and can be given as
O(n*x K xdxmax _iter). Whereas, the space complexity of
the proposed algorithm is O(number of attributes X number
of bats ) i. e. (d X K).

5 Experimental setup and results

This section presents the simulation results of proposed BAT
algorithm for solving clustering problems. Several non-
healthcare and healthcare datasets are chosen for evaluating
the performance of proposed algorithm. Table 2 summa-
rizes the description of these datasets. These datasets are (i)
Iris, (ii) Glass, (iii) Wine, (iv) Ionosphere, (v) Control, (vi)
Vowel, (vii) Balance, (viii) Crude Oil, (ix) CMC, (x) Liver
Disorder (LD), (xi) Wisconsin Breast Cancer (WBC), (xii)
Thyroid. These data sets are downloaded from UCI reposi-
tory and freely available to assess the efficiency of newly
proposed clustering algorithm. The user defined param-
eters of proposed bat algorithm are described as popula-
tion=KxXd, a=0.5, loudness (A;) €(0.1,0.9), initial veloc-
ity =0.1, number of partitions =K, max _iteration =200.
The average intra cluster distance (IntraCD), standard devia-
tion (SD), accuracy and rand index parameters are used for
evaluating the simulation results of proposed bat algorithm.
The simulation results of proposed BAT algorithm are com-
pared with several existing meta-heuristic algorithms. The
different state of art meta-heuristic algorithms are selected
for comparing the simulation results of proposed BAT
algorithm. In this work, a total nineteen (19) meta-heuristic
algorithms are chosen for comparison purpose. All nineteen
meta-heuristic algorithms are divided into three groups (1)
standard and well known clustering algorithm, (2) hybrid
meta-heuristic clustering algorithm, and (3) recently devel-
oped clustering algorithm. In first group, eight standard
meta-heuristic algorithms are selected for comparing the
clustering results of proposed BAT algorithm which are
highly cited in clustering literature. These algorithms are (i)
Particle swarm optimization (PSO) [11], (ii) ant colony opti-
mization (ACO) [70], (iii) artificial bee colony (ABC) [49],
(iv) differential evolution (DE) [68], (v) genetic algorithm
(GA) [78], (vi) big bang- big crunch (BB-BC) [61], (vii) Bat
[42], and (viii) K-means [33]. The second group consists of
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Table 2 Summary of non-healthcare and healthcare datasets

Sr. No. Data sets K D N Description

Non-Healthcare datasets

1 Iris 3 150  Fisher’s iris data

2 Glass 6 9 214  Glass identification data
3 Wine 3 13 178 Wine data

4 Ionosphere 2 34 351  Radar observations

5 Control 6 60 600  Synthetic control chart

6 Vowel 6 3 871 Indian Telugu vowel

7 Balance 3 4 625 Balance

8 CrudeOil 3 5 56 Crude Oil data
Healthcare datasets

9 CMC 3 9 1473 Contraceptive method choice
10 LD 2 6 345 Liver Disorder Data

11 WBC 2 9 683  Wisconsin Breast Cancer
12 Thyroid 3 5 215 Thyroid

six popular hybrid meta-heuristics algorithms that provide
state of art clustering results in corresponding literature and
also focus on local optima and convergence issues especially
of clustering problems. These algorithms are (i) MEBBC
[61], (i1) H-KHA [62], (iii) IKH [80], (iv) ICMPKHM [82],
(v) PSO-BB-BC [83], and (vi) CBPSO [73]. Third group
consists of recently reported meta-heuristic algorithm for
solving clustering task. The reason behind the selection of
these algorithms is to compare the performance of the pro-
posed IBAT algorithm with recent clustering algorithms.
These algorithms are (i) VS [84], (ii)) MBOA [85], (iii)) WOA
[86], (iv) ICSO [74], (v) Chaotic TLBO [75]. The reason
behind the selection of these hybrid and recent clustering
algorithms is to make fair comparison of the performance of
IBAT. The parameters settings of aforementioned algorithms
are taken same as reported in corresponding literature. Here,
population size of all algorithms is Kxd. The maximum
iteration is set to 200. The results are evaluated using intra
cluster distance, accuracy, rand index and rank measures.

5.1 Experiment 1: benchmark clustering datasets
(non-healthcare datasets)

This subsection presents the simulation results of proposed
BAT algorithm for non-healthcare datasets. The simulation
results of proposed BAT algorithm are compared with three
categories of clustering algorithms such as standard/well-
known clustering algorithms, hybrid clustering algorithms
and recently reported clustering algorithms.
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5.1.1 Comparison of simulation results of proposed BAT
and standard/well-known clustering algorithms

This subsection discusses the simulation results of pro-
posed BAT and standard/well-known clustering algorithms
using non-healthcare datasets. The results are evaluated
using intra cluster distance (intra), standard deviation
(SD), accuracy, random index and rank measures. Table 3
presents the performance comparison of proposed BAT
algorithm and well-known clustering algorithms like
K-means, PSO, ACO, ABC, DE, GA, BB-BC, BAT. The
results are evaluated in terms of average intra cluster dis-
tances (intra), standard deviation (SD) and rank measures.
The results show that proposed BAT algorithm gives min-
imum intra cluster distance values for Iris (9.16E+01),
Glass (1.96E+02), ITonosphere (8.01E+02), Vowel
(1.49E+05) and balance (5.01E+04) datasets. While DE
achieves minimum intra value (1.58 E+04) for wine data-
set, BB-BC outperforms for Control dataset with intra
value as 2.38E+04 and for crude oil dataset, ACO gives
the minimum intra value (2.47E+02). Standard deviation
is used to assess the efficiency of algorithms. It represents
the dispersion of data objects within a cluster. The mini-
mum value of standard deviation parameter tells that data
objects are tightly bound with clusters. From simulation
results it is also noted that most of aspects the value of
standard deviation parameter is minimum for proposed
BAT algorithm than rest of algorithms. The results of
accuracy parameter of proposed BAT algorithm and other
cluster algorithms are illustrated in Table 4. The results
are measured in terms of average case values. The pro-
posed BAT algorithm gives the higher accuracy values
for iris (93.00), glass (69.17), wine (76.01), ionosphere
(71.94), control (75.30), and crude oil (76.64). While in
case of vowel dataset, GA have higher accuracy value
(84.7) and PSO have higher accuracy value (89.76) for
balance dataset than proposed algorithm. Hence, it is
concluded that proposed BAT algorithm provides more
accurate results in clustering field. The simulation results
of proposed BAT algorithm and other well-known clus-
tering algorithms for non-healthcare datasets using rand
index measure are given in Table 5. From the results it is
observed that proposed BAT gives better results for data-
sets iris (0.72), glass (0.427), control (0.799) and crude oil
(0.074). While it gives promising results for other datasets
when compared to well-known clustering algorithms for
non-healthcare datasets. Hence, it is stated that proposed
BAT algorithm is one of competent algorithm for cluster
analysis.
using intra cluster distance parameter
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Table 3 Simulation results of proposed BAT and standard clustering algorithms using intra cluster distance (intra) and standard deviation (SD)

measures

Datasets Measure Standard/ Well-known Clustering Algorithms
K-means  PSO ACO ABC DE GA BB-BC BAT IBAT
Iris Intra 9.20E+01 9.86E+01 1.01E4+02 1.08E+02 1.21E+02 1.25E+02 9.68E+01 1.15E+02 9.16E+01
SD 2.67E+01 4.67E-01  1.31E4+00 3.63E+00 5.23E+00 1.46E+01 2.22E+00 3.76E+01 2.12E+01
Rank 2 4 5 6 8 9 3 7 1
Glass Intra 3.79E+02 2.76E+02 2.19E+02 3.29E+02 3.62E+02 2.82E+02 6.64E+02 3.75E+02 1.96E+02
SD 7.05E+01 8.59E+00 3.36E4+00 1.14E4+01 1.21E4+01 4.14E+00 6.89E+01 4.29E+00 1.98E+00
Rank 8 3 2 5 6 4 9 7 1
Wine Intra 1.81E+04 1.64E+04 1.62E4+04 1.69E+04 1.58E+04 1.65E+04 1.67E+04 1.71E+04 1.61E+04
SD 9.06E+02 8.55E+01 3.69E+01 4.74E+02 5.60E+01 7.84E+01 2.88E+00 5.66E+01 3.54E+01
Rank 9 4 3 7 1 5 6 8 2
Ionosphere Intra 242E+03 1.00E+03 8.16E4+02 1.11E4+03 1.13E+03 1.00E+03 1.07E+03 1.33E+03 8.01E+02
SD 4.55E+02 3.34E+02 4.48E+02 2.61E4+02 3.17E+02 4.13E+02 2.99E+02 2.34E+02 1.53E+02
Rank 9 3 2 6 7 4 5 8 1
Control Intra 1.01E+06 4.18E4+04 2.39E+04 5.12E+04 5.23E+04 4.62E+04 2.38E+04 2.68E+04 2.39E+04
SD 5.05E+03 1.02E4+03 1.71E+02 1.32E+03 9.16E+02 1.58E4+03 1.09E+02 1.78E+02 1.24E+02
Rank 9 5 3 7 8 6 1 4 2
Vowel Intra 1.60E4+05 1.58E+05 1.89E+05 1.70E+05 1.81E4+05 1.59E+05 1.94E+05 1.96E+05 1.49E+05
SD 4.52E4+03 2.88E+03 2.58E+03 4.64E+03 2.86E+03 3.11E4+03 2.44E+04 3.98E+03 1.15E+03
Rank 4 2 6 5 7 3 8 9 1
Balance Intra 1.20E4+05 6.20E4+04 5.94E+04 6.61E+04 6.78E+04 6.91E+04 5.96E+04 6.02E+04 5.01E+04
SD 9.28E+03 4.01E4+03 7.56E+02 6.79E+02 5.25E+03 5.62E4+03 3.72E+02 8.26E+02 3.59E+02
Rank 9 8 2 5 6 7 3 4 1
Crude oil Intra 291E+02 2.86E+02 247E+02 281E+02 3.69E+02 2.81E+02 2.77E+02 2.89E+02 2.51E+02
SD 2.63E4+01 1.14E4+01 7.11E4+00 1.09E+01 2.33E+01 8.14E+00 1.17E+02 1.76E+01 1.06E+02
Rank 9 6 1 5 3 7 4 8 2
Average Rank 7.4 4.4 3 5.8 5.8 5.6 4.9 6.9 1.4
Table 4 Simulation results of Dataset Measure  Standard/Well-known Clustering Algorithms
proposed BAT and standard
clustering algorithms using K-means PSO ACO ABC DE GA BB-BC BAT IBAT
accuracy measure
Iris Accuracy  82.33 84.13 72.87 89.03 8837 7834 83.25 90.5 93
Rank 7 5 9 3 4 8 6 2 1
Glass Accuracy 51.87 5373 37.36 4843 4848 4897 5553 4876 69.17
Rank 4 3 9 8 7 5 2 6 1
Wine Accuracy 67.53 67.94 5921 7034 71.1 6573 6643 65.48 76.01
Rank 5 4 9 3 2 7 6 8 1
Ionosphere Accuracy 71.23 6484 60.7 6437 63.02 60.1 62.6 60.08 71.94
Rank 2 3 7 4 5 8 6 9 1
Control Accuracy 59.72 41.22 39.53 3556 39.26 46 39.41 66.84 753
Rank 3 5 6 9 8 4 7 2 1
Vowel Accuracy 51.16 84.04 51.69 5631 5341 847 84.32 5721 67.11
Rank 9 3 8 6 7 1 2 5 4
Balance Accuracy  84.99 89.76 7428 76.67 7496 78.01 79.69 86.75 88.92
Rank 4 1 9 7 8 6 5 3 2
Crude oil Accuracy  65.45 76.46 59.12 56.78 66.52 63.19 63.57 63.17 76.64
Rank 4 2 8 9 3 6 5 7 1
Average Rank 4.8 33 8.1 6.1 5.5 5.6 4.9 53 1.5
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Table 5 Simulation results of

Dataset Measure Standard/ Well-known Clustering Algorithms
proposed BAT and standard
clustering algorithms using rand K-means PSO ACO ABC DE GA BB-BC BAT IBAT
index measure
Iris Rand Index 0.016 0561 0.61 0.73 0.026 052 0.701 0.692 0.72
Rank 9 6 5 2 8 7 3 4 1
Glass Rand Index 0.425 0375 0404 0.258 0.426 0401 0392  0.306 0.427
Rank 5 7 3 9 2 4 6 8 1
Wine Rand Index 0.841 0.768 0.363 0.372 0.721 0.241 0.305 0.321 0.374
Rank 1 2 6 5 3 9 8 7 4
Ionosphere Rand Index 0.318 0.309 0.311 0.327 0.323 0306 0.3 0.308 0.319
Rank 4 6 5 1 2 8 9 7 3
Control Rand Index 0.798 0.782 0.758 0.766 0.723 0.729 0.746  0.763 0.799
Rank 2 3 6 4 9 8 7 5 1
Vowel Rand Index 0.841 0.831 0.838 0.856 0.843 0.829 0.844  0.842 0.846
Rank 6 8 7 1 4 9 3 5 2
Balance Rand Index 0.546 0.582 0.537 0.543 0.541 0521 0525 0528 0.574
Rank 3 1 6 4 5 9 8 7 2
Crude oil Rand Index 0.05 0.069 0.073 0.072 0.036 0.068 0.071 0.07  0.074
Rank 8 7 2 3 9 6 4 5 1
Average Rank 4.8 5 5 3.6 53 7.5 6 6 1.9

The convergence behaviour of proposed BAT, BAT,
BB-BC, GA, DE, ABC, ACO, PSO and K-means clus-
tering algorithm is shown in Fig. 3(a-h). In this graphi-
cal illustration, X-axis labels the number of iteration and
Y-axis labels the intra-cluster distance. It is observed that
proposed BAT algorithm converges on minimum values
accept the balance and control dataset. Although in most
of aspect, the proposed algorithm provides better con-
vergence rate. Hence, it is stated that the proposed BAT
outperforms than other well-known clustering algorithms.

5.1.2 Comparison of simulation results of proposed BAT
and existing hybrid clustering algorithms

This subsection discusses about the proposed BAT simula-
tion results for benchmark clustering datasets and compared
to existing hybridized clustering algorithms. Furthermore,
the performance of proposed algorithm is compared with six
hybridized clustering algorithms. Table 6 demonstrates the
simulation results of H-KHA, MEBBC, IKH, ICMPKHM,
PSO-BB-BC, CBPSO and proposed BAT algorithm using
average intra cluster distance (intra) and standard deviation
(SD). It is observed that proposed BAT algorithm obtains
minimum intra cluster distance for iris (9.16E+01), glass
(1.96E+02), wine (1.61E+04), ionosphere (8.01E+02),
control (2.39E+04), balance (5.01E+04) and crude oil
(2.51E+02). While in vowel dataset, ICMPKHM has mini-
mum intra cluster value (1.47E405) than proposed algo-
rithm. As well as, the values of standard deviation are
minimum for proposed BAT algorithms for the dataset’s
iris (2.12E+01), wine (3.54E+01). It gives the favourable
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results in most of cases when compared to other hybridized
clustering algorithms. The results of accuracy parameter of
proposed BAT algorithm and other hybridized clustering
algorithms are demonstrated in Table 7. It is noticed that
proposed BAT algorithm provides more accurate results
for iris (93.00), wine (76.01), ionosphere (71.94), control
(75.30), vowel (67.11), and crude oil (76.64). For glass and
balance datasets, PSO-BB-BC performs better with accuracy
value as 69.52 and 89.21, after that proposed BAT gives
higher accuracy rate as 69.17 and 88.92 respectively. Moreo-
ver, rand index is also computed to prove its effectiveness in
clustering field. Table 8 demonstrates the simulation results
of proposed BAT algorithm and other hybridized clustering
algorithms using rand index parameter for benchmark clus-
tering datasets. The proposed BAT algorithm obtains better
results for wine (0.374), ionosphere (0.319), glass (0.427),
control (0.799), balance (0.574) and crude oil (0.074) data-
sets for rand index measure as compared to hybridized vari-
ants of clustering algorithms. While, K-KHA achieves better
rand index (0.734) for iris, PSO-BB-BC (0.852) for vowel
dataset. From the results it can be stated that proposed BAT
algorithm is competent with other hybridized variants of
clustering techniques over benchmark clustering datasets.

5.1.3 Comparison of simulation results of proposed BAT
and recently reported clustering algorithms

The performance of proposed BAT algorithm is also com-
pared with recent clustering algorithms. Table 9 demon-
strates the simulation results of VS, MBOA, WOA, ICSO,
Chaotic TLBO and proposed BAT algorithm using average
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Fig.3 (a-h) Convergence behaviour of IBAT, BAT, BB-BC, GA, DE, ABC, ACO, PSO and K-means algorithm

intra cluster distance parameter and standard deviation. It is
observed that proposed BAT algorithm obtains minimum
intra cluster distance for iris (9.16E+01), glass (1.96E+02),
wine (1.61E+04), ionosphere (8.01E+02), control
(2.39E+04), balance (5.01E+04) and crude oil (2.51E+02).
The values of standard deviation are minimum for proposed
BAT algorithms for the dataset’s iris (2.12E+01), glass
(1.98E+00), ionosphere (1.53E+01), control (3.62E+01),
vowel (1.15E+402) and crude oil (1.06E4+02). Whereas for
the datasets wine (3.54E+01) and balance (3.59E+02), pro-
posed algorithm is the second most after Chaotic TLBO.
From results, it is concluded that proposed BAT is com-
petent and outperforms in most of cases when compared
to other hybridized clustering algorithms. Table 10 dem-
onstrates the results of accuracy parameter of proposed
BAT algorithm and recent clustering algorithms for bench-
mark clustering datasets. It is noticed that proposed BAT
algorithm provides more accurate results for wine (76.01),
ionosphere (71.94), control (75.30), vowel (67.11), balance
(88.92) and crude oil (76.64). Except for iris and glass data-
set in which Chaotic TLBO performs better with accuracy

value as 91.19 and 69.52, after that proposed BAT gives
accuracy value as 93.00 and 69.17. Additionally, rand index
is also calculated to verify its efficacy in clustering field.
Table 11 illustrates the simulation results of proposed BAT
algorithm and recent clustering algorithms using rand index
parameter for benchmark clustering datasets. The proposed
BAT algorithm obtains better results for most of datasets that
is iris (0.72), glass (0.427), wine (0.374), control (0.799),
vowel (0.846), and balance (0.534) for rand index measure
as compared to recent clustering algorithms. Whereas, for
ionosphere, ICSO achieves better rand index (0.319) and
MBOA achieves higher rand index (0.078) for crude oil
dataset. The results show that proposed BAT outperforms
and is proficient as compared to recent clustering algorithms.

5.2 Experiment 2: healthcare datasets

This subsection presents the simulation results of proposed
BAT clustering algorithm for healthcare datasets.
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Fig.3 (continued)

5.2.1 Comparison of simulation results of proposed BAT
and standard/well-known clustering algorithms

The performance comparison of proposed BAT algorithm
with K-means, PSO, ACO, ABC, DE, GA, BB-BC, and
BAT algorithms are presented in Table 12. The results are
evaluated in terms of average intra cluster distance (intra),
standard deviation (SD) and rank. Four healthcare data-
sets are considered to test and compare the performance
of proposed BAT with well-known clustering algorithms.
Simulation results showed that proposed BAT algorithm
obtains minimum intra cluster distance values for all the
considered healthcare datasets that is CMC (5.52E+03), LD
(2.31E+02), WBC (2.89E+03), and thyroid (2.51E+02) as
compared to well-known clustering algorithms. The stand-
ard deviation is minimum value computed for assessing the
efficiency of algorithms. It represents dispersion of data
objects within a cluster. It is also analysed that in most of
aspects standard deviation parameter is minimum for pro-
posed BAT algorithm than rest of algorithms. The results of
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accuracy parameter of proposed BAT algorithm and other
well-known clustering algorithms are illustrated in Table 13.
Results show that proposed BAT algorithm gives higher
accuracy for CMC with value 48.21, WBC as 96.61 and
Thyroid as 71.98. In case of LD dataset, PSO gives better
results with accuracy value as 54.05. Even then the proposed
algorithm with accuracy value as 54.02 outperforms than
rest of the well-known clustering algorithms in case of LD
dataset. So, it is concluded that proposed BAT algorithm
gives more accurate results in clustering field for considered
healthcare datasets. Table 14 presents the simulation results
of proposed BAT algorithm and other well-known clustering
algorithms using rand index measure for healthcare data-
sets. It is seen from the results that proposed BAT algorithm
obtains better results as compared to other clustering algo-
rithms for CMC, LD, WBC and thyroid datasets with values
0.28, 0.492, 0.276 and 0.383 respectively. Hence, proposed
BAT algorithm is considered to be one of proficient algo-
rithm for cluster analysis.



Neighborhood search based improved bat algorithm for data clustering

10563

Table 6 Simulation results of proposed BAT and hybrid clustering algorithms using intra cluster distance (intra) and standard deviation (SD)

measures

Datasets Measure Hybrid Clustering Algorithms
H-KHA MEBBC IKH ICMPKHM PSO-BB-BC CBPSO IBAT
Iris Intra 9.65E+01 9.68E+01 9.71E+01 9.58E+01 9.60E+01 9.69E+01 9.16E+01
SD 4.45E+00 2.10E+00 9.80E+00 1.06E+00 4.16E+02 3.18E+00 2.12E+01
Rank 4 5 7 2 3 6 1
Glass Intra 2.16E+02 2.27E+02 2.23E+02 1.99E+02 2.19E+02 2.13E+02 1.96E+02
SD 1.07+01 1.26E+01 2.66E+00 1.27E-01 2.01E+00 2.09E+00 1.98E+00
Rank 4 7 6 2 5 3 1
Wine Intra 1.66E+04 1.68E+04 1.65E+04 1.67E+04 1.63E+04 1.64E+04 1.61E+04
SD 231 6.90E+01 7.07E+01 1.08E+02 1.56E+02 9.41E+01 3.54E+01
Rank 5 7 4 6 2 3 1
Ionosphere Intra 8.95E+02 2.04E+03 9.34E+02 2.18E+03 2.45E+03 8.08E+02 8.01E+02
SD 4.03E+02 3.67E+02 3.93E+02 3.69E+02 3.62+02 1.35E+01 1.53E+02
Rank 3 4 7 5 6 2 1
Control Intra 2.51E+04 3.01E+04 2.49E+04 2.92E+04 5.04E+04 2.54E+04 2.39E+04
SD 1.28E+02 1.34E+03 1.68E+02 1.99E+02 7.08E+02 2.88E+02 1.24E+02
Rank 3 6 2 5 7 4 1
Vowel Intra 3.52E+05 1.49E+05 1.56E+05 1.47E+05 1.52E+05 1.50E+05 1.51E+05
SD 1.25E+03 4.52E+02 1.74E+03 1.23E+03 7.69E+02 7.76E+02 1.15E+03
Rank 7 2 6 1 5 3 4
Balance Intra 6.78E+04 5.83E+04 6.01E+04 6.26E+04 6.19E+04 6.20E+04 5.01E+04
SD 9.32E+02 3.74E+03 8.12E+03 3.32E+03 7.32E+02 2.80E+02 3.59E+02
Rank 7 2 3 6 4 5 1
Crude oil Intra 2.82E+02 2.76E+02 2.80E+02 2.81E+02 2.88E+02 2.78E+02 2.51E+02
SD 1.92E+01 1.32E+01 2.00E+01 1.81E+01 7.78E+00 1.07E-01 1.06E+02
Rank 6 2 4 5 7 3 1
Average Rank 4.9 4.4 4.9 4 4.9 3.6 1.4
Table7 Simulation results‘ Dataset Measure  Hybrid Clustering Algorithms
of proposed BAT and hybrid
clustering algorithms using H-KHA MEBBC IKH ICMPKHM PSO-BB-BC CBPSO IBAT
accuracy measure
Iris Accuracy 89.24 90.02 89.87 92.44 90.52 90.79 93
Rank 7 5 6 2 4 3 1
Glass Accuracy 58.89 58.73 68.39 69.06 69.52 51.92 69.17
Rank 5 6 4 3 1 7 2
Wine Accuracy 75 72.63 7237 72.88 73.58 71.31 76.01
Rank 2 5 6 4 3 7 1
Ionosphere Accuracy 67.92 63.08 58.93 60.23 68.19 69.11 71.94
Rank 4 5 7 6 3 2 1
Control Accuracy  74.58 72.32 69.56 71.87 72.09 67.06 75.3
Rank 2 3 6 5 4 7 1
Vowel Accuracy  66.98 59.21 61.76  59.65 60.18 51.72 67.11
Rank 2 6 3 5 4 8 1
Balance Accuracy 75.42 68.42 76.42  77.42 89.21 76.62 88.92
Rank 6 7 5 3 1 4 2
Crude oil Accuracy  65.77 68.21 69.32  66.87 55.02 74.57 76.64
Rank 6 4 3 5 7 2 1
Average Rank 4.3 5.1 5 4.1 34 5 1.3
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Table 8 Simulation results

. Dataset Measure Hybrid Clustering Algorithms
of proposed BAT and hybrid
clustering algorithms using rand H-KHA MEBBC IKH ICMPKHM PSO-BB-BC CBPSO IBAT
index measure
Iris Rand Index 0.734 0.712 0.719 0.716 0.726 0.729 0.720
Rank 1 7 5 6 3 2 4
Glass Rand Index 0.366 0.253 0.306 0.262 0.419 0.255 0.427
Rank 3 7 4 5 2 6 1
Wine Rand Index 0.369 0.368 0.371 0.373 0.370 0.372 0.374
Rank 6 7 4 2 5 3 1
Ionosphere Rand Index 0.313 0.312 0.314 0.311 0.310 0.308 0.319
Rank 2 4 3 5 6 7 1
Control Rand Index 0.749 0.783 0.729 0.745 0.739 0.741 0.799
Rank 3 2 7 4 6 5 1
Vowel Rand Index 0.839 0.813 0.848 0.824 0.852 0.828 0.846
Rank 4 7 2 6 1 5 2
Balance Rand Index 0.53 0.549 0.553  0.529 0.565 0.536 0.574
Rank 7 4 3 6 2 5 1
Crude oil Rand Index 0.069 0.071 0.047 0.038 0.061 0.073 0.074
Rank 4 3 6 7 5 2 1
Average Rank 3.8 5.1 43 5.1 3.8 4.4 1.8

using intra cluster distance parameter for healthcare
datasets

Figure 4(a-d) show the convergence behavior of IBAT
and well-known clustering algorithms (BAT, BB-BC, GA,
DE, ABC, ACO, PSO and K-means). In the graphical illus-
tration X-axis labels number of iterations and Y-axis labels
the intra-cluster distance. It is observed that IBAT algo-
rithm converges on minimum values for all the considered
healthcare datasets. The proposed algorithm provides better
convergence rate in most of the cases. It is stated that the
IBAT outperforms than other clustering algorithms for the
considered healthcare datasets.

5.2.2 Comparison of simulation results of proposed BAT
and existing hybrid clustering algorithms

This subsection presents the performance of proposed algo-
rithm compared with six hybridized clustering algorithms.
Table 15 demonstrates the simulation results of H-KHA,
MEBBC, IKH, ICMPKHM, PSO-BB-BC, CBPSO and pro-
posed BAT algorithm using average intra cluster distance
(intra), standard deviation (SD) and rank measures. From the
results, it is observed that proposed BAT algorithm attains
minimum intra cluster distance in all the considered health-
care datasets with intra cluster distance value for CMC as
5.52E+03, LD as 2.31E4+02, WBC as 2.89E+03 and thy-
roid as 2.51E+02 as compared to other hybridized cluster-
ing algorithms. In vowel dataset H-KHA has minimum intra
cluster value than proposed algorithm. The proposed BAT
algorithm also gives minimum value of standard deviation
for most of the cases in comparison to hybridized algorithm
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on considered healthcare datasets. Table 16 demonstrates the
results of accuracy parameter as average case of proposed
BAT algorithm and other hybridized clustering algorithms
for healthcare datasets. It is perceived that proposed BAT
algorithm provides more accurate results as compared to
other hybridized clustering algorithms. The proposed BAT
gives higher accuracy values for CMC as 48.21, LD as 54.02.
While there is marginal difference for accuracy values of
proposed BAT over WBC (IBAT=96.61, CBPSO =96.89)
and thyroid IBAT=71.98, CBPSO=72.21) as compared
to CBPSO but then also the values are higher than CBPSO
and other hybridized clustering algorithms. It is stated that
proposed BAT provides more accurate results compared
with other hybridized clustering algorithms. Rand index is
also computed for healthcare datasets to prove its effective-
ness in clustering. Table 17 shows the simulation results of
proposed BAT algorithm and other hybridized clustering
algorithms for healthcare datasets using rand index meas-
ure. It is noticed that proposed BAT algorithm gives better
results for rand index on CMC with value 0.280, WBC with
value 0.257 and thyroid with 0.383. While proposed BAT
gives identical rand index value compared with MEBBC for
LD (0.496). Thus, it is indicated that proposed BAT obtains
better results than other hybridized variants of clustering
algorithms for considered healthcare datasets.

5.2.3 Comparison of simulation results of proposed BAT
and recently reported clustering algorithms

This subsection presents the performance comparison of
proposed algorithm with recent clustering algorithms.
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Table9 Simulation results Datasets Measure Recent Clustering Algorithms
of proposed BAT and recent
clustering algorithms using intra VS MBOA WOA ICSO Chaotic TLBO IBAT
clustering distance (intra) and
standard (SD) measures Iris Intra 9.89E+01 9.83E+01 9.84E+01 9.57E4+01 9.69E+01 9.16E+01
SD 1.21E4+00 1.24E+00 1.06E4+00 1.92E4+00 2.88E+00 2.12E+01
Rank 6 4 5 2 3 1
Glass Intra 234E4+02 231E+02 2.18E+02 226E+02 2.38E+02 1.96E+02
SD 1.01E4+01 1.27E+01 1.37E+01 1.10E4+01 9.09E+00 1.98E+00
Rank 5 4 2 3 6 1
Wine Intra 1.83E+04 1.91E+04 1.84E4+04 1.69E+04 1.68E+04 1.61E+04
SD 6.90E4+01 7.07E+01 4.83E+01 3.26E+01 2.94E+01 3.54E+01
Rank 4 6 5 3 2 1
Ionosphere Intra 2.25E4+03 2.93E+03 2.45E+03 1.45E+03 1.11E4+03 8.01E+02
SD 3.67E4+01 4.39E+01 3.69E+01 36.2 2.35E4+01 1.53E+02
Rank 4 6 5 3 2 1
Control Intra 3.15E4+04 3.04E+04 2.99E+04 251E+04 2.55E+04 2.39E+04
SD 1.17E4+02  9.68E+02 8.47E+01 7.08E4+01 4.83E+01 1.24E+02
Rank 6 5 4 2 3 1
Vowel Intra 1.59E+05 1.61E+05 1.57E+05 1.49E+05 1.52E+05 1.51E+05
SD 4.52E+02 2.94E+02 2.54E+02 1.77E+02 1.78E+02 1.15E+03
Rank 5 6 4 1 3 2
Balance Intra 5.74E4+04 596E+04 6.06E+04 5.39E+04 5.36E+04 5.01E+04
SD 2.74E4+02 1.81E+02 1.83E+02 2.17E4+02 1.29E+02 3.59E+02
Rank 4 5 6 3 2 1
Crude oil Intra 2.81E4+02 2.86E+02 2.83E+02 2.64E4+02 2.59E+02 2.51E+02
SD 1.54E4+01 2.08E+01 1.62E401 1.48E+01 1.37E+01 1.06E+02
Rank 4 6 5 3 2 1
Average Rank 4.8 53 4.5 2.5 29 1.1
Table 10 Simulation results Dataset Measure Recent Clustering Algorithms
of proposed BAT and recent
clustering algorithms using VS MBOA WOA ICSO Chaotic TLBO IBAT
accuracy measure
Iris Accuracy 94.14 95.43 94.56 91.35 91.19 93.00
Rank 4 6 5 2 1 3
Glass Accuracy 58.89 58.73 68.39 69.06 69.52 69.17
Rank 5 6 4 3 1 2
Wine Accuracy 69.74 70.31 68.46 73.24 72.53 76.01
Rank 5 4 6 2 3 1
Ionosphere Accuracy 63.26 64.58 61.12 68.73 69.41 71.94
Rank 5 4 6 3 2 1
Control Accuracy 57.81 60.32 62.04 70.25 72.83 75.3
Rank 6 5 4 3 2 1
Vowel Accuracy 64.96 56.92 58.74 65.28 64.91 67.11
Rank 3 6 5 2 4 1
Balance Accuracy 71.34 71.95 69.27 78.61 81.04 88.92
Rank 5 4 6 3 2 1
Crude oil Accuracy 62.34 65.21 63.49 74.58 73.46 76.64
Rank 6 4 5 2 3 1
Average Rank 4.9 49 5.1 25 23 1.4
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Table 11 Simulation results

Dataset Measure Recent Clustering Algorithms
of proposed BAT and recent
clustering algorithms using rand VS MBOA WOA ICSO Chaotic TLBO IBAT
index measure
Iris Rand Index 0.681 0.694 0.676 0.709 0.712 0.72
Rank 5 4 6 3 2 1
Glass Rand Index 0.368 0.382 0.374 0.411 0.406 0.427
Rank 6 4 5 3 2 1
Wine Rand Index 0.319 0.332 0.341 0.359 0.363 0.374
Rank 6 5 4 3 2 1
Tonosphere Rand Index 0314 0.311 0.309 0.321 0.315 0.319
Rank 4 5 6 1 3 2
Control Rand Index 0.736 0.748 0.746 0.781 0.773 0.799
Rank 6 5 4 2 3 1
Vowel Rand Index 0.826 0.831 0.823 0.836 0.835 0.846
Rank 5 4 6 2 3 2
Balance Rand Index 0.519 0.514 0.52 0.524 0.531 0.574
Rank 5 6 4 3 2 1
Crude oil Rand Index 0.07 0.078 0.069 0.073 0.071 0.074
Rank 5 1 6 3 4 2
Average Rank 53 43 5.1 2.5 2.6 14

Table 12 Simulation results of proposed BAT and standard clustering algorithms using intra cluster distance (intra) and standard deviation (SD)

measures

Datasets Measure Standard/Well-known Clustering Algorithms
K-means  PSO ACO ABC DE GA BB-BC BAT IBAT

CMC Intra 5.59E+03 5.85E4+03 5.83E4+03 5.94E+03 5.95E+03 5.76E+03 5.71E+03 5.79E+03 5.52E+03
SD 6.76E+00 4.89E+01 1.23E4+02 1.31E+02 8.69E+01 5.04E+01 2.86E+01 3.67E+01 5.39E+00
Rank 2 7 6 8 9 4 3 5 1

LD Intra 1.17E4+04 2.39E+02 2.41E+02 9.85E+03 1.15E+04 5.44E+02 2.32E+02 236E+02 2.31E+02
SD 6.68E4+02 2.88E+01 1.64E+01 8.20E+02 2.07E+03 4.18E+01 241E+01 1.52E4+01 1.67E+01
Rank 9 4 5 7 8 6 2 3 1

WBC Intra 1.93E+04 4.26E+03 3.37E+03 3.50E4+03 3.73E+03 3.00E+03 2.96E+03 3.06E+03 2.89E+03
SD 5.14E-12  2.08E4+02 4.17E4+01 2.12E+02 1.84E+02 2.25E+02 5.57E+02 1.98E+02 1.33E+02
Rank 9 8 5 6 7 4 2 3 1

Thyroid Intra 2.39E+03 1.11E4+04 1.99E4+03 1.98E+03 2.96E+02 1.22E+04 1.94E+03 3.85E+02 2.51E+02
SD 246E+02 2.71E4+01 3.09E+01 2.23E+02 2.06E+01 3.26E+01 1.95E+02 2.28E+01 1.32E+01
Rank 7 8 6 5 3 9 4 2 1

Average Rank 6.8 6.8 5.5 6.5 6.8 5.8 2.8 33 1

Table 18 demonstrates the simulation results of VS, MBOA,
WOA, ICSO, Chaotic TLBO and proposed BAT algorithm
using average intra cluster distance (intra), standard devia-
tion (SD) and rank measures for healthcare datasets. From
the results, it is witnessed that proposed BAT algorithm
attains minimum intra cluster distance in healthcare data-
sets with intra cluster distance value for LD as 2.31E+02,
WBC as 2.89E+03 and thyroid as 2.51E+02 as compared to
recent clustering algorithms. For CMC dataset, it is seen that
MBOA gives the minimum intra cluster distance value as
5.21E+03 than proposed algorithm. Also, the proposed BAT
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algorithm also gives minimum value of standard deviation
for almost all the considered healthcare datasets except thy-
roid in which ICSO give minimum standard deviation value
as 1.16E4+01 and then comes proposed BAT with value
1.32E+401 as compared to recent clustering algorithms. The
results of accuracy parameter as average case of proposed
BAT algorithm and recent clustering algorithms for health-
care datasets are illustrated in Table 19. It is noticed that
proposed BAT algorithm provides more accurate results
as compared to recent clustering algorithms. The proposed
BAT gives higher accuracy values for CMC as 48.21, LD



Neighborhood search based improved bat algorithm for data clustering 10567
Table 13 Simulation results Dataset Measure  Standard/Well-known Clustering Algorithms
of proposed BAT and standard
clustering algorithms using K-means PSO ACO ABC DE GA BB-BC BAT IBAT
accuracy measure
CMC Accuracy  39.69 44.1  36.89 40.06 39.58 433 44.67 42.62 4821
Rank 7 3 9 6 8 5 2 4 1
LD Accuracy 52.16 54.05 52.89 49.89 52.01 49.28 50.2 53.07 54.02
Rank 5 1 4 8 6 9 7 3 2
WBC Accuracy  96.5 93.62 7792 9501 94.68 5573 57.04 89.21 96.61
Rank 2 5 7 3 4 9 8 6 1
Thyroid Accuracy 63.76 68.93 64.87 6439 6576 632 63.86 63.82 7198
Rank 8 2 4 5 3 9 6 7 1
Average Rank 5.5 2.8 6 5.5 5.3 8 5.8 5 1.3
Table 14 Simulation results Dataset Measure  Standard/Well-known Clustering Algorithms
of proposed BAT and standard
clustering algorithms using rand K-means PSO ACO ABC DE GA BB-BC BAT IBAT
index measure
CMC Accuracy 0.262 0.234 0231 0238 0224 0218 0.221 0.236 0.280
Rank 2 4 6 3 7 9 8 5 1
LD Accuracy 0.468 0.466 0475 0482 0471 0465 0476 0.478 0.492
Rank 7 9 5 2 6 8 4 3 1
WBC Accuracy 0.246 0253 0.256 0.255 0.251 0.249 0.258 0.254 0.276
Rank 9 6 3 4 7 8 2 5 1
Thyroid Accuracy  0.31 0.379 0361 0359 032 0329 0.365 0.356  0.383
Rank 9 2 4 5 8 7 3 6 1
Average Rank 6.8 5.3 4.5 35 7 8 4.3 4.8 1

as 54.02, WBC as 96.61 and Thyroid as 71.98. From the
results, it is indicated that IBAT provides more accurate
results as compared to recent clustering algorithms. To
prove the effectiveness of proposed algorithm in clustering
for healthcare datasets, Rand index is computed. The simu-
lation results of proposed BAT algorithm and recent clus-
tering algorithms using rand index measure for healthcare
datasets are shown in Table 20. It is seen that proposed BAT
algorithm gives better results for rand index on WBC with
value 0.276 and thyroid with 0.383 as compared to recent
clustering algorithms. While for CMC dataset ICSO gives
the better rand index value 0.283 and then comes proposed
BAT with value 0.280 and chaotic TLBO obtains better rand
index rate as 0.498. Thus, it is signified that proposed BAT
is competent and obtains better results for most of the con-
sidered healthcare datasets.

5.3 Statistical test

This subsection describes the statistical test to determine
the best performing algorithm among proposed IBAT and
other existing clustering algorithms. The statistical tests are
used to establish a new algorithm and also compute weather
a significant difference is occurred among the performances
of the new algorithm and existing algorithms [87-89]. In

this work, Friedman statistical test is considered for identi-
fying the best performing algorithm among all. To perform
the statistical test, two hypothesis (H, and H,) are designed
at the significance level 0.05. Hypothesis (H,)) corresponds
to no significant difference among performances of new
algorithm and rest of algorithms. Hypothesis (H,) corre-
sponds to significant difference among performances of new
algorithm and rest of algorithms. If, significant difference
is not occurred, then hypothesis (HO) is not rejected and it
is said that the proposed algorithm (IBAT) similar perfor-
mance like other algorithms. Otherwise, hypothesis (Hy) is
rejected and hypothesis (H,) is true and it indicates that there
is a significant difference occurs between the performances
of newly proposed algorithm and rest of algorithms. So, it
can perform better than other existing algorithms and bet-
ter performing algorithm. Hence, statistical tests are widely
adopted for analyzing performance of newly proposed algo-
rithm and statistical test results gives the clear idea about
better performing algorithm. In this work, Friedman statisti-
cal test is applied for determining the best performing algo-
rithm. In the first step of Friedman test, a rank is assigned
to each algorithm with each dataset and furthermore, aver-
age ranking is computed for all algorithms using all dataset.
The ranking of each algorithm with each dataset is reported
in Table 21. The ranking of algorithms is computed using
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Fig.4 (a-d) Convergence behaviour of IBAT, BAT, BB-BC, GA, DE, ABC, ACO, PSO and K-means algorithm

Table 15 Simulation results of proposed BAT and hybrid clustering algorithms using intra cluster distance (intra) and standard deviation (SD)

measures
Datasets Measure Hybrid Clustering Algorithms
H-KHA MEBBC IKH ICMPKHM PSO-BB-BC CBPSO IBAT

CMC Intra 5.60E+03 5.53E+03 5.69E+03 5.70E+03 5.57E+03 5.54E+03 5.52E+03
SD 3.06+02 2.60E-01 7.98E-03 8.26E-01 4.98E-01 3.35E+00 5.39E+00
Rank 5 2 6 7 4 3 1

LD Intra 3.14E+03 1.36E+04 3.11E+03 3.09E+03 9.98E+03 1.00E+04 2.31E+02
SD 2.00E+03 6.52E+02 2.01E+03 1.95E+02 4.39E+02 4.40E+02 1.67E+01
Rank 4 7 3 2 5 6 1

WBC Intra 2.99E+03 3.01E+03 2.94E+03 3.02E+03 2.86E+03 2.97E+03 2.89E+03
SD 1.14E+01 8.15E+00 1.26E-03 3.79E-01 2.29E-02 1.77E+00 1.33E+02
Rank 5 6 3 7 1 4 2

Thyroid Intra 1.80E+03 2.56E+02 1.77E+03 1.39E+03 2.82E+02 1.86E+03 2.51E+02
SD 1.31E+01 1.81E+01 1.39E+01 1.08E+00 7.78E+00 9.97E+00 1.32E+01
Rank 5 2 4 3 7 6 1

Average Rank 4.8 4.3 4 4.8 43 4.8 1.3
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Table 16 Simulation rcsult.s Dataset Measure  Hybrid Clustering Algorithms
of proposed BAT and hybrid
clustering algorithms using H-KHA MEBBC IKH ICMPKHM PSO-BB-BC CBPSO IBAT
accuracy measure
CMC Accuracy 47.45 46.58 46.63  46.69 47.61 39.58 48.21
Rank 3 6 5 4 2 7 1
LD Accuracy 5191 49.86 5296 52.15 52.17 53.65 54.02
Rank 4 7 3 5 6 2 1
WBC Accuracy 61.01 88.05 72.07 46.69 95.5 96.89 96.61
Rank 6 4 5 7 3 1 2
Thyroid Accuracy 65.4 65.22 6691 66.82 56.83 72.21 71.98
Rank 5 6 3 4 7 1 2
Average Rank 4.5 5.8 4 5 4.5 2.8 1.5
Table 17 Simulation result.s Dataset Measure Hybrid Clustering Algorithms
of proposed BAT and hybrid
clustering algorithms using rand H-KHA MEBBC IKH ICMPKHM PSO-BB-BC CBPSO IBAT
index measure
CMC Rand Index 0.261 0.252 0.258 0.249 0.264 0.244 0.280
Rank 3 5 4 6 2 7 1
LD Rand Index 0.470 0.496 0.493 0.472 0.465 0.467 0.492
Rank 5 1 2 4 7 6 3
WBC Rand Index 0.242 0.243 0.232  0.246 0.239 0.24 0.257
Rank 4 3 7 2 5 6 1
Thyroid Rand Index 0.332 0.35 0.371 0.329 0.36 0.382 0.383
Rank 6 5 3 7 4 2 1
Average Rank 4.5 3.5 4 4.8 4.5 5.3 1.5
Table 18 Simulation results Datasets Measure Recent Clustering Algorithms
of proposed BAT and recent
clustering algorithms using VS MBOA WOA ICSO Chaotic TLBO IBAT
intra cluster distance (intra)
and standard deviation (SD) CMC Intra 5.56E+03 5.21E+03 5.69E+03 5.32E4+03 5.53E+03 5.52E+03
measures SD 6.42E+01 5.60E+01 6.98E+00 7.45E+00 6.38E+00 5.39E+00
Rank 6 1 5 2 4 3
LD Intra 1.52E+03 1.32E+03 9.11E+02 4.09E+02 4.98E+02 2.31E+02
SD 6.32E+01 6.52E+01 5.91E+01 2.95E+01 2.39E+01 1.67E+01
Rank 6 5 4 2 3 1
WBC Intra 4.09E+03 3.61E4+03 3.76E+03 3.12E+03 2.99E+03 2.89E+03
SD 4.33E+01 2.87E+01 2.26E+01 1.81E+01 2.35E+01 1.33E+02
Rank 6 4 5 3 2 1
Thyroid Intra 1.96E+03 2.16E+03 1.67E4+03 9.90E+02 6.79E+02 2.51E+02
SD 1.81E+01 1.66E+01 2.09E4+01 1.16E+01 1.48E+01 1.32E+01
Rank 6 5 4 3 2 1
Average Rank 6 3.8 4.5 2.5 2.8 1.5
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Table 19 Simulation results Dataset Measure Recent Clustering Algorithms
of proposed BAT and recent
clustering algorithms using VS MBOA WOA ICSO Chaotic TLBO IBAT
accuracy measure
CMC Accuracy 41.09 44.23 42.37 46.78 46.54 48.21
Rank 4 5 2 3 1
LD Accuracy 50.94 50.67 51.42 53.02 53.12 54.02
Rank 6 4 3 2 1
WBC Accuracy 79.21 85.25 83.43 91.87 92.08 96.61
Rank 4 5 3 2 1
Thyroid Accuracy 60.41 59.36 62.14 68.24 67.38 71.98
Rank 6 4 2 3 1
Average Rank 55 5 4.5 2.5 2.5 1
Table 20 Simulation results Dataset Measure Recent Clustering Algorithms
of proposed BAT and recent
clustering algorithms using rand VS MBOA WOA ICSO Chaotic TLBO IBAT
index measure
CMC Rand Index 0.267 0.272 0.259 0.283 0.276 0.280
Rank 5 4 6 1 3 2
LD Rand Index 0.471 0.468 0.462 0.467 0.498 0.492
Rank 3 4 6 5 1 2
WBC Rand Index 0.253 0.247 0.242 0.256 0.251 0.257
Rank 3 5 6 2 4 1
Thyroid Rand Index 0.348 0.355 0.364 0.369 0.373 0.383
Rank 6 5 4 3 2 1
Average Rank 4.25 4.5 5.5 2.75 2.5 1.5

accuracy measure and it is also illustrated the average rank-
ing of each technique. It is seen that proposed BAT (IBAT)
algorithm obtains 2.1 rank which is highest rank among
rest of algorithms and ACO algorithm obtains lower rank
(18) among all algorithms. It also noticed that chaotic
TLBO achieves second highest rank (5.1) among all algo-
rithms. The statistical results of Friedman test are shown in
Table 22. It is observed that the statistical value of Fried-
man test is 63.6531. The degree of freedom is 19 and the
critical value is 301,435 at the significance level of 0.05.
The p value computed for Friedman test is 1.01E-06. On the
analysis of statistical results, it is concluded that p value is
considerably less than critical value. Hence, the hypothesis
(Hy) is rejected and a significant difference occurs between
the performance of proposed BAT (IBAT) and other exist-
ing algorithms. These results certified that proposed algo-
rithm (IBAT) performs better than other existing algorithms
and also validates the performance of proposed algorithm
as compared to existing clustering algorithms. Moreover,
a posthoc test is also conducted to determine the possible
grouping of the similar algorithms. The results of posthoc
test is presented into Table 23. The symbol “+” indicates

@ Springer

the significant difference between the performances of algo-
rithms, while symbol “-” indicates no significant difference
between the performances of algorithms. On the analysis
of posthoc test, it is stated that several algorithms exhibit
the similar performance and can be clubbed into a single
group. In turn, twelve groups are determined that having
similar performance according to posthoc test. The descrip-
tion of these groups are listed as Group 1 K-means, PSO,
ABC, DE, GA, BB-BC, BAT, MEBBC, IKH, ICMPKHM,
CBPSO, VS, MBOA, and WOA algorithm. Group 2 consists
of K-Means, K-means, PSO, GA, BB-BC, BAT, H-KHA,
MEBBC, IKH, ICMPKHM, PSO-BB-BC, CBPSO, VS,
MBOA, WOA, ICSO, and Chaotic TLBO algorithms. The
algorithms in group 3 are ACO, ABC, DE, GA, and BAT.
Group 4 contains K-means, ACO, ABC, DE, GA, BB-BC,
BAT, MEBBC, IKH, VS, MBOA, and WOA algorithms.
Group 5 consists of contains K-means, ACO, ABC, DE,
GA, BB-BC, BAT, MEBBC, IKH, VS, MBOA, CBPSO,
and WOA algorithms. Group 6 consists of K-means, PSO,
ACO, ABC, DE, GA, BB-BC, BAT, MEBBC, IKH, VS,
MBOA, CBPSO, and WOA algorithms. Group 7 consists
of PSO, H-KHA, MEBBC, IKH, ICMPKHM, PSO-BB-BC,
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Table 21 Average rank of each

- ; . Clustering Algorithms Dataset
clustering algorithm using

Average Rank

accuracy measure for non-

Iris Glass Wine Ionosphere Control Vowel Balance Crude

healthcare datasets

K-means 18 15
PSO 16 13
ACO 20 20
ABC 14 19
DE 15 18
GA 19 16
BB-BC 17 12
BAT 10 17
H-KHA 13 85
MEBBC 11 105
IKH 12 65
ICMPKHM 5 4
PSO-BB-BC 9 1.5
CBPSO 8 14
VS 3 85
MBOA 1 10.5
WOA 2 65
ICSO 6 5
Chaotic TLBO 7 1.5
IBAT 3 3

16 2 13 20 5 11 12.5
15 8 16 3 1 2 9.3
20 16 17 19 16 18 18.3
11 10 20 16 11 19 15.0
10 13 19 17 15 9 14.5
18 18 15 1 9 15 13.9
17 14 18 2 7 13 12.5
19 19 10 14 4 16 13.6
2 7 2 5 14 10 7.7
6 12 4 12 20 7 10.3
8 20 8 9 13 10.3
5 17 6 11 10 8 8.3
3 6 5 10 2 20 7.1
9 4 9 18 12 4 9.8
13 11 14 7 18 17 11.4
12 9 12 15 17 12 11.1
14 15 11 13 19 14 11.8
4 5 7 6 8 3 5.5
7 3 3 8 6 5 5.1
1 3 2.1

Table 22 Statistical results of Friedman test

Method  Statistical p Value Degree of Critical  Hypothesis
Value Freedom value
(DF)
Friedman 63.6531  1.01E-06 19 30.1435  Reject

Test

CBPSO, VS, MBOA, WOA, ICSO, and Chaotic TLBO algo-
rithms. Group 8 consists of K-means, PSO, ABC, DE, GA,
BB-BC, BAT, HKA, MEBBC, IKH, VS, MBOA, CBPSO,
and WOA algorithms. Group 9 contains K-Means, PSO,
BB-BC, H-KHA, MEBBC, IKH, ICMPKHM, PSO-BB-
BC, CBPSO, VS, MBOA, WOA, ICSO, and Chaotic TLBO
algorithms. Group 10 consists of K-Means, PSO, DE, GA,
BB-BC, H-KHA, MEBBC, IKH, ICMPKHM, PSO-BB-
BC, CBPSO, VS, MBOA, WOA, ICSO, and Chaotic TLBO
algorithms. Group 11 consists of PSO, H-KHA, ICMP-
KHM, PSO-BB-BC, CBPSO, ICSO, and Chaotic TLBO
algorithms. Group 12 contains only a single algorithm i.e.
IBAT. Posthoc test reveals that algorithms within a group
exhibits similar performance. It is also seen that proposed
BAT (IBAT) algorithm is not presented in any groups except
group 12 and it is single algorithm presented in group 12.
Hence, it is concluded that proposed BAT algorithm pro-
vides significant different performance than other existing

algorithms and it is best performing algorithm than rest of
algorithms.

6 Conclusion

An improved variant of the bat algorithm is proposed for
data clustering task. The proposed algorithm efficiently deals
the initial population selection, convergence rate and local
optima issues of bat algorithm. To resolve initial population
selection problem an enhanced co-operative co-evolution
method is developed and integrated into bat algorithm. A
neighborhood search-based mechanism is designed to handle
local optima condition. Furthermore, an elitist strategy is
incorporated in bat algorithm for achieving optimal trade off
among search mechanisms. The solution search equations of
bat algorithm are also improved for determining optimum
solution in last iterations. The performance of proposed BAT
algorithm is tested using eight benchmark (non-healthcare)
and four healthcare clustering datasets. The simulation
results of IBAT algorithm are compared with nineteen meta-
heuristic algorithms such as K-means, PSO, ACO, ABC,
DE, GA, BB-BC, BAT, and hybridized H-KHA, MEBBC,
IKH, ICMPKHM, PSO-BB-BC and CBPSO clustering algo-
rithms; and also, with recent clustering algorithms like VS,
MBOA, WOA, ICSO, and Chaotic TLBO. The proposed
algorithm achieves better quality clustering results in terms
of intra cluster distance, accuracy and rand index with most
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Table 23 Results of posthoc test after rejection of hypothesis (Hy)
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Table 23 (continued)
-1 -I -P -C AY -M -W -1 -C -1
K C N B S B (0] C T B
H M (0] P (6] A S L A
PK BB-BC S A (0] B T
HM (0] (0]
Chaotic TLBO + - - - + + + - +
IBAT + + + + + + + + +

of datasets. Furthermore, Friedman statistical test is also
applied to determine the best performing algorithm. The sta-
tistical results showed that the hypothesis (H,) is rejected
at confidence level of 0.05. In turn, significant difference is
occurred between the performance of proposed IBAT and
other clustering algorithms. Hence, it is stated that proposed
IBAT algorithm is best performing algorithms than rest of
clustering algorithms. Finally, it is also concluded that pro-
posed IBAT algorithm is a robust and an effective algorithm
for handling data clustering task.

Abbreviations ABC: Artificial Bee Colony; ACA: Ant Clustering
Algorithm; ACDE: Automatic Clustering Differential Evolution;
ACO: Ant Colony Optimization; BATC: Bat Algorithm based Clus-
tering; BB-BC: Big Bang-Big Crunch; CABC: Cooperative Artifi-
cial Bee Colony; CCSSA: Chaotic Charge System Search Algorithm;
CPSO: Cooperative Particle Swarm Optimization; CS: Cuckoo
Search; CSO: Cat Swarm Optimization; CSS: Charge System Search;
DCPSO: Dynamic Clustering Particle Swarm Optimization; DE: Dif-
ferential Evolution; FA: Firefly algorithm; FPAC: Flower Pollination
Algorithm based Clustering; GA: Genetic Algorithm; GAMS: Genetic
Algorithm with Message-based Similarity; GTCSA: Gene Trans-
poson based Clone Selection Algorithm; GWA: Grey Wolf Algo-
rithm; GWO: Grey Wolf Optimizer; HABC: Hybrid Artificial Bee
Colony; HBMO: Honey Bee Mating Optimization; KH: Krill Herd;
KHM: K-harmonic Means; K-MWO: K-means and Mussels Wan-
dering Optimization; HS: Harmony Search; IBAT: Improved Bat;
ICSO: Improved Cat Swarm Optimization; ILS: Iterated Local Search;
MCSS: Magnetic Charge System Search; MO: Magnetic Optimiza-
tion; PSO: Particle Swarm Optimization; SA: Simulated Annealing;
TLBO: Teaching learning Based Optimization; TS: Tabu Search;
VGA: Variable-string-length Genetic Algorithm; MBOA: Modified
Butterfly Optimization Algorithm; WOA: Whale Optimization Algo-
rithm; ICSO: Improved cat swarm optimization; Chaotic TLBO: Cha-
otic Teaching Learning based optimization; VS: Vortex Search
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