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Abstract
Defect inspection is an essential part of ensuring the quality of industrial products. Deep learning has achieved great suc-
cess in defect inspection when a large number of labeled samples are available. However, it is infeasible to collect and label 
numerous samples in many manufacturing processes. Meanwhile, deep learning methods cannot conform to the high defect 
recognition accuracy of strict production requirements when the labeled samples are scarce but varied. This paper proposed 
a novel convolutional neural network architecture and a semi-supervised learning strategy using soft pseudo labels and 
a mutual correction classifier to improve the defect inspection accuracy when labeled samples are scarce. The effective-
ness of the proposed method is verified on a famous industrial defect inspection benchmark dataset and a practical dataset 
containing images collected from actual injection molding production lines. The results indicate that the proposed method 
achieves an accuracy of 99.03% on the benchmark defect dataset, which is approximately 13.2% higher than other methods 
when the training dataset contains only 45 labeled images and 135 unlabeled samples per category. The best accuracy on the 
benchmark dataset obtained by the proposed method reaches 99.72%. Besides, an average accuracy of 99.25% is achieved 
with only 20 labeled samples and 180 unlabeled samples per category in the practical defect inspection task. Visualization 
methods prove that the performance improvement comes from the proposed multiscale architecture and the semi-supervised 
learning strategy. The proposed method can be used in practical defect inspection applications of industrial manufacturing, 
such as steel rolling, welding, and injection molding.
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1 Introduction

High-accuracy defect inspection is a common challenge in 
various industrial manufacturing industries [1, 2]. Affected 
by the fluctuation of process parameters and the production 
environment, different types of defects inevitably exist on 
product surfaces, such as scratches and crazing on a steel 
surface [3, 4] and burrs on a plastic product surface [5]. 
These defects can affect product performance and aesthetics, 
causing considerable economic losses. Conventional manual 
visual inspection is usually affected by subjective factors, 
which results in low accuracy and reliability. Therefore, 

automatic surface inspection (ASI) methods are increasingly 
widely used to improve the accuracy of defect inspection.

Existing ASI methods [6, 7] are mainly based on feature 
engineering, where the image features are hand-crafted and 
designed by experienced practitioners. These methods are 
highly dependent on the engineers, leading to poor robust-
ness and low accuracy. As machine learning methods have 
achieved remarkable performance in many classification 
tasks [8, 9], many studies have been done to apply con-
volutional neural networks (CNNs) to defect inspection 
tasks where a large number of labeled samples are avail-
able [10–12]. However, it is extremely time-consuming and 
labor-intensive to collect and label enough samples manually 
for deep learning model training in industrial manufactur-
ing. Therefore, it is a great challenge to use a few manually 
labeled samples to achieve sufficiently high defect inspection 
accuracy to meet the manufacturing requirements.

Semi-supervised learning (SSL) methods that can uti-
lize both labeled samples and unlabeled samples for model 
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training have been widely adopted to improve the model 
performance in many classification tasks [13, 14]. The first 
method is to assign class labels for unlabeled samples in 
some way (known as pseudo labels). Then, the unlabeled 
samples combined with pseudo labels are included in model 
training [15, 16]. Hao Wu et al. [15] proposed to predict 
labels for unlabeled hyperspectral images with clustering 
methods first. Then, these unlabeled images and the origi-
nal labeled images are all used to train deep convolutional 
recurrent neural networks for classification. This method 
obtained better performance in the pixel-wise classifica-
tion task of hyperspectral images in real datasets. How-
ever, although performance improvement was obtained, the 
overall classification accuracy was not high enough because 
the learned image features of models were damaged once 
numerous unlabeled samples were wrongly labeled by clus-
tering methods. Another method is to generate more samples 
with a few labeled samples using a generative adversarial 
network (GAN). In practice, Yu He et al. [17] adopted a 
GAN to generate samples using labeled samples and used 
the discriminator of the GAN to predict class labels for these 
generated unlabeled samples. In this way, they obtained a 
more than 26% accuracy increase in solving the problem 
of steel surface defect detection, achieving an accuracy of 
96.06% in the case of 90 labeled samples and 90 unlabeled 
samples in the training datasets. Similarly, when labeled 
samples were insufficient, the diversity of generated sam-
ples was not enough, leading to over-fitting classification 
models and decreased recognition accuracy. Finally, a third 
method trains a convolutional autoencoder (CAE) [18] or 
a GAN [19] with all the training samples for image feature 
extraction. Then the encoder of the CAE or the discrimina-
tor of the GAN serves as a classifier for defect inspection 
tasks trained on some labeled samples. He Di et al. [3]. pro-
posed training a CAE on unlabeled samples, and the encoder 
was taken as the discriminator of a subsequent GAN. Using 
21,000 unlabeled samples from other similar tasks training 
the CAE, an accuracy of 96.7% was obtained in defect detec-
tion of cold-rolled strips.

Although these existing methods have achieved great per-
formance, their accuracy still cannot meet the strict require-
ments of some high-precision manufacturing processes 
requiring more than 99% accuracy. In addition, because of 
workload limits, collecting and labeling many valid train-
ing samples with correct category labels are difficult and 
sometimes infeasible during steel rolling, welding, injec-
tion molding, and other processes. Thus, the labeled sam-
ples available for recognition model training are very scarce 
[3], whereas many unlabeled samples are idle and cannot be 
used effectively. Moreover, the appearances of the defective 
products change significantly due to the fluctuation of the 
process parameters, leading to great intra-class differences 
[4] in the training datasets. The intra-class difference means 

that the appearances of samples in the same category are 
very different and that some samples are even similar to 
samples of other categories. Since these samples located 
at the boundary of the two categories are difficult to distin-
guish, the intra-class difference increases the difficulty of the 
defect recognition task. In summary, the major challenge in 
the industrial defect inspection task is to achieve high accu-
racy of more than 99% with a few labeled samples when the 
defective samples are diverse and hard to recognize.

To address this challenge, we propose a new semi-super-
vised learning strategy and a novel multiscale convolutional 
neural network (MS-CNN) architecture to improve the accu-
racy of defect recognition. In this method, an MS-CNN 
architecture is proposed to extract multiscale image semantic 
features to adapt to the defects of different sizes in the input 
images. The stronger representation capability provided by 
the multiscale features improves the ability of the models to 
distinguish similar samples of different categories. In addi-
tion, a method of soft pseudo labels combined with threshold 
selection is proposed to improve the utilization efficiency of 
unlabeled samples in the semi-supervised learning strategy. 
Moreover, a mutual correction classification module where 
two independent classifiers mutually correct their respective 
predicted pseudo labels is proposed to improve the accuracy 
of the pseudo labels and reduce the damage of noisy pseudo 
labels to the features learned by the models. Meanwhile, data 
augmentation techniques are applied to increase the number 
of labeled samples to further improve the recognition accu-
racy. The effectiveness and performance improvement of the 
proposed method are verified on a general defect classifica-
tion dataset and a practical defect recognition dataset of an 
injection molding product.

The remainder of this paper is organized as follows. 
Section 2 introduces the proposed methodology. Section 3 
describes the datasets and experiments design. And the 
results of the experiments are discussed in Section 4. At 
last, conclusions are summarized in Section 5.

2  Methodology

The details of the proposed semi-supervised defect recogni-
tion method using MS-CNN architecture and mutual cor-
rection classifier are introduced in this section. The content 
includes multiscale feature extraction architecture, pseudo 
labels generation method, mutual correction classifier mod-
ule, data augmentation method, and model training details.

2.1  Multiscale CNN architecture

To improve the discrimination of image features extracted 
by CNN models, a multiscale CNN architecture that com-
bines image features of different scales is proposed in this 
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study. Common CNN architectures, such as VGG-16 [20], 
have just one pathway from the input images to the output 
results. Then, the predictions are only based on the image 
features of the last convolutional layer. When the defects 
in images are subtle, or samples of different categories are 
similar, the features extracted by a single pathway archi-
tecture lose much discriminative information due to the 
continuous down-sampling of pooling layers, resulting in 
insufficient accuracy. Therefore, motivated by some object 
detection frameworks [21, 22], we propose a novel multi-
scale CNN architecture that can extract sophisticated image 
features. Specifically, we add two extra lateral connections 
to the main convolutional pathway of a CNN architecture 
to combine image features extracted by layers of different 
semantic levels. The sketch of the proposed MS-CNN is 
shown in Fig. 1.

As shown in Fig. 1, the proposed MS-CNN architecture 
has two extra lateral connections at the end of the third 
and the fourth convolutional layers (marked as Conv3 and 
Conv4, respectively). These lateral connections merge fea-
ture maps of layers Conv3 and Conv4 to produce two fea-
ture maps with different receptive fields. Then, the output 
feature maps obtained by the Conv5 layer are combined with 
those of two lateral connections using channel-wise addition. 
Thus, these image features extracted by different convolu-
tional layers have complicated semantics at different levels 
only built from a single input image scale. Besides, as in 

Fig. 1, the fusion of these features is performed by channel-
wise addition operation, which is defined in Eq. (1):

where M is the feature map matrixes of different layers, 
L1, L2, and L3 denote the different layers, subscript i and j 
mean row number and column number of matrix M, respec-
tively. R is the results of feature fusion, k is the number of 
channels of different feature maps (e.g., 512 of Conv3 in 
Fig. 1).

The image samples of industrial products are mostly gray-
scale images that contain fewer information and features 
than natural images. Therefore, the significant features of 
small objects in industrial images may disappear after spa-
tial resolution down-sampling of the feature maps, leading 
to the confusion of similar samples. However, the proposed 
MS-CNN architecture preserves the salient features of subtle 
areas by connecting the low-level semantic features to the 
high-level semantic features. Thus, the MS-CNN models can 
learn features of different scale defect areas from a single 
scale input image simultaneously, improving the informa-
tion richness of image features and the discrimination of 
the models.

As shown in Fig. 1, although we add two extra lateral 
connections, we reduce the number of neurons in the fully 
connected layer. Therefore, the total parameters are only 

(1)Ri,j,k = M
L1
i,j,k

+M
L2
i,j,k

+M
L3
i,j,k

,

Fig. 1  Sketch of the proposed multiscale CNN
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approximately 24.3% of the original VGG16 architecture, 
reducing the calculation time and power consumption in the 
actual application. In addition, the neurons in CNNs work 
continuously, and the power consumption of computing 
hardware is still high. Therefore, some research [23, 24] uses 
a spiking neural network (SNN) to reduce the active time of 
neurons to reduce power consumption.

2.2  Semi‑supervised learning method

A new semi-supervised training strategy based on pseudo 
labels is proposed to utilize a large number of unlabeled 
samples during model training. Specifically, before a batch 
of unlabeled samples is used for the next step model train-
ing, these samples are first fed into the model obtained in 
the last training step, and the predicted results of the previ-
ous model are regarded as pseudo labels of these samples. 
The illustration of the proposed semi-supervised learning 
strategy is shown in Fig. 2.

As shown in Fig. 2, the unlabeled samples in a batch 
of training samples are first fed into the model obtained in 
training step s-1. Subsequently, the model predicts category 
probability for these samples in inference mode. These pre-
dicted results are utilized as pseudo labels of these unla-
beled samples. Then, the unlabeled samples with high pre-
diction confidence are selected for next-step model training 
together with all the original labeled samples. The prediction 
of pseudo labels and the training of the model iterate alter-
nately until the model converges.

Common pseudo label methods, such as the study in 
Ref. [25], mostly use “hard label” as supervision informa-
tion, which is a one-hot form and consists of only 0 and 1. 
However, these “hard labels” discard the information of 
categories with low predicted probability, resulting in an 
insufficient representation capacity of correlation/ambigu-
ity among different samples [26]. In addition, when the 
pseudo labels are incorrect, the overconfidence of “hard 
label” may lead to a degradation in generalization ability. 

Therefore, this study proposes to use the predicted class 
probability of the model obtained in the last training step 
as the pseudo label, which is the so-called “soft label.” 
Compared to “hard label,” “soft label” is similar to label 
smoothing strategy and preserves much more valuable 
information because category information with small prob-
ability may imply similar features among the input images, 
especially when these images are on the decision boundary 
of two similar categories. In addition, to prevent incorrect 
pseudo labels from harming the learned image features, 
a threshold mechanism is adopted to select the unlabeled 
samples with high prediction confidence to calculate the 
final loss function.

A new loss function is proposed to implement the pro-
posed semi-supervised learning strategy. We compute the 
cross-entropy loss function for labeled samples and unla-
beled samples, and the new loss function is a linear combi-
nation of them. The cross-entropy loss function used in this 
study is defined in Eq. (2):

where α and β are the weights of the loss of labeled sam-
ples and unlabeled samples.

In training step s, the targets of the labeled samples are 
true manual labels, and the targets of the unlabeled samples 
are “soft labels” predicted by models obtained in the last 
training step s-1. Thus, the loss values of labeled samples 
are computed as Eq. (3):

where NL is the number of labeled samples in the training 
datasets, C is the number of categories, yij indicates the true 
manual label of j-th class of i-th sample, pL

ij
 is the output of 

j-th class of i-th labeled sample predicted by the model in 

(2)Losstotal = � ∗ LossLabel + � ∗ LossunLabel,

(3)LossLabel = −

NL

∑

i=1

C
∑

j=1

yij log(p
L
ij
),

Fig. 2  Illustration of the pro-
posed semi-supervised training 
strategy
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training step s. Similarly, the loss values of unlabeled sam-
ples are computed as Eq. (4): 

where NU is the number of unlabeled samples in the train-
ing datasets, C is the number of categories, plast

ij
 is the soft 

label predicted by the model obtained in training step s-1, pU
ij

 
is the output of j-th class of i-th unlabeled sample predicted 
by the model in training step s. The item I

(

plast
ij

> 𝜏

)

 acts as 
a mask to select unlabeled samples whose predicted pseudo 
labels have high confidence. The value of this mask item is 
1 when the maximum of a predicted pseudo label is greater 
than a threshold τ (0.9 in this study); otherwise, it is 0.

2.3  Mutual correction classifier

When existing semi-supervised learning methods include 
unlabeled samples in model training, their labels are pseudo 
labels predicted by classification models themselves, and 
there is no human intervention to judge whether these labels 
are correct. These semi-supervised methods have no error 
correction measures to correct these pseudo labels when 
they make mistakes. If these incorrect pseudo labels are used 
as the supervision information of unlabeled samples, the 
models will be confused, and the learned image features will 
be harmed. Even if the loss values of the labeled samples 
are used as a penalty term to suppress the damage caused 
by these incorrect labels, the performance of the models 
will still be significantly affected, resulting in insufficient 
overall accuracy.

To overcome the challenges described above, this study 
proposes a mutual correction classifier to correct the pseudo 
labels that may be wrong. At the end of the MS-CNN archi-
tecture, we design two independent classifiers after the flat-
tened image features to predict category probability results 
for input images independently. The dropout [27] mecha-
nism introduced in the neural connections between the flat-
ten image features and these classifiers can guarantee that 
the predictions made by the two classifiers are different to 
avoid symmetry in the results. The average values of the 
predictions of two classifiers are used as final outputs of 
the MS-CNN models. The schematic diagram of the work-
ing principle of the mutual correction classifier is shown in 
Fig. 3.

As shown in Fig. 3, the working principle of the mutual 
correction mechanism is as follows. In the model training 
process, the average of the predicted probability results of 
two classifiers is used as the pseudo label of the unlabeled 
input images for the next model training step. When one 

(4)LossunLabel = −

NU

∑

i=1

C
∑

j=1

(plast
ij

> 𝜏)plast
ij

log(pU
ij
),

of the classifiers makes an incorrect prediction while the 
other one is correct, the average of the two results as the 
final output can correct the incorrect prediction in the right 
direction, reducing the destructive impact of the incorrect 
results. Due to the use of soft labels, the incorrect prediction 
still preserves much category information, which helps the 
model learn image features. On the other hand, if both clas-
sifiers predict incorrectly, the loss of labeled samples in the 
loss function serves as a penalty term to force the model to 
relearn effective image features to minimize the total loss.

As described above, it can be found that this mutual cor-
rection mechanism fails when the pseudo labels are hard 
labels. For example, in a binary classification problem, one 
classifier (classifier 1) may predict category probability of 
[0.9, 0.1] while the other (classifier 2) gives a result of [0.8, 
0.2]. Therefore, the final model output result, which is the 
average of these two predictions, is [0.55, 0.45], and the hard 
label is [1, 0]. This label is the same as the hard label of clas-
sifier 1, and classifier 2 is blocked and vice versa.

In general, the proposed mutual correction classifier can 
automatically correct the pseudo labels predicted by the 
models, improving the accuracy of these pseudo labels. 
Therefore, the proposed MS-CNN models can utilize a large 
number of unlabeled samples to learn image features and 
improve the performance of the models finally.

2.4  Data augmentation

Data augmentation methods [28, 29] are used to increase 
the number of labeled samples when the labeled samples 
are extremely scarce because CNN models usually need a 
large number of training samples to get good performance 
and prevent over-fitting. With the augmentation method, 

Fig. 3  Mechanism of proposed mutual correction classifier

8247



J. Liu et al.

1 3

the number and the diversity of the labeled samples can be 
both increased. These additional samples force the MS-CNN 
models to learn more efficient and robust features. Therefore, 
the probability of incorrect prediction of pseudo labels of 
unlabeled samples can be reduced, and the proposed MS-
CNN models have a stronger ability to against the instability 
caused by noisy labels when including unlabeled samples 
in model training. In addition, data augmentation can also 
be regarded as a regularization to reduce the dependence on 
some specific features [30].

Moreover, due to environmental interference, data distri-
bution obtained during sample collection may differ from 
actual scenarios. When a well-trained CNN model is applied 
to practical inspection processes, illumination changes and 
electronic noise will cause a degradation of image quality, so 
the inspection model needs to be highly robust to these cor-
ruptions. Different data augmentation methods can increase 
the number of image samples and simulate image degra-
dations. Thus, the robustness of inspection models can be 
improved when applied in actual defect inspection.

In this work, only random flip, random changes in bright-
ness and contrast, and Gaussian noise injection are used to 
increase the number of labeled training samples. Consider-
ing the situations that may be encountered in actual defect 
inspection tasks, the reasons for selecting these augmenta-
tion methods are summarized in Table 1.

The degree of data augmentation varies with the number 
of labeled samples used for model training. Specifically, 
when there are more labeled samples, e.g., 50% of the whole 
datasets, these labeled samples are expanded approximately 
two times. Moreover, when there are fewer labeled samples, 
e.g., 10% of the whole datasets, these labeled samples are 
expanded approximately five times.

2.5  MS‑CNN Model training

Since it is challenging to collect tens of thousands of train-
ing samples in industrial production, a model-based transfer 
learning method [31, 32] is adopted to help the models learn 
efficient image features and prevent over-fitting. Transferred 
parameters of pre-trained models have excellent representa-
tion capability applicable in new vision tasks such as defect 
inspection of industrial products. Thus, transfer learning 

methods can significantly reduce the required training sam-
ples and improve classification performance.

Since the main pathway of the proposed MS-CNN archi-
tecture is similar to the typical VGG16 model, the convo-
lutional parameters of a well-trained VGG16 model on the 
open-source ImageNet dataset [33] are transferred directly 
to our MS-CNN model. The proposed MS-CNN architec-
ture contains five convolutional layers in the main convo-
lutional pathway and two additional lateral connections 
between high-level convolutional layers. The parameters of 
the five convolutional layers in the main pathway are directly 
transferred from the VGG16 model. The parameters of the 
remaining convolutional layers and the fully connected lay-
ers are all initialized with a random Gaussian distribution. 
The transfer learning strategy used in this work is performed 
as Fig. 4.

In a deep CNN model, the low-level convolutional layers 
extract general image features that widely exist in both natu-
ral images and industrial images, while the high-level convo-
lutional layers extract complicated image features specific to 
different tasks [34]. Therefore, the transferred parameters of 
the low-level convolutional layers remain unchanged, while 
the parameters of the high-level layers are fine-tuned during 
the training phases of the new MS-CNN models. Specifi-
cally, as shown in Fig. 4, the parameters in the Conv1 and 
Conv2 layers are transferred from the original VGG16 model 
and remain frozen while the parameters in Conv3-Conv5 are 
updated during the training phases. The remaining convolu-
tional parameters in Conv3_1, Conv3_2, and Conv4_1 and 
the parameters of all the fully-connected layers are randomly 
initialized with a Gaussian distribution. Then these param-
eters are trained with different industrial datasets.

During MS-CNN training phases, some hyper-parame-
ters should be selected carefully to achieve the best model 
performance, including learning rate, batch size, training 
epochs, and dropout probability. The choices of these hyper-
parameters are summarized in Table 2. We briefly explain 
the reasons for the choices of these training hyper-parame-
ters as follows. For learning rate, since our MS-CNN models 
are trained on small datasets with transfer learning methods, 
it is set to 1 ~ 3 ×  10–4 in this work empirically. Limited by 
the performance of GPU used in this work, we choose the 
maximal batch size of 32 in training phases. In addition, 
since there are three stages of semi-supervised training of 
the MS-CNN models, about 40 epochs are needed to guaran-
tee the convergence of models. Finally, according to experi-
mental results, we choose 0.7 as the keep probability of the 
dropout method to obtain the optimal models.

Moreover, since our loss function is a linear combination 
of labeled loss and unlabeled loss, balance factors of α and 
β are also considered hyper-parameters. The choice of bal-
ance factors is implemented by range search according to 
model performance.

Table 1  Reason for selecting these augmentation techniques in this 
work

Methods Reasons

Random Flip Random placement of the products
Random brightness change Illumination change in the environment
Gaussian noise injection Electronic noise in image acquisition
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We summarize the overall training procedure of the pro-
posed semi-supervised learning strategy in Algorithm 1. 
The training phase is separated into three stages, as men-
tioned before. In the first stage, only labeled samples con-
tribute to the model loss function, and the weight factor 
β in Eq. (2) is set to 0 to disable the loss contribution of 
unlabeled samples. In the next stage, the training process 
is divided into two sub-stages. In the first sub-stage, the 
value of β increases linearly slowly with training steps. 
Unlabeled samples are included in the model training pro-
cess and contribute to the total loss function in a slow-
growth way to prevent these samples with incorrect pseudo 
labels from damaging learned features of the models. In 
the second sub-stage, the value of β increases faster, and 
the contribution of unlabeled samples to the total loss gets 
larger. In the third stage, the value of β remains unchanged 
for final model fine-tuning on all the training samples.

It should be noted that in all the three training stages, all 
the labeled samples and unlabeled samples in the training 
datasets are used for model training, and only the parameter 
β is different.

According to the study in Ref. [36], deep neural network 
models are content-aware and tend to learn patterns in the 
training samples first. If there is noise in the labels and the 
labels are not completely random, DNN models still try to 
learn features of the training samples with correct super-
vised information. Therefore, since the MS-CNN mod-
els have been trained on the labeled samples with correct 
manual labels, some of the unlabeled samples can be clas-
sified correctly. Then the models try to learn patterns and 
features from these unlabeled samples with correct pseudo 
labels gradually. This learning process is gradually strength-
ened with longer training time and larger contributions of 

Fig. 4  Schematic diagram 
of transfer learning strategy 
applied in this paper

Table 2  Choices of training hyper-parameters used in this work

Parameters Learning 
Rate

Optimizer Batch Size Epochs Dropout

Choice 1 ~ 3 ×  10–4 Adam [35] 32 40 0.7
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unlabeled samples and finally improves the performance of 
the MS-CNN models.

3  Experiments setup

In this work, the proposed novel MS-CNN architecture and 
the new semi-supervised learning strategy based on pseudo 
labels are first verified on a surface defect recognition bench-
mark dataset, NEU. Then an injection molding product 
image dataset (marked as IMP) collected from an existing 
injection molding production line is used to illustrate practi-
cal applications of the proposed method.

3.1  Description of the datasets

The NEU dataset used in this work is generally used as a 
benchmark dataset of industrial defect detection tasks since 
it is challenging and representative [3, 17, 25, 37]. This data-
set contains six kinds of typical surface defects of hot-rolled 
steel strips, i.e., rolled-in scale (Rs), patches (Pa), craz-
ing (Cr), pitted surface (Ps), inclusion (In), and scratches 
(Sc). There are 300 grayscale images with a resolution of 
200 × 200 pixels (width × height) for each class in the NEU 
dataset. Some image samples are shown in Fig. 5(a). As 
shown in Fig. 5(a), some image samples look similar, e.g., 
CR, PS, and RS. Thus, the main challenge of this dataset 
is that some inter-class defects have similar aspects, while 
some defects have huge intra-class differences due to the 
image sampling angles. For example, the scratch defects may 
be horizontal scratch, vertical scratch, and slanting scratch. 
Another challenge is that this dataset suffers from the influ-
ence of illumination and material changes.

The IMP dataset is collected from a white plastic injec-
tion molding product with dimensions of approximately 
35 mm × 6 mm × 2.5 mm (length × width × height), and some 
image samples are shown in Fig. 5(c). There are four dif-
ferent kinds of defects on the upper and lower surfaces and 
four edges of this product: pits on the upper surface, pits on 
the side, burrs, and injection point residual. We designed 
an adjustable image acquisition platform to capture defect 
images with CCD cameras, as shown in Fig. 6(a). This 
platform was only used for the design and verification of 
the image acquisition scheme. In actual defect inspection 
tasks, the appropriate scheme obtained with this platform 
was deployed to the online inspection equipment. Then, as 
shown in Fig. 6(b), some defects appear in the fixed place 
of the products due to the defect generation mechanism and 
process factors, including pits on the upper surface, residuals 
on the lower surface, and burrs. However, pits on the front 
and back sides (angle of view in Fig. 6) occur at random 
on both the entire side surfaces. Thus, image patches that 
may contain defective areas are cropped out automatically 
by corresponding image preprocessing algorithms. Due to 
the different positions of the defects, the size of the defective 
image patches is also different. The image sample resolu-
tion of different defects is listed as follows: burr patches 
are 60 × 120 pixels (width × height, the same below), pit-up 
patches are 100 × 120 pixels, pit-side patches are 70 × 70 
pixels, and residual patches are 70 × 70 pixels.

In addition, considering the defect types of the product 
used in this paper, input images with relatively small reso-
lutions can also work well. However, in some cases with 
more complex defects and higher requirements, the resolu-
tions of the input images need to be increased (millions of 
pixels), which will increase the amount of calculation and 
affect the real-time performance. In improving the real-time 

Fig. 5  Image samples of the datasets used in this work (Red circles mark the defective regions)
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performance of neural networks, Shuangming Yang et al. 
proposed a series of very effective methods to improve the 
computational efficiency and throughput of the models, 
including: biological-inspired cognitive supercomputing 
system [38], neuromorphic fault-tolerant context-dependent 
learning framework [39], and large-scale cerebellar network 
model [40].

Due to the influences of the production process and prod-
uct dimensions, the sizes of these defects are very small. 
For example, the length of a burr is only approximately 
0.05 mm, and the equivalent radius of a pit defect is merely 
0.1 mm. In the defect image patches, the burr defect is only 
approximately 4 pixels. Another challenge of this detection 
task is that the different states of CNC machining make the 
manifestations of residual defects very different, with more 
than 20 different appearances. In addition, pit defects on 
the side surfaces of the product also have different appear-
ances due to different foreign materials in the mold. Differ-
ent appearances of these two defects are shown in Fig. 7. 
In summary, the difficulty of this inspection task is that the 
defects are very small, and some defects have great intra-
class differences.

Since the NEU dataset contains 300 images for each cat-
egory, this study divides the dataset into a training dataset 
and a test dataset at a ratio of 3:2 following Ref. [17], i.e., 
the training dataset contains 180 images per category. For 
the IMP dataset, we collected hundreds of images for each 
class. The training dataset adopted in this work contains 200 
images per category, and the remaining images are all used 
as the test dataset. The approximate quantity allocation of 
the NEU dataset and the IMP dataset is shown in Table 3.

3.2  Details of model training

This section discusses the details of the MS-CNN model 
training with the proposed semi-supervised learning strategy 
on the datasets described in Section 3.1. All the experiments 
are conducted with open source python libraries and deep 
learning framework TensorFlow [41]. An NVIDIA GeForce 
1080 GPU (RAM 8 GB) is applied to speed up the model 
training processes.

Since this study aims to improve the inspection accuracy 
of industrial defects in the cases where numerous labeled 
samples are not available, we investigate the model perfor-
mance changes with a gradual reduction in the proportion 
of labeled samples. Thus, different ratios of labeled samples 
in all the training samples are selected to train the MS-CNN 
models, and the performance of these models is tested on 
the same test dataset. For the NEU dataset and the IMP data-
set, the ratios of labeled samples in all training samples are 
defined in Table 4.

During the experiments on these datasets, all the labeled 
training samples are used to train a common CNN model 
with supervised learning to obtain the baseline perfor-
mance first. Then, different sub-training datasets contain-
ing labeled samples randomly selected from the original 
datasets with the ratios listed in Table 4 are adopted to train 
models using the proposed semi-supervised learning strat-
egy. The transfer learning method discussed in Section 2.5 
is applied to reduce training time and improve perfor-
mance. In addition, to avoid the bias of dataset partitioning, 
fivefold cross-validation is used to perform the training and 
test experiments on all the datasets. Since data augmenta-
tion simulates the noise interference encountered in actual 
recognition scenarios, cross-validation can investigate the 

Fig. 6  Image acquisition platform and image sampling location of defective areas (Defect images are resized)
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robustness of the proposed method to changes in datasets 
and environmental noise.

For model performance evaluation on the test datasets, 
since every category of defects should be correctly clas-
sified concurrently by a single model, the average accu-
racy obtained on every individual category is used as a 
performance indicator (notated as AveAcc). This indicator 
is more convincing than simple overall average accuracy, 
especially when the test datasets are unbalanced, and it is 
also referred to as balanced classification accuracy (BCA) 
in some studies [42, 43]. The indicator AveAcc is computed 
as Eq. (5):

where N is the number of categories in datasets, mi
C
 is the 

number of correctly classified samples of i-th category, and 
mi

A
 is the number of all the samples of i-th category.
In addition, in some cases, only the average accuracy 

(AveAcc) is not enough to illustrate the model perfor-
mance. Thus, in the following work of this study, other 

(5)AveAcc =
1

N

N
∑

i

mi
C

mi
A

,

performance indicators, such as precision, recall, and F1 
score, are also considered to investigate the performance 
improvements of the proposed models obtained on the 
benchmark dataset.

4  Results and discussion

In this section, the performance of the proposed method on 
the benchmark dataset NEU was evaluated and compared 
with results in some previous work. In addition, ablation 
studies on the NEU dataset were conducted to investigate 
the performance improvement of the proposed MS-CNN 
architecture and the semi-supervised learning strategy. Then, 
visualization methods were adopted to probe the reason for 
improvement on the NEU dataset of the proposed method. 
Finally, results of the proposed method on the IMP dataset 
were illustrated to prove that the proposed method was also 
effective in solving practical defect inspection problems.

Fig. 7  Different appearances of the residual defect and the pit-side defect in the IMP dataset

Table 3  Approximate quantity allocation of the datasets used in this 
work (Images per category)

Dataset NEU IMP

Training Dataset 180 200
Test Dataset 120 200 ~ 450

Table 4  Ratios of labeled samples in all the datasets in this work

Dataset Different ratios and amount per category (ratio/amount)

NEU 100% / 180 50% / 90 25% / 45 5% / 9 –

IMP 100% / 200 50% / 100 25% / 50 10% / 20 5% / 10
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4.1  Results on the NEU dataset

The proposed MS-CNN architecture and the semi-super-
vised learning strategy were first verified on a benchmark 
dataset NEU to investigate the performance improvements 
compared with existing methods. In the comparison results, 
in addition to the average accuracy, the macro average preci-
sion (abbreviated as Prec.), macro average recall rate (abbre-
viated as Recall), and macro average F1 score (abbreviated 
as F1.) mentioned in Ref. [37] were also used to compare 
performance in more detail. Comparison results of the pro-
posed method and previous work on the NEU dataset are 
summarized in Table 5. It should be noted that all the results 
of the cited papers came from these papers directly. For the 
results of Yu et al. [17], the meaning of 3 × and 5 × was 
that they expanded the number of the labeled samples in 
the NEU dataset to three and five times with GAN models, 
respectively. In addition, when the MS-CNN models were 
trained on the 100% labeled samples, no data augmentation 
(DA) was used.

In Table 5, it can be seen that the proposed method 
achieved better performance than all the previous work 
for all the configurations. Specifically, in the case of 25% 
labeled samples, the proposed method achieved a perfor-
mance improvement of up to 13.2% compared with Ref. 
[3]. In addition, compared with the study in Ref. [17], we 
achieved an accuracy improvement of approximately 3.44% 
with similar model complexity. Moreover, a recent study in 
Ref  [37]. proposed an inspection model using graph convo-
lutional network (GCN) and adopted a complicated model 
training strategy. This method obtained comparable accuracy 
to ours, but its inference time is nearly 20 times that of our 
model due to the high complexity of their GCN model.

The performance improvement of the proposed method 
was most obvious when there were fewer labeled samples 
(25%), which indicated that the proposed method could use 
numerous unlabeled samples for model feature learning 
more effectively. Although the performance improvement 
of the proposed method varied with the number of labeled 
samples, we still achieved the best results on all performance 
indicators of all the experimental configurations, including 

the fully supervised learning method on the 100% labeled 
samples.

Considering the major challenges of the lack of labeled 
samples and great intra-class differences in the NEU 
datasets, we may explore the reason for the performance 
improvement of the proposed method. The CAE used in Ref. 
[3] for image features learning and the GAN used in Ref  
[17]. for training samples generation were indeed helpful 
for CNN models learning useful image features for clas-
sification. However, there was no strategy in their methods 
to deal with great intra-class differences, which was criti-
cal for recognizing similar samples. In addition, generated 
ambiguous samples with incorrect labels in Ref. [17] would 
damage the image features of the CNN models, leading to 
performance degradation. The results of 3 × and 5 × in the 
cases of 100% training samples confirmed this conjecture, 
which was 98.53% accuracy of 5 × and 99.56% accuracy of 
3 × , as shown in Table 5. For the work in Ref. [25], the mis-
leading information caused by overconfidence of the incor-
rect hard pseudo labels would harm the features learned by 
the models, resulting in low accuracy. In contrast, the soft 
pseudo labels and mutual correction classifier proposed in 
this work could alleviate this problem and improve the final 
performance. Furthermore, the latest work in Ref. [37] uti-
lized GCN models to improve the class separation of the 
samples and achieved quite a high accuracy. However, the 
proposed method achieved higher performance using thresh-
old selection and a mutual correction classifier to obtain bet-
ter pseudo labels. The simplicity of the proposed MS-CNN 
architecture also made the proposed method much faster 
than the GCN models.

4.2  Ablation studies on the NEU and STL datasets

Ablation studies were conducted on the NEU dataset to 
investigate how the innovations proposed in this study 
contributed to the final performance improvement. Thus, 
comparison experiments were designed to study the differ-
ence in accuracy increase that came from the proposed MS-
CNN architecture, the proposed semi-supervised learning 
strategy, and the data augmentation. In the configurations 

Table 5  Comparison Results 
on the NEU dataset obtained 
on various ratios of labeled 
samples

The optimal accuracy is marked in bold

Methods 25% 50% 100%

AveAcc Prec Recall F1 AveAcc Prec Recall F1 AveAcc

CAE-SGAN [3] 85.83 - - - 94.87 - - - 98.96
cDCGAN [17] 3 × 89.58 - - - 96.06 - - - 99.56

5 × 95.59 - - - 97.92 - - - 98.33
PLCNN [25] 92.78 92.67 93.36 93.01 96.53 94.67 94.85 94.76 -
MMGCN [37] 98.06 98.00 98.06 98.03 98.75 98.83 98.76 98.80 99.72
Proposed Method 98.19 98.19 98.19 98.18 98.89 98.94 98.89 98.89 99.72
Proposed Method + DA 99.03 99.03 99.03 99.02 99.44 99.46 99.44 99.44 -
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of comparison experiments, the abbreviation “SL” meant 
supervised learning strategy, “SSL” meant the proposed 
semi-supervised learning strategy in this study, and “DA” 
meant data augmentation. In addition, the results achieved 
with VGG-16 and Inception V3 [44] models using a fully 
supervised learning strategy on different ratios of labeled 
samples were also used as a comparison. The results of 
ablation studies on the NEU dataset were shown in Table 6, 
where the “5%” indicated that the training dataset contained 
5% labeled samples. When the training datasets contained 
100% labeled samples, the MS-CNN models were trained 
with a fully supervised learning method instead of semi-
supervised learning, and no data augmentation was used.

From the results in Table 6, it can be seen that the three 
innovations of the proposed method all brought different 
degrees of performance improvement. First, as seen from 
experiments NOs.1–3, the proposed MS-CNN architecture 
obtained higher accuracy than vanilla VGG16 models, for 
example, up to 4.31% accuracy increase in the case of only 
5% labeled samples. These gains indicated that combining 
multiscale image features extracted by different high-level 
convolutional layers was indeed helpful for subsequent clas-
sifiers to make better decisions. In addition, the conventional 
deeper multiscale architecture, Inception V3, obtained infe-
rior accuracy to the proposed MS-CNN, which indicated 
that the overly abstract image features extracted by a deeper 
model lost many discriminative features, which made it dif-
ficult to distinguish similar samples.

Then, from the results of experiments NO.3 and NO.4 of 
Table 6, a common semi-supervised learning strategy based 
on “hard labels” could improve the accuracy to a certain 
extent when the labeled samples were scarce. However, the 
simple label prediction strategy introduced much noise to 
the pseudo labels of unlabeled samples. Since CNN models 
tended to learn the patterns contained in datasets [36], some 
correct pseudo labels still played a positive role in promoting 
the learning of the image features.

Next, from experiments NO.4 and NO.5, it was intui-
tive that the proposed semi-supervised learning strategy 
achieved higher performance than “hard labels” in all the 
cases, especially when the training dataset contained only 

5% labeled samples. The results indicated that the proposed 
semi-supervised learning strategy based on the soft pseudo 
labels and the mutual correction classifier could provide 
more informative supervision for the unlabeled samples dur-
ing training phases. By including more unlabeled samples 
with more accurate pseudo labels into model training, the 
MS-CNN models learned image features with better repre-
sentation capacity.

Finally, in experiment NO.5 in Table 6, it can be seen that 
the data augmentation method increased accuracy to vary-
ing degrees according to the number of the labeled samples. 
When the labeled samples were extremely scarce, e.g., only 
5%, accuracy improvement reached approximately 5.01%. 
With more labeled samples provided, gains contributed by 
data augmentation decreased from 5.01% (9 samples per 
category) to 0.64% (90 samples per category).

Furthermore, from experiment NO.6, the standard devia-
tion of the results obtained by the proposed method was 
relatively low, which indicated that the proposed method 
still had good robustness to the changes of the training 
datasets and the environmental noise generated by data 
augmentation.

4.3  Visualization results on the NEU dataset

In this section, some visualization methods were applied 
to the NEU dataset as an example to probe the reasons for 
the performance improvement of the proposed method. We 
first plotted some feature maps extracted by the proposed 
MS-CNN model and the VGG16 model to investigate the 
difference of the learned image features. For MS-CNN archi-
tecture, we provided the feature maps of the Conv3 layer and 
the multiscale feature fusion results (marked as Conv_Com-
bine for simplicity) of pool5, pool4_1, and pool3_2 in Fig. 1 
calculated on different input images of the NEU dataset. 
For the VGG-16 architecture, feature maps extracted by the 
Conv3 and Conv5 layers were illustrated. These two archi-
tectures were all trained on the datasets containing all the 
labeled samples with a fully supervised learning strategy. 
The visualization results were shown in Fig. 8.

Table 6  Results of ablation 
studies on the NEU dataset

The optimal accuracy is marked in bold

NO Configurations AveAcc (%)

9 × 6 (5%) 45 × 6 (25%) 90 × 6 (50%) 180 × 6 (100%)

1 VGG16 + SL 78.47 ± 3.26 92.36 ± 1.74 94.72 ± 1.08 96.62 ± 0.85
2 Inception V3 + SL 80.39 ± 4.78 95.06 ± 2.12 96.89 ± 1.76 99.28 ± 0.22
3 MS-CNN + SL 82.78 ± 1.63 95.14 ± 0.85 97.22 ± 0.62 99.72 ± 0.27
4 MS-CNN + SSL (Hard Label) 84.05 ± 1.81 96.72 ± 0.74 97.61 ± 1.37

37
(99.72 ± 0.27)

5 MS-CNN + SSL (Proposed) 86.88 ± 1.82 98.19 ± 0.60 98.72 ± 0.35 (99.72 ± 0.27)
6 MS-CNN + SSL + DA 91.89 ± 0.85 98.94 ± 0.41 99.36 ± 0.34 (99.72 ± 0.27)
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In Fig. 8, it can be seen that the proposed MS-CNN archi-
tecture obtained better image features compared with the 
typical VGG16 model. As shown in Fig. 8, high activation 
response areas (red and yellow areas) were consistent with 
the defective regions in the input images. For example, for 
the input image of class “PA,” high response areas in the fea-
ture map extracted by the Conv3 layer of the MS-CNN archi-
tecture exactly corresponded to the boundary of the defec-
tive region in the input image. However, the feature maps 
extracted by the Conv3 layer of the VGG-16 models had 
incomplete activation areas. For the feature maps of Conv5 
of VGG-16 and Conv_Combine of MS-CNN, which were all 
the last feature maps before the classifier, the advantage of 
feature maps obtained by the MS-CNN was more noticeable, 
especially in class “PA,” “RS” and “SC.” These feature maps 
had more abundant information and matched the defective 
areas better, resulting in higher model accuracy.

Then, to study the performance of the proposed method 
in solving the challenge of large intra-class differences 
existing in the NEU datasets, the t-SNE [45] method was 
adopted to visualize the feature distribution. The original 
images in the NEU test datasets were flattened into one-
dimensional vectors, and the t-SNE method was used for 
dimension reduction and direct visualization for compari-
son. Then, the feature vectors obtained by the penultimate 
fully connected layer in the proposed MS-CNN architecture 

and VGG-16 were visualized with the t-SNE method. The 
MS-CNN models were trained on 25% of labeled samples 
and 75% of unlabeled samples, while the VGG-16 models 
were trained only on 25% of labeled samples. All the results 
of visualization of the t-SNE were used to plot images, as 
shown in Fig. 9.

In Fig. 9, after training, the VGG16 architecture with 
a fully supervised method and the MS-CNN architecture 
with a semi-supervised method all clearly divided the origi-
nal dataset into six classes. However, the proposed method 
got better performance. The feature points obtained by 
the proposed method in Fig. 9(c) were far apart, and the 
interference between point clouds was smaller than that of 
the VGG16 architecture trained with the fully supervised 
method in Fig. 9(b). For example, for classes “PS” and “IN,” 
the light-green point cloud and orange point cloud on the 
right in Fig. 9(b) had much overlap, which indicated that 
VGG-16 models trained on only 25% of labeled samples 
could not distinguish the two categories very well. However, 
the results in Fig. 9(c) indicated that the proposed method 
could solve the problem better and that the point clouds 
of classes “PS” and “IN” had little intersection. In addi-
tion, the accuracies obtained by these two methods were 
92.36% and 98.33%, respectively, on the training datasets of 
25% labeled samples. Both the accuracy and visualization 
results illustrated that the proposed method had an excellent 

Fig. 8  Some feature maps 
obtained by VGG-16 and MS-
CNN architecture on the NEU 
dataset
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performance in improving classification accuracy when 
labeled samples were scarce.

Although a few points of class “PS” were confused with 
class “CR” in Fig. 9(c), i.e., the dark-red point cloud in the 
middle and lower parts of Fig. 9(c) contained several yellow-
green dots (PS), the proposed method could still achieve a 
high accuracy of 98.33%. The results showed that the pro-
posed method would not be confused by similar samples of 
different classes in the NEU dataset, nor would it misclas-
sify the samples with large differences in the same class. 
Considering that the main challenge of the NEU dataset was 
that inter-class samples had similar appearances for some 
defects, while some defects had large intra-class differences, 
the results in Fig. 9 indicated that the proposed method could 
address this challenge to some extent.

The above visualization experiments showed that with 
the MS-CNN architecture and semi-supervised learning 
strategy, the proposed method obtained better high-dimen-
sional convolutional image features, which were helpful for 
the models to distinguish similar samples, and improved 
the accuracy. The proposed methods could also handle the 
challenges of the NEU dataset and achieved better accuracy, 
exceeding other common methods.

4.4  Practical application on the IMP Dataset

This section discussed the results of the proposed method 
in solving practical surface defect recognition problems of 
a plastic injection molding product. An automatic defect 
inspection system was developed in this task, which cropped 

possible defective image patches from the original CCD 
image and fed these patches to the MS-CNN models for 
classification. The recognition accuracy of the proposed 
method was shown in Table 7, where the “5% (10)” meant 
that the models were trained with 5% labeled samples and 
95% unlabeled samples of the original training dataset, and 
there were ten labeled samples in each category.

In Table 7, it can be seen that the proposed method also 
obtained great performance in the real-world defect recog-
nition task. First, from experiments NO.1 and NO.2, the 
original VGG16 architecture achieved a pretty high accu-
racy when the models were trained on 100% of the training 
dataset because the image features in the IMP dataset were 
much simpler than that of the NEU dataset. However, the 
proposed MS-CNN architecture still got better performance 
than the vanilla VGG16 model. This improvement proved 
the effectiveness of the multiscale features extracted by the 
proposed MS-CNN architecture again.

Then, from the results of experiment NO.3 in Table 7, 
with only 10% labeled samples of the original training 
dataset (i.e., 20 images per category), we could still reach a 
high accuracy of approximately 99.25%, better than 96.12% 
achieved by the VGG-16 models trained with a fully super-
vised learning strategy. This indicated that the proposed 
semi-supervised learning strategy based on the soft pseudo 
label and the mutual correction classifier could utilize unla-
beled samples to improve inspection accuracy. Thus, we 
could save a lot of time and effort on labeling samples in 
practical applications and accelerate the research process of 
the detection algorithms.

Fig. 9  The t-SNE results of the layer FC7 of the proposed MS-CNN architecture

Table 7  Results of comparison 
experiments on the Industrial 
Dataset

The optimal accuracy is marked in bold

NO Configurations Ave_Acc (%)

5% (10) 10% (20) 25% (50) 50% (100) 100% (200)

1 VGG16 + SL 95.30 ± 2.34 96.12 ± 1.93 96.72 ± 1.58 98.14 ± 1.03 98.81 ± 0.38
2 MSCNN + SSL 97.02 ± 1.42 98.84 ± 0.95 99.39 ± 0.59 99.40 ± 0.43 99.51 ± 0.22
3 MSCNN + SSL + DA 98.82 ± 1.61 99.25 ± 1.33 98.62 ± 0.74 98.94 ± 0.81 (99.51 ± 0.22)
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Finally, experiments NO.2 and NO.3 in Table 7 illustrated 
that the data augmentation method did not always work well. 
In the cases where labeled samples were 25% and 50%, i.e., 
more labeled samples were available, we found slight perfor-
mance degradations that were 0.77% and 0.46% decrease in 
case of 25% and 50%, respectively. This may be because the 
noise introduced by the data augmentation method damaged 
the image features that the models had learned on labeled 
samples. In addition, more duplicated samples could also 
lead to model over-fitting, which was similar to the results 
in Ref. [17].

Despite this problem, the proposed method still achieved 
excellent performance on all the defect categories of the IMP 
dataset. These results showed that the proposed method also 
worked well in the defect inspection of practical produc-
tions. Moreover, in deploying the MS-CNN models to actual 
inspection scenarios, some other digital neuromorphic com-
puting, such as SNN [46, 47], was considered to reduce the 
computing time and power consumption.

5  Conclusion

In this work, a novel MS-CNN architecture and a new semi-
supervised learning strategy based on the soft pseudo label 
and a mutual correction classifier are proposed to improve 
the industrial defect recognition accuracy in cases where 
labeled samples are scarce and have large intra-class dif-
ferences. The advantages of the proposed methods are first 
verified on a surface defect recognition benchmark data-
set, the NEU dataset. The results on the NEU dataset show 
that the classification accuracy of the proposed method is 
much higher than that of existing methods, especially with 
much fewer labeled samples, obtaining an accuracy of up 
to 99.03% on only 45 labeled samples per category. Abla-
tion studies and the visualization results indicate that the 
accuracy improvement can be attributed to better image fea-
tures obtained by multiscale feature fusion of the proposed 
MS-CNN architecture and the massive unlabeled samples 
utilized with the proposed semi-supervised learning method. 
The data augmentation method also makes a great contribu-
tion to performance improvement, especially in cases where 
labeled samples are extremely scarce. In addition, the per-
formance of the proposed method is also tested on an IMP 
dataset that comes from a real-world injection molding prod-
uct defect recognition task. The results illustrate that when 
trained on only 20 labeled images and 180 unlabeled images 
per category, the proposed method still achieves an average 
accuracy of approximately 99%.

However, some limitations still exist in the proposed 
method. For example, when trained on more complicated 
datasets or fewer labeled samples, the proposed method can-
not achieve quite high accuracy. We may incorporate more 

efficient label prediction methods into our work in the future 
to further improve the accuracy of pseudo labels. We will 
improve our study to make it suitable for more application 
scenarios of industrial defect inspection, such as welding, 
optic glass manufacture and so on.
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