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Abstract

Recognizing identical users across different social networks remains challenging in recent years. Clearly, cross-platform user
identification can play promising roles for many applications, such as user behavior prediction, public opinion analysis and e-
commerce applications. Representation learning (RL) based methods have received more and more attention in recent years.
However, most existing RL based methods only focus on the local structures (i.e., neighbors of vertices), and ignore label
information and global structure patterns. Also, the current RL based methods tend to design the user identification and the
embedding learning into two separate steps, which will neglect the complex correlations of different information sources. In this
paper, we propose a novel approach, named as FEUI (Fusion Embedding for User Identification), by embedding the user-pair-
oriented graph (UGP) through jointly integrating network structures, node attribute information and node labels to achieve robust
embedding features and predict node labels simultaneously. The FEUI framework contains two modules, dual attribute embed-
ding and joint embedding. These two modules leverage the strong representation ability of an extended auto-encoder and an one-
input and two-outputs deep neural network to represent the complex correlations of different information sources. We evaluate
our model on two social network datasets with collected user pairs. The experimental results show that the FEUI model can

achieve better performance compared with the state-of-the-art approaches.

Keywords User identification - Representation learning - Network embedding - Deep neural network

1 Introduction

Recently, social networks have attracted enormous attention
in people’s daily lives. People can register as a user to enjoy
different services in multiple platforms simultaneously. User
identification across social networks, which is also refereed to
as Social Network Alignment (SNA), has attracted more and
more attention considering its significant value in friend rec-
ommendation, product recommendation, and network analy-
sis [1] etc. If we collect one user’s public postings form dif-
ferent social networks, we can provide an in-depth analysis on
his/her interests. Thus, user identification across different so-
cial platforms is a precondition for the real-world applications
across social networks, such as accurate commercial activity
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recommendation, user behavior analysis and public sentiment
warning. However, the user attribute data is large, noisy and
even incomplete. These social networks do not have direct
links to each other. It is still challenging to recognize users
across social networks with recent studies.

Most existing methods tend to use user profile information
to identify users across networks. If the task depends only on
attribute features, it may cause uncertainty results. For exam-
ple, if one person creates a user “Violet Wang” on Twitter and
a user “Vio Wang” on Facebook, we can not determine them
to be the same person only by username. If the neighbors of
these two users have similar usernames, these two users are
more potential to be the same user. A lot of research has
proved that the joint using of various information sources
may lead to better results [2-4]. For example, Jain et al. [2]
explored network attribute based identity search algorithm
and concluded that the inclusion of more than one kind of
features can improve the accuracy of an identity resolution
process. Zhang et al. [3] incorporated attribute and structure
information into an energy based model. Bartunov et al. [4]
combined user attributes and social structure by CRF
(Conditional Random Fields) .
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In recent years, more and more research focuses on the
network embedding user identification methods. For instance,
Man et al. [5] proposed a supervised social network alignment
model by linking identities in the embedding space. Zhang
et al. [6] analyzed on each user’s ego networks embedding
by combining profile attributes and social structure. These
methods have the same idea that the users from two networks
are mapped into a latent space first, then a projection function
is learned to identify the same users. However, the network
data is often heterogeneous, incomplete and even noisy, which
brings great difficulties for obtaining a unified and informative
representation. Although the network embedding based
methods have been demonstrated to be effective, there are also
remain some unsolved challenges: (a)How to identify users
across networks when two networks have large structural
differences? Embedding on two networks independently
may results in a great difference between two identical users’
vector space, since the network structure features from two
networks have large differences. It is necessary to integrate
two social networks into one network to effectively extract
common structure information. (b)How to preserve the infor-
mation of network structures (including global structures
and local structures), node attributes, and labels in a com-
mon vector space? Most existing RL based methods do not
consider the global patterns and label information for embed-
ding. Network structure, node attributes, node labels are het-
erogeneous information sources, thus it is challenging to pre-
serve their properties in a common vector space and incorpo-
rate these information into a unified embedding model;
(c)How to propose a unified approach to integrate embed-
ding vector learning and user identification? Most previous
methods separate the user identification task into two steps,
which are embedding and aligning. These two steps are inde-
pendent and serial, which can not capture the latent relation-
ship between different information sources. Therefore, it is
necessary to design a unified framework that can conduct
network embedding and recognize identical users
simultaneously.

Based on the above analysis, we combine two social net-
works to generate several user-pair-oriented graphs (UPGs) to
effectively extract their common structure information. We
propose a novel approach, termed as FEUI (Fusion
Embedding for User Identification), by embedding the user-
pair-oriented graph (UGP) through jointly integrating network
structures, node attribute information and node labels to
achieve robust embedding learning and user pair identification
simultaneously. More specifically, to embed the information
of network structures, node attributes, and partially labeled
nodes in a common vector space, we propose a unified frame-
work, termed as FEUI, composed of two serial modules (dual
attribute embedding module and joint embedding module) to
jointly integrate network structures, node attribute information
and label information to learn robust representations. These
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two modules leverage the strong representation ability of an
extended auto-encoder and a deep neural network to represent
the complex and deep correlations between different informa-
tion sources; To embed the structure features of two social
networks in one framework, we generate a UPG from two
social networks as the input of the FEUI model, and employ
skip-gram model to represent the global structure relationship
between the input node and the context; To integrate embed-
ding vector learning and user identification simultaneously,
we design a joint embedding module with one input and two
outputs, which incorporates the label information into the con-
text generation scheme, to conduct node label prediction and
structure embedding learning simultaneously. The main con-
tributions of our paper are listed as follows:

(1) We propose a novel unified framework FEUI. Different
from previous works, FEUI first generates a UPG from
two networks, then embeds the UPG by two modules,
dual attribute embedding and joint embedding.
Important factors (attribute information, local structures,
global structures, labels) are formulated into a unified
framework which allows embedding learning and user
identification to be achieved simultaneously.

(2) The dual attribute embedding module, designed as an
unsupervised setting, employs a dual attribute auto-
encoder which can integrates attribute information and
local structural proximity into a low-dimensional spaces;
The joint embedding module is designed as a deep neural
network with one input and two outputs to learn node
embeddings and to predict node labels simultaneously.
The joint embedding module is designed as a semi-
supervised learning setting. The input of joint embedding
module is the difference between two users’ attribute
embedding vectors. The two output layers are designed
to predict the label of the node and the context in the
UPG respectively. Due to the semi-supervised learning
setting, our model does not need a large number of la-
beled data.

(3) We conduct extensively experiments on SNS and SZ
(Sina Micro-blog and Zhihu) datasets. The experimental
results demonstrate that the FEUI model compares favor-
ably performance against the state-of-the-art methods.

2 Related works

Current research on our task can be divided into two main
categories, surface feature based approaches and representa-
tion learning based approaches. The former approaches direct-
ly employ the surface feature of network structures (degree,
clustering coefficient, common neighbors etc.) and user attri-
butes (gender, education, username etc.) to identify users. In
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recent years, more and more researchers focus on the repre-
sentation learning methods with the emerging of network em-
bedding. The latter approaches aim to represent each node as a
unique low-dimensional feature vector, and directly use some
machine learning algorithms for our task with these learned
vectors. In the following, we introduce the recent research
about these two categories.

2.1 Surface feature based approaches

Profile attributes are most commonly used surface features for
user identification [7-9]. For instance, Liu et al. [ 7] relied only
on username to identify users and proposed two username
features that are surface features and comparison features.
Liang et al. [8] first extracted candidate user pairs, then
adopted profile attributes similarity to further detect these can-
didate pairs by a greedy strategy. Wang et al. [9] extracted
several attribute features, such as real name, username and
education, for the users on Twitter and Github, and then ap-
plied Levenshtein distance to measure the user attribute
similarity.

Structure features of a social network are more stable than
users’ attribute features, since some attributes are not public
for privacy protection. To analyze privacy, Narayanan et al.
[10] proposed NS method, based solely on node structure
information. Some researches [11] found that some people
may set up a similar friend circle in different networks, and
then adopted a friendship structure (neighborhood structure)
of'seed user pairs to analyze cross-platform user identification.
Due to the difficulty of collecting prior knowledge, Zhou et al.
[12] proposed a friend relationship-based unsupervised
scheme. Korula et al. [13] designed an efficient structure
based parallel algorithm to identify the same user. Li et al.
[14] fully analyzed the contributions of k-hop neighbors to
user identification. The above methods do not explore deeper
structure information from both local and global perspectives.

Excluding the attribute-based and structure-based methods,
some researchers explore the hybird methods based on the
combination of various information sources, such as profile
information, text contents and structural patterns. Lee et al.
[15] presented a visual comparison for user identification in
terms of user attribute information, user text information, net-
work structure, and the combination of these sources.
Bartunov et al. [4] proposed a joint attribute-link approach
that is extremely suitable for the condition that user profile
data is noisy or incomplete. Zhang [3] incorporated local fea-
tures and network structure features into an energy-based
model. Liu et al. [16] proposed a normalized-margin-based
linkage function formulation, and learned the linkage function
by modeling behavior and structure factors across different
platforms. These methods are supervised patterns that need
labeled user pairs as prior knowledge. Liu et al. [17] first
extracted potential seed pairs through attribute matching, and

then constructed user relational matrix to overcome the social
relation difference across networks. Fu et al. [18] incorporated
graph structure and attributes by a user similarity measure-
ment for deanonymization. This method overcomes the diffi-
culty of collecting seed mappings, but at the cost of high
running time.

2.2 Network embedding (NE) based approaches

Network embedding (NE) has attracted considerable attention
in recent studies, which has been proved to be effective in
some specific tasks, such as community detection, link pre-
diction, and user clustering [19-21]. NE based methods can
preserve the inter-connection relationships among the nodes.
In recent years, network embedding based user identification
has attracted considerable attention [6, 22, 23]. In the follow-
ing, we discuss the recent NE based methods and give a de-
tailed comparison on them.

IONE [23] and PALE [5]only employed structure informa-
tion for embedding. More specifically, PALE was designed as
a supervised algorithm, which captured the major structural
patterns from observed user pairs as supervised information,
and further learned a mapping function between two social
sites for predicting other user pairs. [ONE was designed as a
semi-supervised approach that collaboratively modeled the
input and output context of each user, and used a small set
of annotated user pairs for embedding vector learning. These
two methods do not explore the deep global structure regular-
ities. Mego2vec [6] employed multi-view attribute embedding
mechanism and convolved the adjacency matrix to capture
structure information. LHNE [22] learned the representations
of users in a unified space with both structural and content
information, which also performed effectively without struc-
tural information. However, the content information of anchor
users from different networks may vary greatly due to the
different function of the networks. REGAL [24] proposed a
matrix factorization-based method xNetMF to incorporate
structure information and user attributes in an unsupervised
way, which achieved good performance in both speed and
accuracy. Different from our approach, these methods do not
leverage label information. Moreover, the above methods con-
tain two stages, embedding stage and matching stage, which
can not capture the complex correlations of different informa-
tion sources. SNNA [25] adopted TADW [26] to embeds the
text attributes and topology information to an embedding vec-
tor, and performed our task in the distribution level, then pro-
posed several adversarial learning algorithms to learn a pro-
jection function with a small fraction of labeled user pairs.
Inspired by these recent works, we propose a novel framework
FEUI to identify users across two networks. Our proposed
method integrates embedding stage and matching stage into
one framework. Table 1 shows the differences between FEUI
and the above research.
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Table 1 A comparison of FEUL
with other methods. V' means
using the corresponding type of
information while x indicates the

opposite

3 Problem definition

Weuse G = (U, E, X) to represent a social network, where U
= {uy, uo, ..., u,} is the user set and E represents the topol-

L. Wang et al.
Structure Attributes Content Labels Semi-
supervised
\/ X \/ X X
Mego2Vec [6] S N x x
\/ X X X \/
\/ X X X X
\/ \/ X X X
v J J . S
v v x v

Problem 1 (user identification across networks) Given a
UPG generated from two social networks G* and G2, and a

small set of labeled pairs ¥*, we decide whether u! and u”
refer to a correct matching. The objection of our task is to learn

ogy information, e; = (u; u) € E. X = {X;, Xp, ..., X,} IS 4 function to determine y; for each node u'; in the UPG:
the attribute information matrix, which is extracted from the

user’s profile information, such as education, usernames, af- ~ f : (UPG,Y")—>Y
filiations and locations. G* = (UA, EA, XA) denotes

network A, and GZ denotes network B. Table 2 shows some
frequently used notations in this paper. If two users «{ and u?
form a candidate user pair, we denote it as p; = (u},u?). The

A

candidate user pairs are the inter-connected user pairs that

have some possibilities to be the same user.

Definition 1 (user-pa1r-or1.ente(.1 graph) We denote UPF? = 4 Methodology
(Uupg, Eupc) as a user-pair-oriented Graph, where u'; €

_ /o B
Uupe, €5 = Wi, u)) € Eupg. Letw'y = (uf, uf) €Uppc
and v/, = (uj,uf) eUypg be two nodes, these two nodes

have an edge if

N (u3),uleN (u3)

where N(-) represents the neighborhood set. After candidate
user pair selection, we set each pair as the node «';. Based on
this, we define our task as follows:

Table 2  Notations

A

(2)

As shown in Fig. 1, white pairs connected with a dotted line
are known labeled pairs, gray pairs are not matched, our task is
to discover the pink pairs according to the learned function.

We argue that the performance of our task can be improved if
we consider various information sources simultaneously, such

as the node attributes, the topology information, and the label
| information. To solve our task, we integrate two networks into
(1) several UPGs, where a node represents two users from two

networks. Given a UPG, we intend to represent each node as a
unified embedding space, where such space preserves impor-

tant information from attribute space, local structural informa-
tion, global structural information and label information.
Thus, we propose a unified embedding model seamlessly

Symbol Description

G=(U,E.X) A social network with user set U, relationship set £ and attribute matrix X.

UPG=(Uypc.Evpc) User-pair-oriented Graph with user set Uy pg and relationship set Eypg.

P={p1,pa,....px} A set of candidate user pairs.

uf User i in network A, uteU4

u'; node i ina UPGu'; = (uf,uf), u;€ Uppg

Y={y1,y2, >} A set of binary indicators for the nodes in Uy pg.

i A set of labeled identical user pairs, Y- ¥

y;€{1,0} The binary indicator for u';, which represents whether two users in u'; is a correct matching or not
h; The learned embedding vector of node u';
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Fig. 1 Illustration of user
identification across two
networks

integrating network structural proximity, node attributes prox-
imity and node labels on the UPGs. The unified framework is
named as FEUI with two serial modules. The process of the
FEUI is shown in Fig. 2.

As shown in Fig. 2, we use several generated UPGs as the
input of FEUI The framework consists of two modules: dual
attribute embedding and joint embedding. The dual attribute
embedding module adopts node attributes (x!' and x? ) and its

neighbors’ attributes(x/y; andx’, )from networks G* and G” as
input, and designs an extended auto-encoder to generate two
latent spaces z! and z® foru?' and u? respectively. The joint
embedding module is designed as a deep neural model with
one-input layer and two-output layers. For user matching, we
believe that the embedding space of two identical user should
be close to each other. Thus, we set the difference of the
embedding vectors |z'—z?| as the attribute of the node u',
and use |z'~z?| as the input of joint embedding. Based on
this, we employ skip-gram model and incorporate label infor-
mation to learn the final embedding. The final embedding of
an node in UPG is trained to predict the label of the node and
the context simultaneously. Thus, the output of joint embed-
ding includes the label prediction and the graph context pre-
diction. Our model can capture various important factors in a
unified model, and can achieve robust representation learning
(h;) and predict node label (y;) simultaneously. In the follow-
ing, we will explain these two modules.

4.1 User-pair-oriented graph generation

The generated UPG will be very large if all possible node pairs
are imported. Here, we adopt the method from our previous
work [27] to select proper candidate user pairs.

We give a case of UPG generation based on the Definition
1. (uf,uf) and (uf,uf) are two candidate user pairs
achieved by username similarity calculation. We then extend
to their friendships, and the pair (4,45 ) is added in the UPG.
We have three nodes in the generated UPG, where node u'; is
a labeled node pair, and our method has to predict the label of
other nodes(Fig. 3).

4.2 Dual attribute embedding

Recently, auto-encoder [28] and its variants [29, 30] have
been proved to be a powerful way to encode the inputs into
some representations which can revert to their original forms.
In an auto-encoder model, the objective function should make
sure that the input feature vector has to be as similar to the
reconstruction space as possible. The dual attribute embed-
ding, which extends from traditional deep auto-encoder mod-
el, can be considered as an unsupervised part of our model. By
incorporating the neighborhoods into the input, the attribute
information and the local structural information are tightly
inter-connected, which ensure that the low-dimensional em-
bedding feature space can preserve the attribute and local

Attribute
information

(a)User-pair-oriented graphs

Fig. 2 The process of the FEUI (a) Generate several user-pair-oriented
graphs(UPGs) from two social networks; (b) Input the attributes of the
nodes and the average attributes of their neighborhoods to dual attribute

(b)Dual attribute embedding

Node attribute Node
embedding embedding

‘ A_ B éh I3 h

z/ -z, | g g 1 N

| Z; - Zf | S > h, pes

|2y~ 27 | h, Vs

| lzg-2z2 | h, Yy

(¢) Joint embedding

embedding module to learn node attribute embedding vectors; (c) Input
the difference of attribute embedding vectors to joint embedding module
to leamn the topology embedding vectors and predict the labels
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Fig. 3 A case of user-pair-
oriented graph generation

&

uvzsyzz? uV3’y3=?

structural proximity. By incorporating the neighborhood attri-
butes, this embedding model can smooth out the incomplete-
ness and noisy of attribute feature. For example, not all attri-
butes are available for some users. Thus, the model can rely
more on neighborhood attributes for better representation
results.

Many users register in social sites with rich attribute infor-
mation, including gender, education and country. We convert
discrete attributes to a set of binary features via one-hot
encoding and transform continuous textual attributes to a
real-valued vector via TF-IDF, which is similar to the previous
work [31]. Then, we adopt an attribute auto-encoder model for
two networks G* and G” respectively. The attribute auto-
encoder model has two inputs, the attributes of the node x; and
the average attributes of its neighborhoods xy,. It generates

independently, which will be further combined to reconstruct
the final feature vectors that are close to the input vectors.
As shown in the left part of Fig. 4, two separated encoders
are implemented on X; and Xy, simultaneously. Their latent
representation vectors of nodeu! are represented as

{h(AA)V1 h4)? ...h(A)Vk} for different hidden layers {1, 2,

1 ’ 1 ’ 1
..., k} in the encoder component. The differences between
our model and traditional auto-encoder are the combination
part and the dispatch part. The former part combines the node
attribute vector and neighborhood average attribute vector to
obtain the embedding vector z! for user u!', which can pre-
serve both attribute proximity and local structural proximity.
The latter component dispatches the embedding vector z/!

back to the hidden vectors, which are represented as

the low-dimensional embedding vector based on x and xy, {HEA)vlﬁl(_A),Z, thA)Vk}' Formally, the relationship between
: ¢
Q0000 COOO0OV (eYoYeYoYeYo) I (eYeYeYoYoYe)
?

L
T gererele))

A
Z; QXXX

b oo

b CCo00 OO0 b ne
f ;

P e [ —

S —— e S — -

| et 70101010)0))

A <4
X, Xy,

1

0000 [@elelele) hgf)’k Joint
1 1 ’ Ribeddine
(eYoYeoYoXoYo)l (e1o)oYoYoY0)
B <B
X; Xy

Fig. 4 The architecture of dual attribute embedding module
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these layers in the encoder component are represented as fol-
lows:

WA = U( b 1)
h(A) 1 (7( v T b(A) 1
B — J( winm I(?)m 1+b<A>m> me{2,3, ...k}
B U(ng%Mh@)m Ly @ ),me{273, kY
th)’k“ _ 0_<W5A) Kt ( ky b(A )kt +W£A)‘/f+1h1(j}),k +b£A).,k+1)
2= U(W(M’thg JhHL b(A),k+2)

(3)

During the above equation, o(-) denotes a non-linear acti-
vation function. W”" and b” are the weights and biases in
the m — th layer. We use the subscript / to denote the variables
for the input x;, and use the subscript » to denote the variables

for the input xy,. For example,hf_?)"1 denotes the latent repre-

sentation vector at hidden layer 1 for the input x;.
Meanwhile, we input the embedding vector z! and output
the reconstructed vector X; in the decoder component. The

relationship between the latent vectors

~ ~(A)k
{h( M h(A)2 .h(A) } are represented as follows.

i s Iy 5 o

A J+1 k+2
U(
K AT (AL (A) R+

(A) K2

Ei,l =
~(A) .k (A)k+1 _(A)k+1 ~(A) k+1
hi.r =0 Wr hi + br

(A)m(A)m  (A)m

~(A),m—1 ~
h;, =0 (Wz h;,  +b

,me{2,3, k}

A)m~(A),m  _(A),m

’ >,ms{273,--~,k}

!
=)

r ir r

(4)

The output of the decoder component can be represented
with:

A WA ()
xi0<W1 h, +b, >

A (A1) (A)] (%)
leo(Wr h,. +b, )

ir

To minimize the distance between the input vectors and the
output vectors, the loss term for G* can be represented as:

P 2

+

A A

(6)

XNi*XNI_

Similarly, the loss function for G® can be denoted as L®.

2
+

B 5 °F
X; X

LB =y

i

(7)

XN,_XN,

4.3 Joint embedding
4.3.1 Overview of joint embedding

As shown above, the dual attribute embedding module can
integrate attributes and local network structure in a unified
model. In this part,we investigate how to jointly modeling of
class label prediction and global structure embedding, and
how labels can be modeled and incorporated to preserving
better proximity among nodes. This is a challenging task since
labels are completely different with the node structure infor-
mation. We design a deep neural network with one input and
two outputs. The input can be formulated as the difference of
their embeddings z! and z, i.e., d; = |z!~2z?|. In this mod-
ule, the embedding of an node in UPG is trained to predict the
node label and the context simultaneously.

Building a tower structure has been proved to improve the
quality of representation vector. As depicted in Fig. 5, we use
a tower structure with a small number of hidden layers for
input layer, to learn deeper representative features of the input
data. The left output layers are designed as the supervised part
of joint embedding, and the right output layers are designed as
the unsupervised part.

The m-th layer of the model can be represented as:

h” = 5(W"h"" +b™)

h;flﬁl — 5(W;n+lhlm +b;n+1) (8)
h;n:—l — 5(W?1+1h?1 + b;rH—l)

where §(-) represents the sigmoid function,W” and b™ are the
weights and biases in the m-th layer, m > 1. Moreover,W;"Jrl
denotes the weights of the left branch layers in the (m + 1)-th
layer, whileW”*! denotes the weights of the right branch
layers in the (m + 1)-th layer. The left output layer predicts
the label y;. y; = 1 means the node u! and u® are the same
user, otherwise not. In this way, the user identification prob-
lem is transformed to a binary classification problem since the
nodes in the UPG only have two kinds of labels. The right
output layer is designed as an unsupervised component, which
adopts skip-gram [32] model to predict the context of the
network.

For some popular social networks, previous studies have
already investigated that users can have similar friends across
different social sites [12]. It has been confirmed that the rela-
tionship among users in Twitter are similar to their relation-
ships in Facebook [33]. Thus, we can consider the friendship
relationship in a social network. If user uj‘ is matched to uf ,

@ Springer
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Fig. 5 The architecture of joint label Context
embedding
Softmax Softmax
A . A
k ; m+1 _—O OO O ; ...... hm+1 k ’
layers | i/ = QOO0 i,r i layers
‘ Wm+ ‘ Wm+1
v I I
m b QOO0
layers T
i T ;
(00000
di
user u/ 's first-order or second-order friends in G* can proba-
, . . B hm+k = Wm+khm+k—1 + bm+k (1 1)
bly be matched touf s friends in G”. It means that the two il My I

close nodes in a UPG would have high probability to have
same label. Thus, we can apply skip-gram for relationship
modeling between two close nodes through the whole UPG.
One node is considered as the target node (input), and the
other is considered as the context node (output). Moreover,
if two nodes have the same label, then we hope these two
nodes should have similar representations. Considering about
this, we integrate the label prediction with context generation
into a unified model. In this way, FEUI model preserves node
attributes, local network structure, global network structure
information and label information in a unified framework.

4.3.2 Loss function for joint embedding
As shown in Fig. 5, we apply a canonical multilayer

perceptron to be the left part of the joint embedding module.
Its loss function is:

LY =Y, Jogp(v,ldy) ®)

where U%p; denotes the labeled nodes in the UPG, p(y,| d-
;) can be represented as:

T
exp ( (h;f’,*k ) W,V’>
S exp ( (n77%) W f)
yel0.1] '

where W, is the weight matrix of the softmax layer, & is the

pild;) = (10)

number of hidden layers. h;’fﬁk is the input value of the

softmax layer for label prediction, which can be calculated as:

@ Springer

To capture the global structure information in joint embed-
ding module, we employ skip-gram to capture the relationship
between the input node and the context nodes in the right part
of this module. Given the node u'; with its attribute feature
vector d;, we define the loss function for all random walk
context ¢; € C as follows:

L0 = =3 3 log p(uld;) (12)
i=1 u’/.ec,
wheren = | Upypgl, ¢; denotes the context set of node u';, ';
€ ¢;. p(u')| d;) is denoted as:
NT
exp ( (h;"r+ k > Wﬁ)
p(l/l,j|dl') = (13)

! T
e (1) W)

where W, is the weight matrix of the softmax layer, h”* s
the input values of the softmax layer for the context predic-

tion:

h?ffk/ _ 5(W:n+k’hz1r+k’—l +bf¢+k’) (14)

4.3.3 Context nodes sampling

It has to be noted that our model is different from traditional
deep walk models. We incorporate the label information into
the embeddings through label context generation. The context
of a node is divided into two categories [34], which are struc-
ture context and label context. The structure context is derived



FEUI: Fusion Embedding for User Identification across social networks

8217

based on the network structure. We generate structure context
by truncated random walks on the UPG network to encode the
global structure information. The label context is defined as
the nodes having the same label, from which we use to inject
label information into the embeddings. For example, the con-
text of the labeled node u'; can be generated by uniformly
sampling from nodes with label y;. Specifically, we

generate w context nodes by the sampling process illustrated
in Algorithm 1 for each node u';. We use the parameter « to set
the ratio of label context. Specifically, for a labeled node, we
generate w * « labeled context nodes, w * (1 — «) structure
context nodes. For an unlabeled node, we generate w context
nodes.

Algorithm 1 Context nodes generation

Output: Context ¢,

Input: UPG = (U, Epp;) , target node u';, parameter & , number of context nodes w

1 ¢ =0

2 If y,eY" then

3 S={jly,eYandy =y}

4 ¢, < uniformly sample w* & label context nodes from S,
5 ¢, < ¢; U generate w* (1 — @) context nodes

6 else

7 ¢; < ¢; U generate w context nodes

8 returnc;

4.4 FEUI model training

The final loss function of FEUI framework contains the loss
terms from dual attribute embedding module and joint embed-
ding module. The former component includes the loss
term LY for the auto-encoder in G* (see Eq.(6)) and the loss
term L® for the auto-encoder in G®; The latter component
includes the loss terms for the left supervised
part L™ (see Eq.(9)) and the loss terms for the right unsuper-
vised part LP (see Eq.(12)). The final loss function can be
defined as:

L=LYW 4 L® 4 B+ LY + LW (15)

The regularization term Lreg is added to avoid over-fitting,
which is defined as follows:

A B
L”eg - Li(’eg) + LE’eg)

v 12 ()il 2 2
=t (| = [0+ oot e
(16)
(B) _ k+2 (8)4]|? <@ (B),i||2 (B).d||?
=z (L[S o e

reg

To optimize the objective function, we describe the optimi-
zation procedures for each respective part. Firstly, we adopt

Mini-Batch SGD (Mini-Batch Stochastic Gradient Descent)
to optimize L and L®. Specifically, the training step con-
tains several epochs. In each epoch, we randomly sample a
mini-batch of the training data to update the parameters with
SGD. The step stops when it reaches the max training epochs.

For the left part of Fig. 5, it is easily to use back-
propagation and SGD to train the MLP. However, It is usually
intractable to directly compute Vp(/'j d;), which needs the
normalization over iterating through all the nodes. Negative
sampling was introduced to address this issue [35], which
samples negative examples to approximate the normalization
term. Thus, the loss can be rewritten as:

log o < (hjﬁ,) TW{) + Y logo <— (h{ﬁ,) TW§>

uevt,
(17)

Lpy=-Y %

i—1 .7
=1y €c;

where o is the sigmoid function, ande;;g denotes the ¢ -
randomly selected negative samples. To optimize the loss
function for joint embedding, we jointly
minimize L and Z<R> in our model. We adopt Mini-Batch
SGD and alternate update the parameters between the left and
the right of the model., We jointly train this module with a
batch size of b; for the left part and a batch size of b, for the
right part. As illustrated in Algorithm 2, the process stops
when it reaches the max iterations.

@ Springer
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Algorithm 2 Learning for joint embedding module

Input: UPG =(Uype, Eps), Y5 b, ,b, ¢

Output: Embedding H = (h,,h,,...,h ) for each node
1. Random initialization for all parameters in the model.
2. While not reaching max iterations do

3. Sample b, labeled nodes from Y* .

4. Calculate VI'" and update the weights and biases.
5. €C=9,U,,=9

6. Sample b, instances from U ;. , denoted as U,

7.  For eachnodei inU, do

8

9

Use Algorithm 1 to obtainc;

14. return H= (h,,h,,...,h )

C=CUc,
10. For each nodeu'; € ¢; do
11. U ;’;g < randomly sample ¢ negative nodes from U,
12. U,e < U,e VU,

13. Compute VI; &) according to Eq.(17) and update weights and biases.

5 Experiments
5.1 Datasets

We verified FEUI on two datasets: SNS dataset [3] and SZ
dataset.

5.1.1 SNS dataset

The SNS dataset contains five popular social sites. We select
Twitter and Myspace for experiments (see Table 3). We col-
lect screen name, account name, location, etc. to construct
attribute feature vectors. We symbolize each screen name
and account name into a set of segments, then transform them
to a real-valued vector via TF-IDF. For the training data, the
positive instances are collected through Google Profile
Service (GPS). All negative instances are sampled from

Table 3  Statistics of the datasets

Datasets Social Networks Node Link

Sz Sina 12,1396 19,8992
Zhihu 19,5349 136,8723

SNS Twitter 40,171,624 1,468,365,182
MySpace 854,498 6,489,736

@ Springer

candidate user pairs. We finally collect 24,515 user pairs (in-
cluding 6495 matching pairs) from Twitter-Myspace dataset
for training and testing.

5.1.2 SZ dataset

We collect the Sina Micro-blog dataset from the famous
micro-blogging website in China. We also collect user infor-
mation from Zhihu,' a famous Chinese Q&A website, includ-
ing username, education, individual resume and location by a
python crawler.” The details of SZ dataset (Sina & Zhihu) are
summarized in Table 3. In our experiment, we select a pair of
subgraphs from several identical users and extract first-order
and second-order neighbors through a breadth-first search.
We finally collect 7325 user pairs for training and testing,
including 2213 manually labeled matching pairs. We choose
username, gender, location, education, individual resume,
etc. to construct attribute feature vectors.

5.2 Baseline methods

(1) SVM: The SVM model is trained based on the
attributes (see Section 4.1) of labeled user pairs,
and then adopt the trained model to determine the

' www.zhihu.com
2 https://github.com/cpselvis/zhihu-crawler
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label of each candidate user pair. We use libsvm
with version 3.24° as the classifier.

(2) COSNET [3]: This method proposes a unified optimiza-
tion framework by using an energy-based model, which
captures both attributes and structure features. Different
from the original procedure, we only consider local con-
sistency part in our experiments.

(3) MEgo2Vec [6]: A novel embedding based model that
generates matched ego networks for two users first, then
output the embedding of the nodes in matched ego net-
works by combining the user attributes and the structure
features.

(4) REGAL [24]:This method proposes a node representa-
tion algorithm xNetMF to utilize structure similarity and
node attributes in an unsupervised way. The
hyperparameters, such as the embedding dimension,
the weights of structure and attribute similarity, are set
to default values as depicted in original paper.

(5) SNNA [25]: An adversarial learning based method that
discusses user matching through distribution level. This
weakly-supervised method considers all the users as a
whole and perform identification in a new perspective.
For data pre-processing, we use ANRL [36] to jointly
embedd the user attributes and topology information to
a low-dimensional vector.

(6) Auto-encoder: We build an auto-encoder based on the
attribute feature vectors for each network. To train the
model, we minimize the distance between the embed-
ding vectors of two nodes from a labeled user pair.

(7) Variants of our model: We implement five variants of
our model to evaluate the performance of different
modules.

Dual attribute embedding To evaluate the effect of dual attri-
bute embedding component, we remove the joint embedding
component. We denote this model as FEUI .. This model only
combines the attribute features and the local structure features.
We implement the embedding of two users z!' andz? based on
Fig. 4, then we apply a MLP fon the difference between their
attribute embeddings d, to predict the label value. Finally, we
define the loss function as follows. If we do not use the aver-
age attributes of its neighborhoodsxy, as an input, this model
degrades to a traditional auto-encoder.

L=13% g(r@).p

n =1

(18)

where g (-) represents cross-entropy function.

3 www.csie.ntu.edu.tw/~cjlin/libsvim

Joint embedding To evaluate the performance of joint embed-
ding component, we only embed the global structure embed-
ding (as illustrated in Fig. 5). In this way, we have three kinds
of inputs for joint embedding. The first one is his/her adjacen-
cy vector, which is denoted as FEUL,; . FEUI,; only combines
the label information and the global structure information. The
second is the difference between there original attribute fea-
tures|x?—x§9 , which is denoted as FEUI,,. FEUI,, combines
the label, the global structure and the attribute information.
The third one is the concatenation of their embedding attribute
features (zf, Zf ), which is denoted as FEUI,,. Besides, we
remove the label prediction branch for topology embedding
vector learning using the input d,, then we apply a MLP fon
the node’s learned embedding h; to predict the label of the
node. We denote it as FEUIL,, which captures the local struc-
ture, the global structure and the attribute information.

FEUI This model is our final model. It contains two modules.
The input of joint embedding module is the output of dual
attribute embedding d,.

We do not compare against the network embedding
methods for other tasks. We implement COSNET,
MEgo2VEC and REGAL with the source code released in
original paper, and implement SNNA by ourselves. The pa-
rameters for the above baselines are tuned to be optimal. The
embedding size is set as 128 for SNS dataset and 128 for SZ
dataset in the dual attribute embedding module. The effect of
the number of hidden layers are discussed in Section 5.5. In
our comparison experiments with baselines, we use 7 hidden
layers (k = 2) in Fig. 4 (3 hidden layers for encoding, 1 fusion
hidden layer, and 3 hidden layers for decoding). For the com-
ponent of joint embedding, the embedding size is set as 64.
We use 2 hidden layers for left output branch and 1 hidden
layer for right output branch in our comparison experiments.
Furthermore, we set window size w to 10 in context nodes
generation (see Algorithm 1 and set negative samples ¢ as 5.
For the other parameters, such as ratio of label context «, size
of mini-batch b, and b, in Algorithm 2, are tuned for the best
performance. We perform our experiments on Tensorflow un-
der a Linux server with 2.0 GHz CPU (Intel Xeon E5-2620).

5.3 User identification performance analysis

For two datasets, the candidate user pairs are selected when
the username similarity is above a threshold.* Based on this,
we construct several UPGs for each dataset since not all the
candidate user pairs can construct a dense community. All
matching pairs are considered as ground truth, and a
fraction A of them are selected to train different models.
Table 4 shows the overall performance on two datasets with

* The threshold is set to 0.7 in our experiment.

@ Springer
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Table 4  User identification on two datasets

Method Sina-Zhihu Twitter-MySpace
Pre. Rec. F1 Pre. Rec. F1

SVM 73.42 6823 70.73 7835 7029 74.10
COSNET 81.25 8029 80.77 7756 6832  72.65
Mego2Vec 7996 7648 7818 8752 7195 7897
AutoEncoder  71.29  70.34  70.81 7029 6728  68.75
REGAL 7425 7043 7229 7823 6854  73.06
SNNA 80.24  79.82 80.03 8543 7396 79.28
FEUI 83.56 8347 81.46 88.74 7398  80.69

the training set ratio A\ = 30%. Also, we use training sets
with A ranging from 5% to 40% and conduct 5 times of ex-
periments and record the average results in Fig. 6.

Overall prediction performance For these experiments, we
set A\ = 30% for training and then predict others as testing.
It shows the superiority of FEUI over other methods. In terms
of Fl-score, FEUI achieves a 13% improvement over SVM
and auto-encoder. Direct using of the original attribute vectors

on SVM model would neglect the structure information and
also suffer the sparse and poor representation problem. Yet,
we observe that auto-encoder is a little weaker than SVM,
which indicates the traditional dimension reduction procedure
may lose some useful information. FEUI performs much bet-
ter than other jointly modeling methods, such as COSNET,
Mego2Vec and REGAL. Although COSNET utilizes both
attribute information and structure information, it supposes
that “neighborhood-preserving matching” is effective in the
real world networks, which only considers the local structure
information. MEgo2Vec seamlessly incorporates the local
structure information into the neighbors’ attributes embed-
ding, but it can not incorporate the label information into the
process of embedding. As an unsupervised algorithm,
REGAL is simpler than the other semi-supervised methods,
but at the cost of accuracy performance. SNNA performs
identification by minimizing the wasserstein distance between
two users form different networks, which leads to the sensi-
tivity of performance on the quality of embedded vector.

We also examine the effect of training set fractions by
varying A from 5% to 40%. In Fig. 6, the performance raises
steadily when the training set ratio increases. FEUI performs
best on both two datasets compared with other supervised and

%0 90
_,.-,-/-
80 ) /__-d 80 o —
—
- —— .
cn 0| —
9 —y 3 — VM
G 8w —— COSNET
° % —— COSNET 7]
a Mego2Vec x ~— Mego2Vec
20 ~—— AutoEncoder 50 = AutoEncoder
—FEUl = FEUl
40 —— REGAL 40 ~—— REGAL
SNNA SNNA
30 30
5% 10% 15%  20%  25%  30%  35%  40% 5%  10%  15%  20%  25%  30%  35%  40%
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HI Mego2Vec
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FEUI
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Fig. 6 Performance comparison on the Sina-Zhihu dataset (a) Precision, (b) Recall, (c)F1_score

@ Springer



FEUI: Fusion Embedding for User Identification across social networks

8221

T ol ’l * T g T " T ¥ T
Sina_Zhihu
[iTwitter_MySpace

80

~
o
1

F1_score

[+2]
o
1

50

FEUI_de FEUI_aj FEUI_oa FEUI_ea FEUI_rl

Fig. 7 User identification performance of model variants

FEUI

semi-supervised methods, especially when the training set ra-
tio is small. For example, when the training set ratio is 5%,
FEUI outperforms 20% by SVM and outperforms 15% by
auto-encoder on F1_score. This phenomenon indicates that
our semi-supervised method can obtain better performance
even with small ratio of ground truth. However, when the
training ratio becomes greater, the increasement speed of
FEUI slows down. That is to say, FEUI can lead to good
performance with relatively less supervised information.
Another interesting phenomenon is that COSNET performs
slightly better than FEUI when the training set ratio is 40%.
But it does not show that COSNET is more effective since it
needs more training data. Most supervised methods can not
achieve satisfactory accuracy with low training set ratio except
SNNA. SNNA performs much better than other methods with
low ratio, but the performance does not improve apparently
when the training set ratio increases.

Besides, we show the performance of the variants of FEUI
on two datasets in Fig. 7 and give a detailed analysis as
follows.

Dual attribute embedding effect To verify the performance of
dual attribute embedding module, we first compare FEUI,
with FEUIL. Compared with FEUI,,, we add dual attribute
embedding modules in FEUI, while FEUI,,, uses original at-
tribute difference as the input of joint embedding. We find that
FEUI performs much better than FEUI,,,. This results indicate
that the user attribute information captured by dual attribute
embedding model can indeed benefit the task. Secondly, we
compare the model FEUI,, with FEUL,. FEUlg4 performs
much better then FEUI,; on both two datasets, which demon-
strates that the jointly embedding of attribute information and
local neighborhood structure information can improve our
performance. Thirdly, we compare two variants of joint em-
bedding module, FEUI,,, and FEUI,. We see that FEUI,,
performs better than FEUI;. This is due to that FEUI,,, com-
bines the label, global structure and attribute information,

while FEUI,; does not incorporate the attribute information.
This comparison shows that the attribute features of users
indeed play an important role for our tasks.

Joint embedding effect First, we compare FEUI with FEUI ...
Experimental results show that FEUI outperforms FEUI,. on
two datasets, which shows that adding the joint embedding
module can improve the performance, and also demonstrates
that the incorporation of global structure and label information
can benefit for our task. Compared with FEUI4,, FEUI
achieves an improvement of 5.9% on Twitter-Space dataset
and an improvement of 6.2% on Sina-Zhihu dataset, while
compared with FEUI,, FEUI achieves an improvement of
10.1% and 10.4% on Sina-Zhihu dataset and Twitter-Space
dataset respectively. The above comparison shows that attri-
bute features are more effective for user identification than
structure features, although some users’ attributes are incom-
plete and noisy. Second, we compare FEUI4, with FEUI,,.
FEUl,, perfroms superior to FEUI,,, which shows that the
performance of dual attribute module performs better than
joint embedding module. Moreover, the performance of
FEUl4, on Sina-Zhihu is superior to that on Twitter-
MySpace since attribute features contribute less on Twitter-
MySpace than on Sina-Zhihu. We deepen the analysis and
find that we can obtain more attributes from Sina-Zhihu
dataset than from Twitter-MySpace dataset.

Besides the above comparisons, we conduct other
comparisons. FEUI., performs superior to FEUI,,
which demonstrates that the user attribute features ex-
tracted by dual attribute embeeding model are more ef-
fective than original attribute features. FEUI performs
superior to FEUI,, which indicates that the incorpora-
tion of label information can also benefit for our task
and improve the representation ability of embedding
vector. Among all of these variants, FEUI,; performs
the worst. This is because it does not consider attribute
and label information.

In the following, we highlight some observations:

(1) The dual attribute embedding module and the joint em-
bedding module are all benefit for our task. If we com-
bine these two modules together, we tend to enhance the
quality of embedding and obtain better performance. For
individual information sources, the improvement by at-
tribute information is more apparent than structure infor-
mation and label information.

(2) FEUI performs best compared against other network em-
bedding based methods and traditional baselines. One
major reason for the performance enhancement is the
systematic fusion of heterogeneous information, which
can achieve quality embeddings. Based on this, the per-
formance of user identification can be improved by joint-
ly modeling of label prediction and embedding.
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5.4 Node classification

We conduct node classification to verify the embedding
effectiveness of our algorithm. We compare FEUI with
other state-of-the-art embedding algorithms, and divide
them into several groups:

(1) Attribute-only: The algorithms in this group only consid-
er vector attributes. We adopt SVM and the traditional
auto-encoder in our experiment.

(2) Structure-only: The algorithms in this group only consid-
er structure features. We adopt DeepWalk, Dwns AdvT
[37] and SDNE [28] in our experiment. Dwns_AdvT
denotes the implementation of DeepWalk with the regu-
larization by adversarial training process.

(3) Attribute+structure: The algorithms in this group consid-
er both attribute and structure. We adopt SEANO [34]
and ANRL [36] in our experiment.

(4) FEULFEUI is not suitable to be directly used for node
classification. We need to modify the dual attribute em-
bedding module for one social network, not for two so-
cial networks. Suppose that the input network isG*, we
can obtain the embedding vectorz!'. Then, we setz] as
the input of joint embedding module.

For all the baselines, we use the source code released in the
original paper. Also, the parameters are tuned to be optimal.
We adopt three benchmark datasets for experiments, which
are Cora, Citeseer [38] and Pubmed [34]. The embedding size
is set to 64 for all datasets. The classification accuracy of all
these algorithms are shown in Fig. 8. It shows that: (1) FEUI
consistently outperforms other algorithms. The major reason
is that our framework systematically incorporates user attri-
butes, label information and models the local and global struc-
ture properties, which can generate a better embedding space
than other methods. (2) Attribute+structure algorithms per-
form better than structure-only and attribute-only methods,

Table5 Performance on two datasets with different number of layers in
two modules

Modules Layers Sz SNS

Joint embedding k=1, k'=1,m=1 80.28 79.83
k=2,k'=1,m=1 81.12 80.13
k=1,k'=2,m=1 80.31 79.82
k=2,k'=2,m=1 81.43 80.62
k=2,k'=1,m=2 81.46 80.64
k=4, k'=1, m=3 81.45 80.66

Dual attribute embedding k=1 80.87 80.14
k=2 81.46 80.69
k=3 81.48 80.69

which is consistent with our user identification task. This ver-
ifies the combination of important factors can generate a more
representative embedding results. Although adversarial train-
ing can bring improvement on DeepWalk, Dwns AdvT is still
worse than the joint modeling methods. (3) Although ANRL
shows a relative good performance, it neglects the label factor,
which makes the accuracy be slightly worse than our
algorithm.

5.5 Experiments on the number of layers

We discuss the influence of number of layers on dual embed-
ding module and joint embedding module. It has to be proved
that increasing the number of hidden layers may increase the
generalization performance [39], but it may also cause high
running time and learning difficulties, which will result in the
performance degradation [40]. Thus, it is necessary to explore
the optimal number of layers for two modules(Table 5).

As shown in Fig. 4 and Fig. 5, the value ofk, k'andm(see
Fig. 4 and Fig. 5) determine the FEUI model’s representation
ability. When we test the layers for joint embedding, we set

Fig. 8 Classification accuracy of
different algorithms

Accuracy

SVM  Autoencoder DeepWalk Dwns_AdvT SDNE

@ Springer

SEANO ANRL FEUI



FEUI: Fusion Embedding for User Identification across social networks 8223
10.0 10.0
geoeyeimg Twitter Twitter
7.5 ' WySpace 754 cfrankthe3rd ) ""Z‘l’fiye
frankthe3rd jamieolender .
5.0 5.0 dimka
aullalux geoeyeimg
2.5 4 2.5
. pullalux ojamieolender shedimka
.04 0.0 b
. franco3mul lalux
glinka thedimka
2.5 cjamieolender e “2.54
aullalux
201 geoeye =07
7.5 franco3x ;5 | jamieolender
-10.0 ' ' v - ' v v -10.0 : . : : : . :
-10.0 -7.5 5.0 -25 0.0 2.5 5.0 7.5 10.0 400 7.5 50 25 0.0 25 5.0 7.5 10.0
(a)auto-encoder (b) FEUI,
10.0 10.0
i T : T
@eoeyeimg WSpsce @eoeyeimg Wsoace
7.5 7.5 4 geoeye
frankthe3rd
5.0 geoeye 5.0 dimka edimka
@wullalux -
2.5 2.5 @ul lalux
frankthe3rd
0.0 lfr nco3x 0.0 i
nultalux . . nul lalux franco3x
Jamieolgnder
2.5 2.5
i thedimka
-5.0 dimka R I d -5.0 1
Jamieolender _ gamieolender
7.5 7.5 Jjamieolender
-10.0 -10.0
-10.0 -7.5 5.0 25 0.0 2.5 5.0 7.5 10.0 -10.0 -7.5 5.0 25 0.0 2.5 5.0 7.5 10.0
(¢)FEUI, (d)FEUI
Fig. 9 Case study of learned embeddings for positive instances. (a)auto-encoder, (b) FEUl., (¢)FEUIL, (d)FEUI
de
10.0 10.0
julialamphearakikitt Twitter Tuitter y .
e S is); © WySpace 5] © Wvace gee2space julialamg
lisa
&0 @ulianomarques 501 ajul ianomarques
) eespagak ikitt :
2.5 wioletband 25 ¥ y violet
0.0 akikitty 0.0
geespace
2.5+ -2.5
5.0 5.0 e
o isaab10 akl\'ik;ll'?gabm
7.5 7.5 wioletband
Giia] et gee2space
-10.0 -10.0 ! -t v v - v .
-10.0 7.5 50 2.5 0.0 2.5 5.0 7.5 10.0 -100 7.5 50 25 00 25 5.0 75 10,0
(a) auto-encoder (b) FEUI,
10.0 10.0
oJJuliarcmsraues o Twitter ' Twitter
7.5 @ @, MSpace 7.5 «ioletbandee2space MySouce
ol isaab10 .
5.0 violet 5.0 jisa
geespate
25 2.5
akikitty
90 akikitty julialamphear 0.0
2.5 geespace 25
Jjulialamphear
-5.0 5.0 ol isaab1p
7 2 kikitt i
75 wioletband geelspace -.5 ¢ Y yiolet u] ianome
-10.0 - , , : . . . -10.0 . . v : . ' .
-10.0 7.5 5.0 25 00 25 5.0 7.5 10,0 -100 7.5 5.0 -25 0.0 25 5.0 7.5 10,0
(c¢) FEUL, (d) FEUI

Fig. 10 Case study of learned embeddings for negatives instances, (a)auto-encoder, (b) FEUIg., (¢)FEUL,, (d)FEUI(In figure 10, the title of Fig10(b)
should be FEUI

@ Springer



8224

L. Wang et al.

the number of layers in dual attribute embedding module to &
= 2. Also, the number of layers in joint embedding is set to k=
2, k" =1, m =2 when we test on dual attribute embedding
module. First, we can see the trend that the performance can
slightly be improved with more layers on two modules. This
indicates that the deeper neural networks can improve the
representation ability. For joint embedding, the increasement
of the number layer of right output branch &' has no positive
influence on SNS dataset. Although the increasement of layers
can improve the performance, it will increase the time con-
suming for the training procedure. Specifically, it takes about
30.5 s forthe settingk=1,%"' =1, m =1 for one epoch, while it
takes 75.8 s for the setting k=2, k"= 1, m = 2 for one epoch. It
has to be noted that the further increasement of layers may not
improve the results. This is due to that the fully connection
structure of our model may be easily over-fitting with more
layers. Thus, we do not explore the effect of more layers in our
experiments.

5.6 Case study

The quality of the learned embedding vector can directly de-
termine the performance of label prediction. Here we conduct
several cases about the node embeddings by several variants.
Figure 9 and Fig. 10 visualize the node embeddings based on
auto-encoder, FEUI,., FEUIL; and FEUI on two datesets. We
adopt t-SNE [41] method for visualization. Figure 9 shows the
learned embeddings for positive instances and Fig. 10 shows
the results for negative instances. We randomly select 10 user
pairs with neighbors(5 positive instances and 5 negative in-
stances) for visualization. Specifically,
(‘jamieolender’,‘jamieolender’), (‘nullalux’,‘nullalux),
(‘dimka’,‘thedimka’), (‘geoeye’,‘geoeyeimg’),
(‘franco3x’,“frankthe3rd’) are positive instances.
(‘lisa’,‘lisaa610’), (‘violet’,“violetband’),
(‘julialamphear’,‘julianomarques’), (‘geespace’,‘gee2space’),
(“akikitty’, akikitty”) are negative instances. The green circles
represent the users in Twitter, and the red circles are their
identities in MySpace. As shown in Fig. 9(a) and Fig. 9(b),
the embeddings of two users in a pair become much more
closer after we add the local information. Also, the embed-
dings become a little closer after we add the global structure
information (see Fig. 9(c)). Furthermore, as shown in Fig.
9(d), the embedding of two users in a pair become closer after
the incorporation of label information. The improvement by
adding label information is more apparent compared with the
improvement by network structures. This may be due to that
the selected instances contain small number of neighbors. This
observation verifies the apparent benefit of incorporating label
information. However, the above improvements do not appear
in the results of negative instances in Fig. 10. This results
indicate that the label information, the structure information
do help the embedding learning.
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6 Conclusion

We propose a novel semi-supervised framework FEUI to pre-
dict whether two users are the same user or not by embedding
the generated user-pair-oriented graph, which is generated
from two isolated social networks. Our proposed model is
the first attempt to solve the user identification task and user
embedding learning simultaneously, and investigates the pos-
sibility of jointly embedding several important information
sources into a unified space, not only structural and attribute
information. It seamlessly combines attributes and the local
structure in the dual attribute embedding model, and also cap-
tures both the global structure features and the labels in the
joint embedding model. The experimental results on two real-
world datasets validate the effectiveness of our model.

In our future work, we plan to study the following direc-
tions. First, the users in social networks have multiple modal-
ities, so we will enhance our model to jointly embed multi-
modal data. Second, most social networks have the nature of
evolution, we can improve our model to adapt to the dynamic
changes, such as the new follower-ship and new users.
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