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Abstract
Multi-sensor information fusion plays an important role in practical application. Although D-S evidence theory can handle
this information fusion task regardless of prior knowledge, counter-intuitive conclusions may arise when dealing with
highly conflicting evidence. To address this weakness, an improved algorithm of evidence theory is proposed. First, a new
distribution distance measurement method is first proposed to measure the conflict between the evidences, and the credibility
degree of the evidences can be obtained. Next, a modified information volume calculation method is also introduced to
measure the effect of the evidence itself, and the information volume of the evidences can be generated. Afterwards, the
credibility degree of each evidence can be modified based on the information volume to obtain the weight of each evidence.
Ultimately, the weights of the evidences will be used to adjust the body of evidence before fusion. A numerical example for
engine fault diagnosis exhibits the availability and effectiveness of the proposed method, where the BPA of the true fault is
89.680%. Furthermore, an application for target recognition is given to show the validity of the proposed algorithm, where
the BPA of the true target is 98.948%. The experimental results show that the proposed algorithm has the best performance
than other methods.
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1 Introduction

The information obtained from observed objects in a multi-
sensor system is multi-attribute information, so the descrip-
tion of this information is more accurate than the description
of the single-attribute information obtained from a single
sensor. In a multi-sensor system, a sensor generally obtains
information of only one attribute, each sensor has the cor-
responding sensing range, and together they construct a
mutually independent and complementary sensing system
to describe observed objects in as much detail as possi-
ble. Such a detailed description can be extracted through
multi-sensor data fusion, but cannot be obtained from a sin-
gle sensor. So far, multi-sensor data fusion technology has
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been widely used in various fields such as military [1,
2], robotics [3, 4], navigation [5, 6], medical diagnosis [7,
8], environmental monitoring [9, 10], and so on. However,
multi-source data inevitably has some problems, such as
data redundancy, conflicting information and uncertainty.
How to deal with the data obtained from multi-sensor is still
an open issue.

To address this issue, a series of theories have been
proposed, such as probability theory [11, 12], fuzzy
theory [3, 13], possibility theory [11], rough theory
[14], and Dempster-Shafer evidence theory [15, 16]. As
a frequently used technique, Dempster-Shafer evidence
theory may generate some counter-intuitive conclusions
when fusing conflicting data. The primary option is to
modify Dempster’s combination rule, and others are to
preprocess the evidences. Here, the main focus is on
the latter, such as Murphy’s simple average approach
of bodies of evidences [17], Deng et al’s weighting
average method of the masses based on the distances
of different evidences [18], Zhang et al’s cosine theory-
based approach [19], Yuan’s entropy-based method [20] and
Xiao’s belief divergence-based method [21]. Deng et al’s
weighting average method overcomes the shortcomings of
Murphy’s method and better reflects the correlation between
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conflicting evidences. Zhang et al. introduce the concept of
vector space to handle conflicting evidence. By considering
the evidence itself, Yuan’s method introduces the belief
entropy to show the effect of the evidence itself. Inspired by
Jensen-Shannon divergence [22], Xiao solves the problem
of highly conflicting evidence based on belief divergence.
However, there is still a lot of room for improvement to
increase the credibility of practical applications.

In order to further improve the credibility of fusing
conflict evidence, a new Distance measurement method
based on Square Mean (DSM) is first proposed to measure
the distance between evidences in this paper. Based on
this, the new algorithm for fusing conflicting information
in multi-sensor system is presented by integrating DSM
with the modified information volume. The proposed
method not only considers the credibility between the
evidences, but also considers the uncertainty of the weights
of the evidences, so that a more appropriate weighted
average evidence can be obtained before using Dempster’s
combination rule. The proposed method includes the
following steps. Firstly, the proposed DSM method is used
to measure the credibility of evidence. Then, the relative
importance of the evidence is represented by the belief
entropy to obtain the information volume of each evidence.
Next, the weighted average evidence is generated based
on the credibility of the evidence and the corresponding
information volume. Finally, the weighted average evidence
is fused by Dempster’s rule. After analyzing other methods,
the proposed new algorithm for fusing conflict information
in multi-sensor systems has better performance than other
methods.

The rest of this paper is organized as follows: Section 2
is some preliminaries of the algorithm proposed in this
paper. The proposed new distributed distance measurement
method, the modified information volume and the proposed
multi-sensor conflict data fusion algorithm are illustrated
in Section 3. In Section 4, a numerical example is used
to verify the better performance of the proposed algorithm
compared with other methods. In Section 5, an application
is given to show the best performance of the proposed
algorithm over other methods. The conclusion and outlook
are presented in Section 6.

2 Preliminaries

2.1 Dempster-Shafer evidence theory

Dempster-Shafer evidence theory [15, 16] is proposed by
Arthur P. Dempster and Glenn Shafer, which is a reasoning
method with the ability to deal with uncertain information.
Compared with Bayesian probability [23], it can directly
express uncertain and imprecision information.

Definition 2.1 Discernment Frame: The discernment frame
Ω is defined as a non-empty set. H1, H2, ..., HN represent
mutually exclusive and exhaustive hypotheses. Ω is shown
as follows:

Ω = {H1, H2, H3, ..., HN } (1)

The power set of the discernment frame Ω contains 2Ω

elements, which means:

2Ω={∅, {H1}, {H2}, {H3}, ..., {HN }, {H1, H2}, ..., {H1, H2, ...}, ..., Ω}
(2)

Definition 2.2 Mass Function(or Basic Probability Assign-
ment, BPA): In the discernment frame, the BPA function m

is defined to represent uncertain information. It is a mapping
of the power set 2Ω on the interval [0, 1], and the mapping
function is:

m : 2Ω → [0, 1] (3)

And the conditions to be satisfied are:
{

m(∅) = 0∑
A∈2Ω m(A) = 1

(4)

Definition 2.3 Dempster’s Combination Rule: Under the
framework of evidence theory, two independent BPA
functions m1 and m2 can be fused by the following
Dempster’s combination rule:

m(A) = (m1 ⊕ m2)(A) =
∑

B∩C=A m1(B)m2(C)

1 − K
(5)

with

K =
∑

B∩C=∅
m1(B)m2(C) (6)

Here, B, C ∈ 2Ω . K is a coefficient for measuring the
degree of conflict between evidences, and K < 1.

2.2 Jensen-Shannon divergencemeasure

Lin [22] introduces a method for measuring the difference
between two or more BPAs’ distributions based on
information theory, which is called the Janson-Shannon
(JS) difference. Unlike others, the main characteristic of
JS divergence is that it does not require the condition
of absolute continuity in the probability distribution. JS
divergence defines a true metric in the space of probability
distribution, in fact, it is the square of the metric [24].

Definition 2.4 The JS between Two Probability Distribu-
tions: Suppose X is a discrete random variable, P1 and P2
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are two probability distribution functions of X, and JS is
defined as follows:

JS(P1, P2) = 1

2
[S(P1,

P1 + P2

2
) + S(P2,

P1 + P2

2
)], (7)

with

S(P1, P2) =
∑

i

P1i log
P1i

P2i
, i = 1, 2, 3, ..., M . (8)

Here, S(P1, P2) is the Kullback-Leibler divergence [25, 26]
and

∑
i Pji = 1 must be satisfied for Pji , i = 1,2,3,...,M;

j = 1, 2. Xiao [21] replaces the probability distribution P

with belief functionm, and proposes Belief Jensen-Shannon
divergence(BJS) as follows:

BJS(m1, m2) = 1

2
[S(m1,

m1 + m2

2
), S(m2,

m1 + m2

2
)]
(9)

with

S(m1, m2) =
∑

i

m1(Ai)log
m1(Ai)

m2(Ai)
, i = 1, 2, 3, ..., M .

(10)

Here,
∑

i mj (Ai) = 1, i = 1,2,3,...,M; j = 1, 2.

2.3 Cui et al.’s entropy

Deng Entropy [11, 27] can deal with more complex
situations of focus elements. However, Deng Entropy has
certain limitations when the propositions intersect. Cui et al.
proposes a correction function by considering the size of
the discernment frame and the impact of the intersection
between evidences on uncertainty, and this function is a
promising method for measuring uncertain information. Cui
et al.’s Entropy [28] is defined as follows:

E(m) = −
∑
A⊆X

m(A)log(
m(A)

2|A| − 1
e

∑
B⊆X,B �=A

|A∩B|
2|A|−1 ) (11)

3 The proposedmethod

In this section, the four parts of the proposed new multi-
sensor information fusion algorithm will be explained in
detail. As shown in Fig. 1, the four modules are illustrated
as follows:

(1) Section 3.1: Proposing a new distribution distance
measurement method based on square mean which
referred to as DSM;

(2) Section 3.2: Computing the credibility degree of all
evidences in discernment frame based on DSM as
shown in the “Credibility degree based on DSM”
module of Fig. 1;

Fig. 1 The flowchart of the proposed multi-sensor information fusion
algorithm

(3) Section 3.3: Obtaining the modified information
volume of each evidence as shown in the “Modified
information volume” module of Fig. 1;

(4) Section 3.4: Using the information volume in the third
step to optimize the credibility degree in the second
step, then obtain the weighted average evidence to
combine by utilizing Dempster’s rule.

3.1Newdistribution distancemeasure of BPAs(DSM)

In Dempster-Shafer evidence theory, measuring the differ-
ence between the evidences is critical for fusing informa-
tion. Inspired by JS, a new distribution measurement method
based on the squared mean of entropy of BPAs is proposed,
considering that the greater the probability of the event,
the greater the probability of the occurrence of the event.
The DSM divergence between the two BPAs m1 and m2 is
defined as:

DSM(m1, m2)

=

√
[∑i m1(Ai )log

√
2m1(Ai )

2

m1(Ai )
2+m2(Ai )

2 ]2+[∑i m2(Ai )log

√
2m2(Ai )

2

m1(Ai )
2+m2(Ai )

2 ]2
2

=

√
D(m1|

√
m2
1+m2

2
2 )2+D(m2|

√
m2
1+m2

2
2 )2

2 .

(12)

Here, D(m1|m2) = ∑
i m1(Ai)log

m1(Ai)
m2(Ai)

, is the relative
entropy. mj(j = 1, 2) satisfies

∑
i mj (Ai) = 1.

Obviously, DSM is the squared mean of D(m1|
√

m2
1+m2

2
2 )

7616 An improved evidence fusion algorithm in multi-sensor systems



and D(m2|
√

m2
1+m2

2
2 ). From the definition, similar to JS,

DSM has the following properties: (1) DSM is symmetric,
that is, DSM(m1, m2) is equal to DSM(m2, m1); (2) the
value of DSM is between 0 and 1.

Example 1 ,Suppose the complete discernment frame Ω =
{A, B, C} has two BPAs such as m1 and m2, their
probabilities are assigned as follows:

m1 : m1(A) = 0.8, m1(B) = 0.1, m1(C) = 0.1

m2 : m2(A) = 0.3, m2(B) = 0.5, m2(C) = 0.2

DSM(m1, m2) = DSM(m2, m1) = 0.0358.

From the above results, DSM(m1, m2) and
DSM(m2, m1) have the same value. So it is confirmed that
DSM is symmetrical.

Example 2 ,Suppose the complete discernment frame Ω =
{A, B, C} has two BPAs such as m1 and m2, their
probabilities are assigned as follows:

m1 : m1(A) = 0.3, m1(B) = 0.5, m1(C) = 0.2

m2 : m2(A) = 0.3, m2(B) = 0.5, m2(C) = 0.2

DSM(m1, m2) = 0.0.

From this example, DSM(m1, m2) is 0 when m1 has the
same BPAs as m2, that is, m1(A) = m2(A), m1(B) =
m2(B) and m1(C) = m2(C). The intuitive result of this
example further confirms the effectiveness of DSM .

Example 3 , Suppose the complete discernment frame Ω =
{A, B} has two BPAs such as m1 and m2, their probabilities
are assigned as follows:

m1 : m1(A) = 0.5, m1(B) = 0.5

m2 : m2(A) = α, m2(B) = 1 − α.

As shown in Example 3, the BPAs for m2 are set as
variable value such as m2(A) = α and m2(B) = 1 − α.
As the parameter α changes from 0 to 1, the value of DSM

between m1 and m2 will be depicted in Fig. 2.

Obviously, the value of DSM(m1, m2) is symmetric on
both sides of the α = 0.5 which is the first property of
DSM . When α changes from 0 or 1 to 0.5, the variation
of DSM gradually becomes 0. This explains the intuitive
phenomenon when m1 and m2 are gradually the same. In
the same way, the value of DSM between m1 and m2

gradually increases when α gets farther and farther from 0.5.

Therefore, the range of variable DSM is between 0 and 1
according to Fig. 2. The second property of DSM is also
verified.

3.2 Credibility degree based on DSM

In order to make the newly proposed distribution distance
measurement method DSM has an effect on evidence
fusion, the evidence credibility measurement method is
modified based on DSM . The processes are described as
follows:

(1) Calculate the divergence distance between the pair
of evidences based on DSM , and construct the
distribution distance measurement matrix, named
DMM . It is defined as follows:

DMM =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 · · · DSM1j · · · DSM1k
... · · · ...

...
...

DSMi1 · · · 0 · · · DSMik

... · · · ...
...

...
DSMk1 · · · DSMkj · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎦

(13)

Here, DSMik means the divergence distance between
mi and mk .

(2) Obtain the average evidence distance DS̄Mi of
evidence mi . The formula is defined as follows:

DS̄Mi =
∑k

j=1,j �=j DSMij

k − 1
, i, j ∈ [1, k]. (14)

(3) Calculate the support degree Sup of the evidence for
mi , which denotes as follows:

Supi = 1

DS̄Mi

, i ∈ [1, k]. (15)

(4) Normalize support degree Supi to generate credibility
degree of each evidence in discernment frame. The
corresponding definition is defined as follows:

Crdi = Supi∑k
s Sups

, i ∈ [1, k]. (16)

3.3 Modified information volume

Belief entropy represents the information volume of
evidence. The greater the uncertainty of evidence, the
greater the entropy. In addition to credibility degree, the
information volume is also regarded as the critical part for
generating weighted average evidence. Taking into account
the cardinal number of the discernment frame and the
interaction between the evidences, the modified information
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Fig. 2 The DSM value with
changing parameter α

volume is proposed based on Cui et al. entropy. The process
of measuring modified information volume of the evidences
is described as follows:

(1) Compute belief entropy of each evidence mi, i =
1, 2, 3, ..., k by (11).

(2) In order to avoid the value obtained as 0, the belief
entropy index of e is used to generate the information
volume(IV ) of each evidence, and it is defined as
follows:

IVi = eE = e
− ∑

A⊆X m(A)log(
m(A)

2|A|−1
e

∑
B⊆X,B �=A

|A∩B|
2|A|−1 )

, i ∈ [1, k].
(17)

(3) The normalized IV is expressed as:

¯IV i = IVi∑k
s=1 IVs

, i ∈ [1, k] (18)

3.4 New algorithm for fusingmulti-sensor
information

In the above steps, the credibility degree of the evidence
based on the DSM and the modified information volume
has been proposed. This part will explain the method of
calculating the weighted average evidence.

(1) Use the information volume IV of the evidence to
adjust the credibility degree Crd of the evidence and
establish the jointed credibility degree Crd IV , which
is defined as follows:

Crd IVi = Crdi × ¯IV i, i ∈ [1, k] (19)

(2) Normalize the jointed credibility degree of the
evidence, and generate the weight ¯Crd IV of the
evidence

¯Crd IV i = Crd IVi∑k
s=1 Crd IVs

, i ∈ [1, k] (20)

(3) Generate the weighted average evidence WAE based
on ¯Crd IV . The corresponding equation is as follows:

WAE(m) =
k∑

i=1

¯Crd IV i × mi, i ∈ [1, k] (21)

(4) The result of multi-sensor evidence fusion will be
generated by fusing the weighted average evidence
WAE with k − 1 times by using Dempster’s
combination rule.

4 Experiment

In this section, an example for engine fault diagnosis will
be used to verify that the proposed multi-sensor evidence
fusion algorithm performs better than other methods, and
the empirical data is shown in Table 1. In the table,
the S1, S2 and S3 are different sensor information, and
the corresponding BPAs functions are m1, m2 and m3

respectively. In the complete discernment frame Ω =
{F1, F2, F3}, the possible hypotheses are {F1}, {F2},
{F2, F3} and {F1, F2, F3}. In addition, two parameters, one
is the sufficiency index μ(m) and another is the importance
index ν(m), are listed in Table 2, will be used in generating
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Table 1 The BPAs example of
the multi-sensor data fusion
[29]

BPA {F1} {F2} {F2, F3} {F1, F2 , F3}

S1:m1(•) 0.41 0.29 0.30 0.00

S2:m2(•) 0.00 0.90 0.10 0.00

S3:m3(•) 0.58 0.07 0.00 0.35

weights of the evidences for the engine fault diagnosis
application [29].

4.1 Process evolution

In the application of engine fault diagnosis, the calculation
process of the proposed multi-sensor evidence fusion
algorithm will be demonstrated step by step. The variable
values listed in the paper only retain the value of four
decimal places, and the actual values which participate in
the calculation are float64 variables in python 2.7.

(1) Generate the distribution distance measurement
matrix DMM = (DSM)k×k as follows:

DMM =
⎡
⎣ 0.0 0.0988 0.0035
0.0988 0.0 0.1139
0.0035 0.1139 0.0

⎤
⎦ (22)

(2) Calculate the average distance of evidence DS̄M .

DS̄M1 = 0.0511;
DS̄M2 = 0.1064;
DS̄M3 = 0.0587;

(23)

(3) Compute the support degree Sup of the evidences.

Sup1 = 19.5527;
Sup2 = 9.4016;
Sup3 = 17.0448;

(24)

(4) Obtain the credibility degree Crd of each evidence
by normalizing the support degree Sup of the
evidences.

Crd1 = 0.4251;
Crd2 = 0.2044;
Crd3 = 0.3705;

(25)

(5) Compute the belief entropy of the evidences based on
Cui et al.’s entropy E.

E1 = 2.2909;
E2 = 1.3819;
E3 = 1.7960;

(26)

(6) Convert the belief entropy E to the information
volume IV of the evidences.

IV1 = 9.8840;
IV2 = 3.9825;
IV3 = 6.0256;

(27)

(7) Normalize the information volume IV as ¯IV of the
evidences.

¯IV 1 = 0.4969;
¯IV 2 = 0.2002;
¯IV 3 = 0.3029;

(28)

(8) Adjust the credibility degree Crd as Crd IV of each
evidence with the information volume ¯IV of the
evidences.

Crd IV1 = 0.2112;
Crd IV2 = 0.0409;
Crd IV3 = 0.1122;

(29)

(9) Calculate the static reliability SR of each evidence
with μ(m) and ν(m) by formula as follows:

SRi = μi × νi (30)

and

SR1 = 1.0000;
SR2 = 0.2040;
SR3 = 1.0000;

(31)

(10) Adjust the credibility degree Crd IV as
Crd IV SR with the static reliability SR of each
evidence. The equation and results are shown as
follows:

Crd IV SRi = Crd IVi × SRi (32)

Table 2 The index of
sufficiency and importance for
Table 1

Parameter m1 m2 m3

Sufficiency index μ(m) 1.00 0.60 1.00

Importance index ν(m) 1.00 0.34 1.00
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Table 3 Comparison of fusion results of different methods for fault diagnosis

BPA {F1} {F2} {F2, F3} {F1, F2 , F3} Fault

Dempster 0.4519 0.5048 0.0336 0.0096 F2

Fan and Zuo’s [29] 0.8119 0.1096 0.0526 0.0259 F1

Yuan et al.’s [20] 0.8948 0.0739 0.0241 0.0072 F1

Proposed 0.8968 0.0692 0.0257 0.0083 F1

and

Crd IV SR1 = 0.2112;
Crd IV SR2 = 0.0083;
Crd IV SR3 = 0.1122;

(33)

(11) Normalize Crd IV SR to generate the weight
¯Crd IV of the evidence mentioned above.

¯Crd IV 1 = 0.6366;
¯Crd IV 2 = 0.0252;
¯Crd IV 3 = 0.3383;

(34)

(12) Obtain the weighted average evidenceWAE as follows:

WAE({F1}) = 0.6200;
WAE({F2}) = 0.1176;

WAE({F2, F3}) = 0.0987;
WAE({F1, F2, F3}) = 0.1637;

(35)

(13) Generate the fusion result by combining 2(k − 1)
times weighted average evidence WAE with the
Dempster’s combination rule. The results are shown
in Table 3, Figs. 3 and 4.

4.2 Discussion and analysis

In Table 3, multi-sensor evidences fusion results of engine
fault diagnosis and corresponding faults of Dempster, Fan
and Zuo’s method,Yuan et al.’s method and our proposed
algorithm are listed for comparative analysis. The names of
these methods are listed in the first column, the first row is
the hypothesis of the discernment frame, and the last column
is the diagnosed fault. After reasonable analysis, this paper
concludes as follows:

– In the example of engine fault diagnosis, evidence
m2 is obviously not supported by other evidences
in the body of evidence. Directly using Dempster’s
combination rule for fusing multi-sensor evidences,
the counter-intuitive engine fault “F2” is derived, and
this conclusion has verified Dempster rule’s open issue
when fusing conflicting data.

– Except for Dempster’s combination rule, Fan and Zuo’s
method and Yuan’s entropy-based method have avoided
the weakness of fusing conflicting evidences by using
Dempster’s combination rule, the correct engine fault
“F1” is diagnosed, and the reliability of multi-sensor
fusion systems is better guaranteed.

Fig. 3 Comparison of BPAs
generated by different methods
for {F1}, {F2}, {F2, F3} and
{F1, F2, F3}
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Fig. 4 Comparison of BPAs
generated by different methods
for {F1}

– The new algorithm proposed in this paper correctly
diagnoses the engine fault “F1”. Besides, the reliability
of the decision reachs 89.68%when evidences are fused
by the new algorithm, which is 0.2% higher than Yuan
et al.’s method.

In order to make the analysis more visual and intuitive,
this paper visualizes the data in Table 3 as Figs. 3 and 4. In
the two figures, the horizontal axis represents the possible
hypotheses under the discernment frame, and the vertical
axis shows the possible belief probability assignment(BPA)
value for the hypothesis. Figure 3 is the comparison of BPAs
generated by different methods for {F1}, {F2}, {F2, F3} and
{F1, F2, F3}. Obviously, all methods except Dempster give
“F1” the highest probability. Figure 4 is the comparison
of BPAs generated by different methods for only {F1}.
Obviously, the method proposed in this paper has the
highest credibility degree for diagnosing fault {F1}.

All in all, the excellent performance of the new
distributed distance measurement method(DSM) proposed
in this paper has been illustrated by the numerical examples,

and combined with the modified information volume, the
proposed optimized multi-sensor evidence fusion algorithm
has also achieved better performance than other methods on
the basis of solving Dempster rule’s defects when fusing
conflicting information. Therefore, it can be considered
that the proposed new algorithm for fusing information
in multi-sensor systems achieves better performance than
other methods.

5 Application

In this section, the proposed algorithm is applied to a case
study on target recognition of multi-sensor system, where
the data in [19] is used to compare with other methods.

5.1 Problem statement

Supposing that the discernment frame Ω = {A, B, C}
includes four possible hypotheses: {A}, {B}, {C} and
{A, C}. The collected sensor reports which are modeled as

Table 4 The BPAs of five
kinds of sensors [19] BPA {A} {B} {C} {A, C}

S1 : m1(·) 0.41 0.29 0.30 0.00

S2 : m2(·) 0.00 0.90 0.10 0.00

S3 : m3(·) 0.58 0.07 0.00 0.35

S4 : m4(·) 0.55 0.10 0.00 0.35

S5 : m5(·) 0.60 0.10 0.00 0.30
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Table 5 The fusion results of
different methods for target
recognition

Method {A} {B} {C} {A, C} Target

Dempster 0.0000 0.1422 0.8578 0.0000 C

Yager [30] 0.7732 0.0167 0.0011 0.0938 A

Murphy [17] 0.9620 0.0210 0.0138 0.0032 A

Deng et al. [18] 0.9820 0.0039 0.0107 0.0034 A

Zhang et al. [19] 0.9820 0.0034 0.0115 0.0032 A

Yuan et al. [20] 0.9886 0.0002 0.0072 0.0039 A

Xiao [21] 0.98946 0.00021 0.00606 0.00427 A

Proposed 0.98948 0.00020 0.00605 0.00427 A

BPAs are listed in Table 4, where m1(·), m2(·), m3(·), m4(·)
and m5(·) indicate BPAs reported from CCD sensor(S1),
sound sensor(S2), infrared sensor(S3), radar(S4) and ESM
sensor(S5), respectively.

5.2 Discussion and analysis

In Table 5, multi-sensor evidences are fused by Dempster,
Yager [30], Murphy [17], Deng et al. [18], Zhang et al. [19],
Yuan et al. [20], Xiao [21] and our proposed algorithm,
and their target recognition and corresponding reliability are
listed for comparative analysis. The first column is the name
of different methods, the last column is the target identified
by the corresponding method, and the other column is the
credibility of the corresponding hypothesis. Moreover, the
visualization of Table 5 is shown in Figs. 5 and 6. In the two
figures, the horizontal axis and the vertical axis represent
the possible hypotheses and BPA of the corresponding

target identified by different methods, respectively. After
reasonable analysis, some conclusions are as follows:

– In the body of evidence for target recognition, evidencem2

is in great conflict with other evidences. Although the other
four evidences support the correct target “A”, the fusion
system by using Dempster’s combination rule produces
counter-intuitive result and identifies target “C” as the
correct target. In other words, the conclusion of the fusion
system is not in line with the reality and fallacious.

– In addition to directly fusing evidence through
Dempster, Yager’s method, Murphy’s simple average
approach, Deng et al’s weighting average method,
Zhang et al’s cosine theory-based approach, Yuan’s
entropy-based method and Xiao’s belief divergence-
based method avoid the trap of fusing highly conflicting
evidence. And the correct target “A” is identified, and
the reliability of the decision is better and better.

Fig. 5 Comparison of BPAs
generated by different methods
for {A}, {B}, {C} and {A, C}

7622 An improved evidence fusion algorithm in multi-sensor systems



Fig. 6 Comparison of BPAs
generated by different methods
for {A}

– The improved evidence fusion algorithm proposed in
this paper not only avoids the weakness of fusing
conflicting evidences by using directly Dempster’s
combination rule, correctly identifies target “A”, but
also shows higher reliability than other methods,
achieving the reliability of 98.948% in the application
of target recognition.

To summarize, the proposed algorithm not only over-
comes the defect of Dempster’s rule and avoids the counter-
intuitive conclusion, but also achieves better reliability of
decision than other methods in a multi-sensor fusion sys-
tem for target recognition. So, the improved evidence fusion
algorithm proposed in this paper achieves the best per-
formance, whether in fault diagnosis examples or in the
application of target recognition.

6 Conclusion and outlook

This paper has the following three main contributions: (1)
Based on the squared mean, a new distance measurement
method for the distribution of belief probability assignment
is proposed and it is verified with three numerical examples;
(2) Taking into account the cardinal number of the
discernment frame and the influence of other evidences, the
method of measuring information volume is modified by
using Cui et al.’s entropy; (3) Based on the above two items,
a new multi-sensor evidence fusion algorithm is proposed,
the comparative analysis experiments are carried out in
the example of engine fault diagnosis and the application
of target recognition. From the analysis of experimental

results, our proposed method not only overcomes the defects
of Dempster’s combination rule, but also performs better
than other methods.

In the future, our research work may be carried out from
the following aspects. First, how to apply evidence theory
to multi-sensor information fusion to ensure the authenticity
of the manual data, and this is very important in some
specific scenarios such as traceability, investigation and so
on. Second, using machine learning algorithms to determine
the weight of the evidence in the discernment frame to
achieve better performance is also a very promising research
direction.
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