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Abstract
Feature selection plays a key role in data mining and machine learning algorithms to reduce the processing time and increase the
accuracy of classification of high dimensional datasets. One of the most common feature selection methods is the wrapper
method that works on the feature set to reduce the number of features while improving the accuracy of the classification. In this
paper, two different wrapper feature selection approaches are proposed based on Farmland Fertility Algorithm (FFA). Two
binary versions of the FFA algorithm are proposed, denoted as BFFAS and BFFAG. The first version is based on the sigmoid
function. In the second version, new operators called BinaryGlobalMemoryUpdate (BGMU) and Binary LocalMemoryUpdate
(BLMU) and a dynamic mutation (DM) operator are used for binarization. Furthermore, the new approach (BFFAG) reduces the
three parameters of the base algorithm (FFA) that are dynamically adjusted to maintain exploration and efficiency. Two proposed
approaches have been compared with the basic meta-heuristic algorithms used in feature selection on 18 standard datasets. The
results show better performance of the proposed approaches compared with the competingmethods in terms of objective function
value, the average number of selected features, and the classification accuracy. Also, the experiments on the emotion analysis
dataset demonstrate the satisfactory results.
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1 Introduction

Nowadays, due to the large increase in the amount of infor-
mation, feature selection becomes an essential stage when
using machine learning and data mining. Feature selection is
an effective and fundamental step applied as the prerequisite
of classificationmethods [1, 2]. Classification is the process of
classifying data using class labels. The high-dimensional
datasets require high processing time for learning and testing
the model [3]. Applying feature selection to the dataset before
the learning process improves the performance of the classifi-
cation task [3]. Also, feature selection reduces the dimension
of the dataset and maintains more appropriate features so that
the speed of operation on the data set is high and the data set is

understandable [4]. The various benefits of feature selection
are summarized as follows:

& Feature selection reduces the training time and improves
the performance of the classification methods.

& It provides a better visualization and understanding of the
data in the dataset and also enhances users’ ability to use
the data.

& Feature selection reduces computational complexity effec-
tively. On the other hand, it makes it easier to work on
larger datasets.

Feature selection algorithms are generally divided into two
main categories: wrapper and filter approaches [5–7]. The
filtering approach is based on the inherent features of the data,
not on a specific grouping. The nature of filters is to search for
dependent features and remove non-dependent ones. The
wrapper methods use a learning algorithm to analyze different
feature subsets. Appropriateness of the selected subset is de-
termined by a classification algorithm in these methods.
According to the wrapper-based methods, the objective of
feature selection is to minimize the number of selected fea-
tures while maintaining the maximum classification accuracy,
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which can be considered as an optimization problem. This is
where choosing an appropriate optimization algorithm to
solve the feature selection problem becomes a challenge. On
the other hand, due to the high dimensionality of the search
space, selecting feature subsets using traditional optimization
methods is not efficient [8]. Unlike traditional methods, meta-
heuristic algorithms have shown superior performance in
solving various optimization problems and can be useful for
the feature selection problem [2, 9–12].

Because of the stochastic nature as well as the balance
between the two important principles of exploration and effi-
ciency, meta-heuristic algorithms are one of the important
methods in solving optimization problems including feature
selection. Until now, various meta-heuristic algorithms have
been proposed which most of them have been inspired by
natural phenomena and behavior of organisms [13–15].
Although meta-heuristic algorithms provide acceptable solu-
tions in a reasonable time, they do not guarantee optimal so-
lutions [16]. A new meta-heuristic algorithm called Farmland
Fertility Algorithm (FFA) has been proposed in 2018 [15].
The algorithm is inspired by the phenomenon of farmland
divisions and how each part of the farmland is improved.
The simulation and different testing results of this algorithm
show that it outperforms other meta-heuristic algorithms in
solving optimization problems. Given the novelty and superi-
or results of this algorithm in solving optimization problems,
we are encouraged to present two different binary versions of
this algorithm in this paper. Then, the proposed algorithms are
used for feature selection. As an empirical example, we use
the proposed algorithms in analyzing text psychology.

There are two approaches for emotion analysis, namely
Lexicon-based and machine learning approaches [17]. In the
Lexicon-based approach, points are given according to a dic-
tionary that contains all the positive and negative words. This
method is very simple in that it considers words such as
“good”, “excellent”, “bad”, “ugly”, etc. that have a positive
or negative connotation in the text and collects their points.
The final result of the sentence score is obtained. If the sum of
positive points is more, the sentence is considered positive and
if the sum of negative points is more, the sentence is consid-
ered negative. Despite its simplicity, this method is rarely used
due to the complexity of the linguistic structure. Because a
sentence can have a lot of negative words provide a positive
meaning.

Machine learning approaches are divided into two main
categories: Unsupervised and supervised learning [7].
Unsupervised methods (e.g. clustering) are used to infer pat-
terns from a dataset in which only the value of inputs is known
and no information about the correct output is available. In
contrast, supervised methods (e.g. classification) are the tech-
niques that learn a model from a dataset consisting of input
data and the correct output. Supervised learning includes var-
ious algorithms such as neural networks, decision trees, vector

machines, etc. The supervised algorithms consist of two
stages, namely the training stage and the evaluation stage. In
the training phase, the model is constructed using the training
dataset. The shape of the built model depends on the type of
learning algorithm. In the evaluation phase, the experimental
data set is used to validate and calculate the accuracy of the
constructed model. The test dataset is not used by the algo-
rithm in the model training phase.

The rest of the paper is organized as follows: Section (2)
surveys related works and binary versions of various meta-
initiative algorithms. In Section (3), the theory and formula-
tion of the FFA are described. In Section (4), the details of two
proposed approaches are presented. In Section (5), the perfor-
mances of the proposed approaches are assessed and the re-
sults are presented in graphs and tables. The final section of
the paper includes the conclusion and future works.

2 Related works

In this section, we will review state-of-the-art methods and
binary versions of a variety of meta-heuristic algorithms in
solving the feature selection problem. The details of the re-
view are given in Table 1. In this table, the binary version of
the meta-heuristic algorithms and the results of them are de-
scribed and compared with the other algorithms. Also a col-
umn of the table is considered for the comparative algorithms.

As can be seen from Table 1, some researchers have used
the original version of each meta-heuristic algorithm to pro-
vide the binary versions [1, 2, 5, 21, 24, 25, 29–31, 36, 40]. In
these versions, it is attempted to modify the processes of each
meta-heuristic algorithm to generate only 0 and 1 for feature
selection. In some approaches, researchers have tried to first
improve the meta-heuristic algorithms and then provide the
binary version of it for feature selection [11, 18–20, 22, 26,
38, 39]. These versions try to use processes such as Ashup to
improve and deliver the binary version of the meta-heuristic
algorithms. In some binary versions, a combination of two
meta-heuristic algorithms has been used to provide the binary
versions [27, 32, 37, 38, 41]. The purpose of combining the
twometa-heuristic algorithms is to be able to use the processes
of both algorithms to solve the feature selection problem.
Finally, some researchers have used two functions namely
S-shaped and V-shaped, to provide the binary versions of
the meta-heuristic algorithm [1, 5, 6, 9, 19, 21, 24, 25, 30,
35, 39]. Both the S-shaped and the V-shaped functions have
been designed so that they can convert continuous solutions of
the meta-heuristic algorithms into the binary solutions for fea-
ture selection.

Researchers have investigated some feature selection
methods. The disadvantages of the methods are uninformative
features, high-dimensional space, term weighting scheme,
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trapped in the local search, premature convergence, a balance
between local and global search, and more [7].

Considerable effort is needed to improve the complexity of
optimization algorithms for the feature selection problem.
Choosing an optimization algorithm for feature selection is a
time-consuming process. Most researchers have focused on
supervised methods to eliminate uninformative features.
Other researchers have used metaheuristic algorithms and un-
supervised feature selection techniques to reduce the dimen-
sion. Smaller dimensions lead to better performance of the
method. Researchers do not use all of the features, but rather
weigh in on the feature selection application and use the high-
weight features. Researchers use algorithms with these prop-
erties to speed up convergence, eliminate premature conver-
gence, avoid local collapse, and balance local and global
search [7]. But most of them could not solve all the problems.
The FFA has been investigated in terms of different applica-
tion areas and solving optimization problems. In this paper,
we improve it and use it for feature selection.

3 Farmland fertility algorithm

The FFA is a new meta-heuristic algorithm inspired by farm-
land fertility in nature and was introduced in 2018 [15]. This
algorithm attempts to optimize the solutions in each segment
by dividing farmland into the segments and using both local
and global memory. This algorithm assumes that an environ-
ment of farmland is divided into different segments based on
soil quality. Each segment of farmland has some soil with a
certain quality and the soil quality of each segment is different.
An example of segmented farmland, local and global memo-
ries are shown in Fig. 1.

In the FFA, the worst-performing segment of the farmland
is combined with existing solutions in the global memory.
Also the solutions found in other segments of the farmland
are combined with all the available solutions in the search
space. After each segment of the farmland changed its solution

with the global memory and random solutions in the search
space, farmers decide to combine each soil in each segment of
the farmland based on the best available solution in their local
memory. Of course, the condition for combining with the best
solution in the local memory is that not all the solutions are
combined with their local memories, and at this stage, some
solutions are combined with the best global solution to im-
prove the quality of the existing solutions. Following the gen-
eral theory of the FFA, Fig. 2 illustrates the flowchart of this
algorithm and then the formulation and steps of this algorithm
are shown according to [15].

3.1 Initial population production and parameter
adjustments

At this stage, the initial population is randomly generated and
the initial parameters are also adjusted. Of course, unlike other
algorithms, this algorithm divides solutions. The initial popu-
lation number is determined by Eq. (1):

N ¼ k*n ð1Þ

In Eq. (1), N denotes the total number of solutions available
in the search space, k shows the number of segments of the
land or space, and n indicates the number of solutions avail-
able in each segment of the farmland. The standard number of
segments of the farmland can be determined based on the
optimization problem. As a result, the entire search space is
divided into k segments, each segment having a certain num-
ber of solutions. Also, n is an integer variable. At this stage,
the solutions available throughout the search space are also
evaluated according to the objective function. In [15], a sepa-
rate segment is specify to determine the value of k, which
determines the optimum value of k as 2 ≤ k ≤ 8. The value
expressed for k can be changed according to the optimization
problem.

3.2 The quality determination of each segment

In this algorithm, the quality of each segment of farmland is
obtained by averaging the solutions available in each segment
of farmland. Initially, the solutions are assigned to different
segments by Eq. (2).

Sections ¼ x aj
� �

a ¼ n* s−1ð Þ : n*s ð2Þ

Equation (2) simply separates the solutions of each seg-
ment to calculate the average of each. In this equation, x shows
all the solutions in the search space, s = {1, 2,…. k} represents
the segment number, and j = {1, 2,…. D} shows the dimen-
sion of the variable x. According to the value of s, the index of
each solution is stored as a member of the variable aj. Then,
the quality of each segment is determined by Eq. (3).

A B

C

Local A Local B

Local C

Global 
memory

Fig. 1 A segmented example of a farmland and local and global
memories[15]
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Fit Sections ¼ Mean all Fit xji
� �

in Sections
� � ð3Þ

In Eq. (3), Fit _ Sections determines the quality of the so-
lutions in each segment of the farmland, which in the search
space is the average fitness or competence of all the solutions
available in each segment. Therefore, for each segment of
farmland, the average of the total solutions within that seg-
ment is obtained and stored in Fit _ Sections. Here, Fit repre-
sents the objective function or level of competence, and xji
represents all solutions available in Sections. Also, i = {1.2.
…. n} shows the dimension of the variable x.

3.3 Updating the local and global memories

At this point, the local and global memories of each segment
will be updated. The local memory stores some of the best
solutions of each segment and the global memory stores the
best solutions of all segments, which are determined by the
number of the best solutions in local and global memories via
Eqs. (4) and (5).

Mlocal ¼ round t*nð Þ; 0:1 < t < 1 ð4Þ
MGlobal ¼ round t*Nð Þ; 0:1 < t < 1 ð5Þ

start

Ini�al parameters and popula�on

Determining Solu�on Quality in each Part

Update Local and Global Memories 

Solu�on Combined with one of the 
available solu�ons in the Global 

memory

Solu�on Combined with available 
solu�ons in the en�re search space

Q>=rand

Update Solu�on With Global 
memory

Update Solu�on With Local 
memory

Update All solu�on and Print Best

It>MaxIt

worst part Other part 

YesNO

NO

Check and Update Old Solu�on with New Solu�on

End

YES

Fig. 2 FFA [15]
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In Eqs. (4) and (5),MGlobal and Mlocal show the number of
solutions in the global and local memories, respectively. The
solutions fall into these memories based on their fitness and
competence, and at this point, both memories are updated.
Also, t is a vector with random values of [0.1, 1]. For example,
if the value of t is 0.1, the number of solutions will be one-
tenth of the total population. N represents the total number of
solutions available in the search space and n represents the
number of solutions available in each segment of farmland.
The round function is used to round a number of its Count has
a decimal point.

3.4 Changing the soil quality in each segment

At this point, the worst-performing segment is most likely to
change. The matter about the segment with the worst quality
in the farmland is that all the solutions in the worst segment of
the farmland are combined with one of the solutions in global
memory according to Eqs. (6) and (7).

h ¼ α*rand −1; 1½ � ð6Þ
Xnew ¼ h* X ij−XMGlobal

� �þ X ij ð7Þ

In Eq. (6),α is a number between −1 and 1 that is initialized
at the beginning of the algorithm, and rand[−1, 1] is assumed
to generate random numbers between −1 and 1. In Eq. (7),
XMGlobal is a random solution of the global memory solutions,
Xij is the solution selected from the worst segment of the
farmland for the modifications, and h is a decimal number that
can be calculated by Eq. (6). The solutions in the other seg-
ments are changed according to Eqs. (8) and (9).

h ¼ β*rand 0; 1½ � ð8Þ
Xnew ¼ h* X ij−X uj

� �þ X ij ð9Þ

In Eq. (8), β is a number between −1 and 1 that is initialized
at the beginning of the algorithm, and rand[0, 1] is assumed to
generate random numbers between 0 and 1. In Eq. (9), Xuj is a
random solution from the solutions available in the whole
search space (a random solution is chosen from all the solu-
tions found in the segments), Xij is the selected solution from
the segments (except the worst segment) for the modifications,
and h is a decimal number that can be calculated via Eq. (9).

3.5 Updating solutions based on local and global
memories

In this step, the farmers decide to combine each soil within the
farmland segments based on the best available cases in their
local memory (BestLocal) at the last step. Of course, the condi-
tion for combining with the best in the local memory is that
not all solutions in all segments are combined with their local
memories, and at this point, some of the solutions available in

all the segments will be combined with the best solution found
so far (BestGlobal) to improve the quality of the available solu-
tions. The combination of the desired solution with BestLocal
or BestGlobal is determined by Eq. (10).

H ¼
Xnew ¼ Xij þω1* Xij−BestGlobal bð Þ� �

:Q > rand

Xnew ¼ Xij þ rand 0:1½ �* Xij−BestLocal bð Þ� �
:else

8>><
>>:

ð10Þ

In Eq. (10), the new solution might be created in two ways.
In this equation, Q is a parameter between 0 and 1 that must be
specified at the beginning of the algorithm. This parameter
determines the extent of the solution’s combination
with BestGlobal. The rand function generates a random number
between 0 and 1, and b represents an integer to select one of
the solutions available in global or local memory. Also, ω1 is
an integer that must be specified at the beginning of the algo-
rithm and then its value will be gradually reduced by the
algorithm (Eq. 11).

ω1 ¼ ω1*Rv:0 < Rv < 1 ð11Þ

In Eq. (11), Rv is a random number between zero and one.

4 The proposed approach

The FFA in continuous form was fully described in
Section (3). In this section, we will present two different ver-
sions of the algorithm to solve the feature selection problem
according to the basic FFA. In Section (4.1), we present a
simple binary version of FFA based on the sigmoid function.
The purpose of this approach is to provide a simple and more
understandable binary version with the least changes. In
Section (4.2), a binary version based on the crossover and
mutation operators of the genetic algorithm (GA) will be pre-
sented. The purpose of this approach is to produce an ad-
vanced version of FFA by changing its processes with pro-
cesses similar to the GA. It will help us to provide a more
comprehensive version of FFA for feature selection. Finally,
in Section (4.3), a multi-objective function is introduced to
reduce the features and increase the classification accuracy.

4.1 BFFA based on the sigmoid function (BFFAS: S-
shaped)

In this subsection, we introduce a new binary version of the
FFA based on the sigmoid function. As stated in Section (3),
the process of FFAmoves in a continuous space and therefore
all solutions in the population of this algorithm are continuous
numbers. Given that selecting a feature or not is a matter, the
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new binary solution must contain the numbers 0 and 1, where
1 represents the selection of a feature for the new dataset, and
0 indicates not choosing a feature. To this end, we used the
sigmoid or S-shaped function [34, 35] to move the processes
of the FFA in a binary space. Therefore, in this proposed
model, the sigmoid function is used to change the continuous
positioning of the solutions into a binary-state in the FFA
using Eq. (12):

sg FFAd
i tð Þ� � ¼ 1

1þ e−FFA
d
i tð Þ ð12Þ

In Eq. (12), FFAd
i tð Þ shows the continuous value of the ith

solution in the population of the FFA in the dth dimension of
the iteration t. The sigmoid function is presented in Fig. 3.
Here in the following, we will analyze the output of this func-
tion and how to incorporate it into the FFA.

According to Fig. 3, the output of the sigmoid transfer
function is still in a continuous state between 0 and 1, and

therefore, to convert it into a binary value, a threshold has to
be set. A random threshold is presented in Eq. (13) to convert
the solution into the binary value for feature selection using
the sigmoid function:

FFAd
i t þ 1ð Þ ¼ 0 if rand < sg FFAd

i tð Þ� �
1 if rand≥sg FFAd

i tð Þ� �
�

ð13Þ

In Eq. (13), FFAd
i shows the position of the ith solution in

the population of the FFA in the dth dimension of the iteration
t. Also, rand is a function that produces numbers between 0
and 1 in a uniform distribution. Thus the solutions available in
the population of the FFA are forced to move in a binary
search space using Eqs. (12) and (13). Then, these relation-
ships are embedded more precisely into the FFA. To better
understand, the proposed method is described as pseudocode,
illustrated in Algorithm 1.

This algorithm starts by adjusting the parameters (line 01)
and then determining the farmland segments (line 02). In line
(03), unlike the continuous FFA, the population is randomly
created from 0 and 1. Lines 04–09 show the main stages of the
continuous FFA including segmentation, quality determina-
tion of each segment, updating local and global memories,

and soil quality changes in each segment. Lines 09–12 include
the new step to convert the solutions produced in the previous
steps to binary by the sigmoid transfer function based on Eqs.
(12) and (13). At this point, all the continuous solutions are
converted into binary solutions. Lines 13–20 perform the
stage of evaluating new solutions and updating them based
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on local and global memories to generate new solutions. Lines
21–23 show the new step to convert the new solutions pro-
duced in the previous steps to binary by the sigmoid transfer
function based on the Eqs. (12) and (13). At this point, all the
continuous solutions are converted into binary solutions.
Finally, lines 24–26 evaluate the new binary solutions. If the
algorithm has reached its end condition, it will show the best
solution. Thus, in this approach, we developed a new binary
method using the sigmoid transfer function by placing lines
13–20 and 21–23 in two separate parts of the FFA. The reason
of using the sigmoid transfer function in two parts is that the
FFA evaluates and modifies the solutions in two stages.

4.2 BFFA based on GA (BFFAG: GA-Base)

In this subsection, BFFA based on the GA process called
BFFAG is presented. This algorithm uses new operators
called BGMU and BLMU and also a dynamic mutation oper-
ator. The BGMU operator is utilized to update the binary
solutions based on the global memory and the entire search
space of the FFA algorithm and the BLMU operator is used to
update the binary solutions based on the local and global
memories of the FFA algorithm. These operators increase
the efficiency and exploration of the FFA algorithm.
Furthermore, in the final part of the FFA algorithm, the dy-
namic mutation operator is used to increase the exploration of
this algorithm. The BFFAG approach also defines genetic and
novel operators tomaintain a balance between exploration and
efficiency. The genetic algorithm involves mutation and
crossover operators that are designed and implemented in
BGMU and BLMU operators to generate binary solutions.
As shown in Section (3), the steps of the FFA are done in
continuous form. But to use this algorithm in feature selection,
one must use operators proportional to the binary space. In the
following, the BFFAG approach is described step by step.

4.2.1 Initial population production and parameters
adjustment

At this stage, the initial population is randomly generated, and
the initial parameters are adjusted. The initial population is
determined according to Eq. (1). Unlike the continuous ver-
sion of the FFA, at this stage, binary solutions are generated
according to Eq. (14).

Xij ¼ GIBP 0; 1ð Þ; i ¼ 1 : N and j ¼ 1 : D ð14Þ

In Eq. (14), N represents the total number of solutions
available in the search space, D shows the number of dimen-
sions of each problem, and Xij represents a random binary
solution. Therefore, according to the FFA algorithm based
on k and n, where the initial population is represented by N,
a random initial population can be generated according to the
pseudo-code in Algorithm 2.

4.2.2 Quality determination of each segment and updating
the local and the global memories

At this stage, such as continuous FFA, segmentation and qual-
ity determination of each segment is performed. It is not nec-
essary to apply any changes to this stage, as only the compu-
tation, segmentation, and quality determination are performed
for each segment. According to the FFA algorithm, some of
the best solutions of each segment are stored in local memory,
and the best solutions of all segments are stored in global
memory, which are determined by the number of the best local
memory and the number of the best global memory based on
Eqs.(4) and (5). This stage does not need to be changed.

4.3 Changing the soil quality in each segment

In the BFFAG approach, soil quality changes in each segment
will be done based on the new BGMU operator. In this oper-
ator, the solutions will be based on the genetic crossover op-
erator. Also, some modifications are considered based on the
basic concepts of the FFA algorithm. Fig. 4 shows the new
BGMU operator performance. Furthermore, the pseudocode
of this operator is illustrated in Algorithm 3. One of the ad-
vantages of this operator is the reduction of α and β

Fig. 3 Overview of the sigmoid transfer function
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parameters. This operator selects a random solution from the
best solutions in global memory and a random solution from
the entire search space. Finally, the new solution is generated
from the current solution (Xi) and the combination of two
solutions Xk and Xm.

By the BGMU, the changes in soil quality in each section
are converted into a binary format, which would increase the
efficiency of the binary FFA. This operator has two parame-
ters. The first parameter (Xi) represents the same current solu-
tion. The second parameter (w) is a random number between
zero and one. This parameter (w) will have a great impact on
the efficiency of the algorithm because its large value causes
the use of the solutions available in the global memory.
Therefore, according to the law of equilibrium of the meta-
heuristic algorithms, the efficiency of the algorithm should be
initially low and then can be improved by increasing the num-
ber of iterations. In BGMU operator, this parameter is dynam-
ically set through the Eq. (15):

w ¼ rand 0;
It

MaxIt

� �� �
ð15Þ

In Eq. (15), It denotes the current iteration, MaxIt denotes
the maximum iteration, and rand generates a random number
between 0 and It

MaxIt. Thus, according to the pseudo-code in
Algorithm 3, the parameter w makes use of the current solu-
tion (Xi), the best global memory solutions (Xk), and the solu-
tions in the search space (Xm). Fig. 5 shows how to use these
solutions and increase the efficiency using the BGMU
operator.

Figure 5a shows that increasing the number of iterations,
the parameter w gets closer to 1 and we will see an increase in
efficiency. The higher the value of the parameter w, the greater
the probability of using global memory. Fig. 5b shows that the
population using global memory is initially small and in-
creases with increasing the number of iterations. Fig. 5c shows
that the BGMU operator initially seeks to explore and makes
the most of the entire search space, but when the number of
iterations increases, the exploration reaches its minimum.
Finally, Fig. 5d shows that it almost uses the current solution
correctly to generate a new solution during the exploration.

4.4 Updating the solutions based on the local and
global memories

In the continuous FFA, the solutions in each segment are
combined based on the best available solution in their local
memory (BestLocal). At this point, some of the solutions avail-
able everywhere are combined with the best solution ever
found (BestGlobal) to improve the quality of the available so-
lutions. The binary version also uses a process to combine the
desired solution (BestLocal) or (BestGlobal). In this section, the
operation is defined by the new BLMU operator whose
pseudo-code is shown in Algorithm 4.

According to Algorithm 4, the BLMUoperator is combines
multiple points and the probability of combining each point is
considered to be 50%. This value is considered to use local
and global memories equally. The combination of the solution
with the solutions in local and global memories is determined
by the value of parameter Q defined as Eq. (16):

Fig. 4 An example of a BGMU
operator performance
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Xinew ¼
BLMU Xi;BestGlobal bð Þð Þ :Q > rand

BLMU Xi;BestLocal bð Þð Þ : else

8>><
>>:

ð16Þ

In Eq. (16), the combination of a new solution in the binary
version is based on the Q parameter, but we used the genetic
crossover process instead of the continuous combination. It
should be noted that the parameter ω1 is considered as changes
in the continuous version. This parameter is removed in the
binary version and the changes are controlled by the dynamic
mutation operator. So, in the binary version, a mutation oper-
ator is required to apply changes. The mutation operator en-
hances exploration in meta-heuristic algorithms. In the

proposed approach, this operator is dynamically controlled,
so the parameter ω1 is eliminated. The pseudo-code of the
dynamic mutation operator is shown in Algorithm 5.

Fig 5 How to use BGMU solutions and increase efficiency
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As seen in Algorithm 5, the dynamic mutation operator is
intended to maintain the exploration by the number of current
generations and the maximum generation. Thus, according to
the meta-heuristic algorithms, the number of mutations should
be large at first and gradually decrease. In this section, to test the
dynamic mutation operator, population size is set to 50, the
number of iterations is set to 100, and number of dimensions
is set to 10. The results of 3 independents trials are shown in
Fig. 6.

Figure 6 shows that the exploration reduction using the
dynamic mutation operator is exactly as expected. The num-
ber of dimensions covered by the mutation operator is initially
large and decreases with gradually increasing the number of
iterations, so that it reaches the lowest possible value in the last
iterations. Thus, we presented a binary FFA based on the
genetic algorithm using the BGMU, the BLMU, and the dy-
namic mutation operators. The pseudo-code of the proposed
approach is illustrated in Algorithm 6.

4.5 The objective function

In this sub-section, we describe the objective function for fea-
ture selection in the proposed approach. Feature selection can
be considered as a multi-objective optimization problem in
which two conflicting goals including the minimum number
of the selected features and higher classification accuracy are
achieved. Therefore, we need a classification algorithm to

define the objective function of the feature selection problem.
In this paper, we use the simplest classification method, name-
ly the K-Nearest Neighbors (KNN) classifier [42, 43] used by
most researchers [1, 7, 8, 16, 28, 44, 45]. The KNN classifier
is used to more accurately evaluate the features selected by the
proposed approach and other algorithms. Each solution is
evaluated based on the proposed multi-objective function
which depends on the KNN classifier. In the proposed
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multi-objective function, to balance the number of features
selected in each solution (minimum) and the classification
accuracy (maximum), the objective function in Eq. (17) is
used to evaluate a solution in each meta-heuristic algorithm.

Fitness ¼ αγR Dð Þ þ β
jRj
jN j ð17Þ

In Eq. (17), αγR(D) represents the error rate of the classifi-
cation method, | R | shows the multilinearity of the selected
subset, and | N | shows the total number of features available in
the dataset. Also, α represents the importance of classification
quality and β shows the length of the subset. The values of
these two parameters are taken as α ∈ [0, 1] and β = (1-α)
from [5]. In this paper, the initial value of α is assumed to be
0.99 and thus the value of β will be equal to 0.01.

Here, the important point is the percentage of testing and
training, which is typically considered to be 30 to 70 or 20 to
80. But since the goal of feature selection is to find effective
features, the training percentage should be higher. In this case,
the algorithm can better find the effective features. That’s why
80% of the data is for training and 20% for testing.

5 Results and discussions

In this section, the evaluation and results of the proposed
approaches will be discussed. All experiments are performed

usingMATLAB software on a Core i5 processor with 8 GB of
RAM. Also for the KNN algorithm, k is set to be 5, which is
the most appropriate value according to references [1, 14, 35].
To evaluate the performance of the two proposed approaches
and other competing algorithms, various experiments have
been conducted on 18 feature selection datasets from the
UCI data repository [46] . Furthermore, we apply our pro-
posed approaches to the emotion analysis dataset. The exper-
imental results for the UCI datasets are presented in
Section 5.1 and the results for the emotion analysis datasets
are reported in Section 5.2. The results show that the proposed
approaches perform better than the other algorithms in terms
of the average number of the selected features, classification
accuracy, and objective function value on the UCI datasets, as
well as emotion recognition accuracy on the emotion analysis
datasets.

5.1 Experiments on the UCI dataset

In this sub-section, the performance of the two proposed ap-
proaches compared to other meta-heuristic algorithms in the
feature selection problem is evaluated using 18 datasets taken
from the UCI learning database site. Each dataset has a spec-
ified number of features so that by running the two proposed
approaches on each dataset, their performance can be investi-
gated on the number of selected features. Table 2 lists the
number of features, the number of samples and the number
of classes in each dataset.

0

50

100

150

200

250

300

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 10
0

tnuoc
noitatu

M
esu

noisne
miD

Itera�on

R=0.6 R=0.8 R=0.9

Fig. 6 The results of 3
independents trials

A novel binary farmland fertility algorithm for feature selection in analysis of the text psychology 4837



We will use the 18 datasets listed in Table 2 with various
feature numbers (between 8 and 56) to test the algorithms in
this section. We first evaluate the two proposed approaches
and compare them with the original FFA. Then we select one
of the proposed approaches with the best results as the main
method and compare it with other important meta-heuristic
algorithms including Genetic Algorithm (GA) [47], Binary
Bats Algorithm (BBA) [48], V-shaped Binary PSO (BPSO)
[49], Binary Flower Pollination Algorithm (BFPA) [10],
Binary Gray Wolf Optimizer (BGWO) [21] and Binary
Dragonfly Algorithm (BDA) [14] and Binary Chaotic Crow
Search Algorithm (BCCSA) [11]. Table 3 shows the

parameters of the proposed approaches and the other compar-
ative algorithms.

5.1.1 Performance evaluation of proposed approaches
(BFFAG, BFFAS) and comparison with the original FFA

The purpose of this section is to evaluate the performance of
proposed BFFAG and BFFAS approaches in terms of differ-
ent criteria including the average number of features, the clas-
sification accuracy and the convergence of objective function,
and compare the results with the original FFA. For all exper-
iments in this section, we set the parameters according to

Table 2 Dataset description
ID Dataset No. of features No. of

instances
No. of
classes

Missing values Type

D1 Abalone 8 4177 29 No Life

D2 Breast Cancer Wisconsin 9 699 2 Yes Life

D3 BreastEW 30 569 2 No Life

D4 Dermatology 34 366 6 Yes Life

D5 Germen credit 24 1000 2 No Business

D6 Glass identification 10 214 6 No Physical

D7 Hepatitis 19 55 2 Yes Clinical

D8 Indian Liver Patient Dataset 10 583 2 No Clinical

D9 IonosphereEW 34 351 2 No Physical

D10 Lung Cancer 56 32 3 Yes Clinical

D11 Lymphography 18 148 4 No Life

D12 SPECT 22 267 2 No Clinical

D13 Statlog (heart) 13 270 2 No Clinical

D14 Steel Plates Faults 33 1941 7 NO Physical

D15 Thoracic surgery 17 470 2 No Clinical

D16 Waveform 21 5000 3 No Physical

D17 WineEW 13 178 3 No Physical

D18 Zoo 17 101 2 No Life

Table 3 Parameters setting of the proposed approaches and Other Algorithms

Algorithm Variable parameters Fixed parameters

GA [47] PC = 0.6,PM = 0.4 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BBA [48] A = 0.5,r = 0.5,Qmin = 0,Qmax = 2 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BPSO [49] C1 = 2.05, C2 = 2.05,W = 2 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BFPA [10] P = 0.7 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BGWO [21] – MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BDA [14] – MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BCCSA [11, 50] AP = 0.1, f1 = 2 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

FFA [15] α = 0.6,β = 0.4,W = 1,Q = .7 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BFFAS α = 0.6,β = 0.4,W = 1,Q = .7 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

BFFAG W= 1,Q = .7, R = 0.9 MaxIt = 50,Npop = 10,MinVar = 0,MaxVar = 1

Knn in Fitness Eq. (17) α = 0.99,β = 0.01,k = 5
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Table 3. Table 4 shows the average number of features obtain-
ed by the proposed BFFAG and BFFAS approaches and the
basic FFA basic.

From Table 4, it can be seen that the BFFAG approach
obtains the best performance in terms of feature selection.
The BFFAG approach is about 89% more successful than
the BFFAS and FFA on 18 datasets. In addition, the classifi-
cation accuracy results obtained by the proposed BFFAG and
BFFAS approaches and the original FFA are shown in
Table 5.

The results in Table 5 show that the BFFAG approach
obtains the best performance. This approach is about 67%
more successful than the BFFAS and FFA approaches on 18
datasets. The results are shown in Figs. 7, 8 and 9.

From Figs. 7, 8 and 9, it is seen that the BFFAG approach
achieves better convergence rate of objective function com-
pared to the other methods. All the experiments in this section
demonstrate the superiority of the proposed BFFAG approach
over the BFFAS and the original FFA in various criteria in-
cluding the average number of features, the classification ac-
curacy, and the convergence rate of objective function.
Therefore, this approach is selected as the main method and
is compared with the existing meta-heuristic algorithms, in the
Section 5.1.2. To further analysis, more experiments are per-
formed to prove the superiority of the proposed BFFAGmeth-
od, in the following section.

5.1.2 Further discussion

As shown in Section (5.1.1), the BFFAG approach is able to
provide acceptable results in terms of convergence of the ob-
jective function, classification accuracy and average number
of features compared to the BFFAS and FFA methods. In
terms of feature selection, this algorithm also performs better
in the high-dimensional dataset than the other algorithms. For
example, in the D10 suite of 56 attributes, it is able to select an
average of 22 attributes, and it also performs more successful-
ly than other methods in the high-dimensional in accuracy
criteria[21, 33, 34, 56]. In this sub-section, the stability of
the proposed BFFAG and BFFAS approaches and original
FFA is evaluated in different implementations. To this end,
algorithms are implemented 5 times, and then the best objec-
tive function of each algorithm is obtained. The
implementations are performed according to the parameters
in Table 3. The results are shown in Figs. 10, 11 and 12.

The results of different implementations of the FFA in Fig.
10 show that the FFA achieves better stability in some
datasets. On the other hand, some datasets, such as D14 and
D10, show different results in each implementation. This ex-
periment proves that the FFA has relatively moderate stability
in five different implementations.

The results of the different implementation of the BFFAS
algorithm in Fig. 11 show that the BFFAS algorithm achieves
better stability in some datasets. On the other hand, some
datasets, such as D14 and D18, show different results. Of
course, the BFFAS algorithm performs much better than the

Table 4 The average number of features of two proposed approaches
(BFFAG and BFFAS) and original FFA

Dataset FFA BFFAS BFFAG BEST Approaches

D1 3.99 3.81 4.1 ☐ FFA ☒ BFFAS ☐ BFFAG

D2 4.56 4.3 4.3 ☐ FFA ☒ BFFAS ☒ BFFAG

D3 14.52 14.52 14.4 ☐ FFA ☐ BFFAS ☒ BFFAG

D4 17.23 16.4 16.02 ☐ FFA ☐ BFFAS ☒ BFFAG

D5 12.67 12.46 11.7 ☐ FFA ☐ BFFAS ☒ BFFAG

D6 4.64 4.84 4 ☐ FFA ☐ BFFAS ☒ BFFAG

D7 9.41 9.79 7.5 ☐ FFA ☐ BFFAS ☒ BFFAG

D8 4.84 4.6 4.6 ☐ FFA ☒ BFFAS ☒ BFFAG

D9 16.23 16.04 13.9 ☐ FFA ☐ BFFAS ☒ BFFAG

D10 28.03 27.77 22.1 ☐ FFA ☐ BFFAS ☒ BFFAG

D11 9.63 9.4 8 ☐ FFA ☐ BFFAS ☒ BFFAG

D12 10.95 10.54 10.2 ☐ FFA ☐ BFFAS ☒ BFFAG

D13 6.36 6.06 5.8 ☐ FFA ☐ BFFAS ☒ BFFAG

D14 14.9 15.83 14.9 ☒ FFA ☐ BFFAS ☒ BFFAG

D15 7.57 8.65 7.5 ☒ FFA ☐ BFFAS ☒ BFFAG

D16 11.24 10.27 11.3 ☐ FFA ☒ BFFAS ☐ BFFAG

D17 6.31 6.28 5.9 ☐ FFA ☐ BFFAS ☒ BFFAG

D18 8.6 7.91 6.1 ☐ FFA ☐ BFFAS ☒ BFFAG

Table 5 Classification accuracy of two proposed approaches (BFFAG
and BFFAS) and original FFA basic

Dataset FFA BFFAS BFFAG BEST Approaches

D1 0.2333 0.2362 0.2101 ☒ FFA ☐ BFFAS ☐ BFFAG

D2 0.9571 0.9257 0.9571 ☒ FFA ☐ BFFAS ☒ BFFAG

D3 0.9158 0.9228 0.9298 ☐ FFA ☐ BFFAS ☐ BFFAG

D4 0.6612 0.6831 0.8197 ☐ FFA ☐ BFFAS ☒ BFFAG

D5 0.6720 0.7060 0.6440 ☐ FFA ☒ BFFAS ☐ BFFAG

D6 0.5607 0.5794 0.9533 ☐ FFA ☐ BFFAS ☒ BFFAG

D7 0.5385 0.5641 0.6410 ☐ FFA ☐ BFFAS ☒ BFFAG

D8 0.5959 0.6986 0.6712 ☐ FFA ☒ BFFAS ☐ BFFAG

D9 0.8295 0.8636 0. 8295 ☐ FFA ☒ BFFAS ☐ BFFAG

D10 0.8125 0.6875 0.8125 ☒ FFA ☐ BFFAS ☒ BFFAG

D11 0.5811 0.6757 0.5676 ☐ FFA ☒ BFFAS ☐ BFFAG

D12 0.6791 0.6791 0.7164 ☐ FFA ☐ BFFAS ☒ BFFAG

D13 0.6519 0.6012 0.5926 ☒ FFA ☐ BFFAS ☐ BFFAG

D14 0.6076 0.6540 0.6540 ☐ FFA ☒ BFFAS ☒ BFFAG

D15 0.8468 0.8426 0.8511 ☐ FFA ☐ BFFAS ☒ BFFAG

D16 0.8084 0.7452 0.8084 ☒ FFA ☐ BFFAS ☒ BFFAG

D17 0.7753 0.9663 0.9663 ☐ FFA ☒ BFFAS ☒ BFFAG

D18 0.8039 0.7451 0.8431 ☐ FFA ☐ BFFAS ☒ BFFAG
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original FFA. This experiment demonstrates that the BFFAS
algorithm performs relatively well in five different
implementations.

The results of different implementation of the BFFAG al-
gorithm in Fig. 12 show that the BFFAG algorithm achieves
better stability in most datasets. Only in the second run, the

Fig. 7 Convergence rate of the objective function of two proposed approaches (BFFAG and BFFAS) and original FFA on D1: D6 dataset
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BFFAG has a slightly different performance. The results of
this experiment show the remarkable superiority of the

BFFAG approach over the BFFAS and FFA approaches.
The BFFAG approach also proved to be very stable. In the

Fig. 8 Convergence of the objective function of two proposed approaches (BFFAG and BFFAS) and original FFA on D7: D12 dataset
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following, two proposed BFFAG and BFFAS approaches,
and original FFA are statistically investigated (best, worst,

average, and standard deviation). The results of this investiga-
tion are shown in Table 6.

Fig. 9 Convergence rate of the objective function of two proposed approaches (BFFAG and BFFAS) and original FFA on D13: D18 dataset
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FromTable 6, it is seen that the BFFAG approach performs
better than the BFFAS and FFA. The experiment proved that

the proposed BFFAG approach is the best method in terms of
statistical criteria.
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Table 6 Statistical Comparison of proposed BFFAG and BFFAS Approaches and original FFA

Dataset Algorithm Best Mean Worst STD

D1 FFA 0.7452 0.7747 0.7929 0.0154
BFFAS 0.7492 0.7774 0.8023 0.0179
BFFAG 0.7452 0.7733 0.8087 0.0215

D2 FFA 0.0265 0.0643 0.2019 0.0513
BFFAS 0.0372 0.0504 0.0757 0.0122
BFFAG 0.0265 0.0518 0.0752 0.0174

D3 FFA 0.0429 0.0846 0.1079 0.0193
BFFAS 0.0510 0.0850 0.1074 0.0170
BFFAG 0.0366 0.0834 0.1046 0.0150

D4 FFA 0.0323 0.1546 0.2635 0.0777
BFFAS 0.0404 0.1754 0.2960 0.0827
BFFAG 0.0323 0.1448 0.3512 0.0999

D5 FFA 0.2434 0.2969 0.3376 0.0323
BFFAS 0.2623 0.3151 0.3498 0.0236
BFFAG 0.2419 0.2912 0.3268 0.0222

D6 FFA 0.038 0.2124 0.5036 0.2145
BFFAS 0.038 0.1946 0.4399 0.1824
BFFAG 0.038 0.1504 0.4101 0.1630

D7 FFA 0.2707 0.4186 0.5394 0.0823
BFFAS 0.2982 0.4126 0.5383 0.0621
BFFAG 0.2581 0.3859 0.4606 0.0744

D8 FFA 0.2627 0.3186 0.3590 0.0290
BFFAS 0.2627 0.3284 0.3678 0.0311
BFFAG 0.2627 0.3154 0.3566 0.0328

D9 FFA 0.0986 0.1673 0.1897 0.0201
BFFAS 0.0853 0.1596 0.1801 0.0212
BFFAG 0.0690 0.1519 0.1965 0.0412

D10 FFA 0.0640 0.1775 0.3147 0.0822
BFFAS 0.0624 0.1593 0.2529 0.0608
BFFAG 0.0011 0.1761 0.3147 0.0971

D11 FFA 0.1505 0.3055 0.4855 0.1036
BFFAS 0.1784 0.2802 0.3802 0.0595
BFFAG 0.1501 0.2659 0.4181 0.0936

D12 FFA 0.2405 0.3472 0.4474 0.0679
BFFAS 0.2378 0.3255 0.4048 0.0534
BFFAG 0.2266 0.3208 0.4019 0.0501

D13 FFA 0.1505 0.3123 0.4334 0.0985
BFFAS 0.1636 0.3172 0.3639 0.0659
BFFAG 0.1505 0.3018 0.4145 0.0966

D14 FFA 0.0403 0.3472 0.3931 0.1089
BFFAS 0.1428 0.3320 0.3917 0.1068
BFFAG 0.0030 0.2885 0.3866 0.1515

D15 FFA 0.1283 0.1538 0.1705 0.0139
BFFAS 0.1295 0.1524 0.1838 0.0179
BFFAG 0.1283 0.1516 0.1735 0.0167

D16 FFA 0.1717 0.2408 0.2955 0.0417
BFFAS 0.1732 0.2410 0.2974 0.0387
BFFAG 0.1638 0.2255 0.2693 0.0359

D17 FFA 0.0038 0.2459 0.3836 0.1458
BFFAS 0.0142 0.2391 0.4235 0.1353
BFFAG 0.0038 0.1815 0.4051 0.1292

D18 FFA 0.0808 0.1984 0.3325 0.0750
BFFAS 0.0826 0.1888 0.2361 0.0296
BFFAG 0.0620 0.1505 0.1810 0.0284

RESULT( number of best
total of Data ) FFA 8

18
0
18

4
18

4
18

BFFAS 2
18

1
18

2
18

6
18

BFFAG 18
18

17
18

13
18

8
18
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5.1.3 Comparison with other approaches

In this sub-section, the proposed BFFAG approach is compared
with the other binary meta-heuristic algorithms including

Genetic Algorithm (GA) [47], Binary Bats Algorithm (BBA)
[48], V-shaped Binary PSO (BPSO) [49], Binary Flower
Pollination Algorithm (BFPA) [10], Binary Gray Wolf
Optimizer (BGWO) [21], Binary Dragonfly Algorithm

Fig. 13 Convergence of objective function of the proposed BFFAG and other algorithms on D1: D6 dataset
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(BDA) [14] and Binary Chaotic Crow Search Algorithm
(BCCSA) on 18 datasets. All experiments are performed ac-
cording to the parameters in Table 3. Therefore, the number of

iterations is set to 50 for all algorithms. The convergence results
of the proposed BFFAG and other comparative algorithms on
18 datasets are shown in Figs. 13, 14 and 15.

Fig. 14 Convergence of objective function of the proposed BFFAG and other algorithms on D7: D12 dataset with

A. Hosseinalipour et al.4846



From Figs. 13, 14 and 15, it can be seen that the proposed
BFFAG approach is able to perform better overall. The

BFFAG approach outperforms all algorithms in 15 datasets.
The comparison among the algorithm show that the proposed

Fig. 15 Convergence of objective function of the proposed BFFAG and other algorithms on D13: D18 dataset with
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Table 7 Statistical comparison of the proposed BFFAG and other algorithms

Dataset Criteria GA BBA BPSO BFPA BGWO BDA BCCSA BFFAG

D1 Best 0.762 0.7618 0.7585 0.7695 0.7674 0.7566 0.7675 0.7566

Mean 0.762 0.7927 0.7736 0.7876 0.769 0.7577 0.7675 0.7817

Worst 0.762 0.8112 0.7947 0.8026 0.7823 0.7674 0.7675 0.8022

Std 0 0.0127 0.0143 0.0101 0.0047 0.0034 0 0.017

D2 Best 0.0254 0.0265 0.0254 0.0310 0.0310 0.0254 0.0350 0.0254

Mean 0.0254 0.0538 0.0335 0.0487 0.0339 0.0307 0.0350 0.0458

Worst 0.0254 0.0582 0.0486 0.0769 0.0378 0.0384 0.0350 0.0667

Std 0 0.0049 0.0086 0.0116 0.0027 0.0058 0 0.0132

D3 Best 0.0325 0.0429 0.0224 0.0310 0.0202 0.0217 0.0447 0.0196

Mean 0.0344 0.0613 0.0381 0.0528 0.0204 0.0409 0.0447 0.0594

Worst 0.0346 0.0829 0.0533 0.0755 0.0206 0.0697 0.0447 0.1148

Std 0.0007 0.0089 0.0067 0.0145 0.0002 0.0129 0 0.0289

D4 Best 0.0201 0.0261 0.0149 0.0603 0.0233 0.0155 0.0323 0.0086

Mean 0.0201 0.1775 0.0658 0.1759 0.0246 0.0217 0.0323 0.1774

Worst 0.0201 0.2416 0.329 0.2941 0.029 0.0474 0.0323 0.3563

Std 0 0.0501 0.093 0.102 0.0023 0.0111 0 0.1437

D5 Best 0.2552 0.2651 0.2442 0.2791 0.2526 0.2430 0.2723 0.2474

Mean 0.2552 0.3387 0.2937 0.3019 0.2556 0.2704 0.2723 0.3063

Worst 0.2552 0.3586 0.3364 0.3219 0.2629 0.2976 0.2723 0.3559

Std 0 0.0183 0.0311 0.0164 0.004 0.0125 0 0.0371

D6 Best 0.0308 0.0400 0.0298 0.0400 0.0308 0.0298 0.043 0.0298

Mean 0.0308 0.3561 0.0331 0.1993 0.0363 0.0318 0.043 0.2124

Worst 0.0308 0.5026 0.041 0.3668 0.042 0.0400 0.043 0.4924

Std 0 0.1281 0.0052 0.1656 0.0056 0.0043 0 0.1888

D7 Best 0.3231 0.3194 0.3088 0.3728 0.3850 0.2702 0.3871 0.2316

Mean 0.3231 0.4469 0.3571 0.4728 0.3895 0.3401 0.3871 0.4398

Worst 0.3231 0.5368 0.421 0.5272 0.4119 0.4622 0.3871 0.5881

Std 0 0.0454 0.0413 0.0464 0.0089 0.0691 0 0.1267

D8 Best 0.2922 0.2844 0.2732 0.2976 0.2976 0.2519 0.298 0.2519

Mean 0.2922 10.3009 0.3144 0.3267 0.2985 0.2587 0.298 0.3171

Worst 0.2922 100 0.3488 0.3586 0.3000 0.3197 0.298 0.3566

Std 0 31.5171 0.0324 0.0197 0.0011 0.0214 0 0.0364

D9 Best 0.1119 0.1196 0.1063 0.1409 0.1184 0.0873 0.1385 0.1063

Mean 0.1119 0.1699 0.1330 0.1695 0.1278 0.1306 0.1385 0.1542

Worst 0.1119 0.2105 0.1628 0.198 0.1415 0.1664 0.1385 0.2128

Std 0 0.0183 0.0207 0.0161 0.0091 0.0253 0 0.0302

D10 Best 0.0647 0.1271 0.0654 0.1291 0.1295 0.0646 0.1288 0.0622

Mean 0.0647 0.2823 0.2144 0.2539 0.1297 0.1699 0.1287 0.1835

Worst 0.0647 0.4986 0.3750 0.3165 0.1300 0.3126 0.1288 0.2532

Std 0 0.1019 0.0885 0.0503 0.0001 0.0719 0 0.0699

D11 Best 0.1644 0.1929 0.1243 0.2469 0.2196 0.1371 0.2068 0.1243

Mean 0.1644 0.3907 0.1978 0.3005 0.2202 0.156 0.2068 0.2862

Worst 0.1644 0.5245 0.3378 0.3813 0.2207 0.2447 0.2068 0.3913

Std 0 0.067 0.0697 0.0521 0.0004 0.0343 0 0.0949

D12 Best 0.2839 0.2618 0.2502 0.2862 0.2640 0.2692 0.3305 0.2253

Mean 0.2839 0.3553 0.309 0.3708 0.2842 0.282 0.3305 0.332

Worst 0.2839 0.4303 0.3541 0.4331 0.3227 0.3139 0.3305 0.3887

Std 0 0.0294 0.026 0.0302 0.0183 0.0173 0 0.0532

D13 Best 0.1416 0.1864 0.1285 0.1945 0.1455 0.1497 0.3142 0.1285
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BFFAG approach is 83% more convergent than other algo-
rithms. However, to further evaluate the results of the pro-
posed BFFAG and other comparative algorithms on 18
datasets, the statistical criteria are given in Table 7.

Table 7 shows that the “Best” criterion of the proposed
BFFAG method performs 83% better than other algorithms.
However, the proposed BFFAG approach is failed to mini-
mize the parameters such as standard deviation, due to in-
process exploration. In some datasets such as D14, the pro-
posed BFFAG approach with a “Best” value of 0.0099 works
much better, and certainly, this algorithm cannot reduce other
parameters simultaneously. Table 8 presents the results of the
proposed approach and other algorithms in terms of the aver-
age number of features.

Table 8 shows that the BFFAG approach performs very
well, and proves its superiority on 9 datasets. It should be
noted that both the number of features and the classifica-
tion accuracy are taken into account in the objective func-
tion. Therefore the minimum number of features cannot
be obtained in all datasets. The classification accuracy of
BFFAG and other comparative algorithms are given in
Table 9.

From Table 9, it is seen that the BFFAG approach shows
high efficiency in terms of the classification accuracy. Our
approach performed better in terms of classification accuracy
on 9 datasets and is close to the best results in the other
datasets. This is because that both the feature selection and
the classification accuracy are considered in the objective
function. Therefore, we cannot content with classification ac-
curacy. Experiments in this section prove that the proposed
approach has good binary space exploration and efficiency.
Thus, the superiority of the BFFAG in feature selection and
classification accuracy over other methods is obvious.

5.1.4 Further discussion

In this section, the results of the proposed BFFAG and other
algorithms are discussed with further experiments. To this
end, the proposed BFFAG and other comparative algorithms
are implemented 5 times and then the best objective function
of each algorithm is obtained. The implementations are per-
formed according to the parameters in Table 3. The purpose of
this experiment is to evaluate the robustness of the proposed
BFFAG and other comparative algorithms in different

Table 7 (continued)

Dataset Criteria GA BBA BPSO BFPA BGWO BDA BCCSA BFFAG

Mean 0.1416 0.3508 0.202 0.371 0.1521 0.1751 0.3142 0.2993

Worst 0.1416 0.4863 0.4527 0.4292 0.1594 0.2906 0.3142 0.3875

Std 0 0.0798 0.1103 0.0284 0.0047 0.0456 0 0.0948

D14 Best 0.2867 0.3635 0.1971 0.3411 0.3641 0.2046 0.1984 0.0099

Mean 0.2867 0.3825 0.2993 0.3786 0.3645 0.2506 0.1984 0.3166

Worst 0.2867 0.4132 0.4049 0.4165 0.3648 0.4101 0.1984 0.4138

Std 0 0.0226 0.0645 0.0236 0.0001 0.0734 0 0.1636

D15 Best 0.159 0.1609 0.1577 0.1657 0.1596 0.1548 0.1609 0.1535

Mean 0.1591 0.179 0.163 0.1699 0.1616 0.1638 0.1609 0.1682

Worst 0.1596 0.1975 0.1716 0.1766 0.1638 0.1788 0.1609 0.1826

Std 0.0002 0.0115 0.0046 0.0054 0.002 0.0091 0 0.0092

D16 Best 0.1819 0.1953 0.1779 0.1941 0.1815 0.1764 0.1886 0.1741

Mean 0.1819 0.2455 0.1973 0.2147 0.1853 0.1893 0.1886 0.2241

Worst 0.1819 0.307 0.2169 0.2509 0.191 0.2091 0.1886 0.2645

Std 0 0.0276 0.0134 0.0186 0.003 0.0119 0 0.0308

D17 Best 0.061 0.1254 0.0602 0.1262 0.0721 0.0602 0.0602 0.0499

Mean 0.061 0.2637 0.0777 0.2776 0.073 0.0949 0.0602 0.2309

Worst 0.061 0.3694 0.1922 0.3479 0.0737 0.3168 0.0602 0.3176

Std 0 0.0752 0.0412 0.0569 0.0004 0.0801 0 0.1033

D18 Best 0.0808 0.1002 0.0632 0.0808 0.0814 0.0426 0.1008 0.0438

Mean 0.0808 0.2422 0.1817 0.2429 0.0996 0.093 0.1008 0.247

Worst 0.0808 0.3507 0.355 0.355 0.1215 0.1979 0.1008 0.355

Std 0 0.0809 0.1018 0.1055 0.0145 0.0511 0 0.1103

RESULT Best 1 .05% 0 0.0% 4 22% 0 0.0% 0 0.0% 7 38% 0 0.0% 15 83%
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implementations. The results of the different implementations
of the GA are shown in Fig. 16.

From Fig. 16, it can be seen that the GA achieves better
stability in the datasets of {D1: D9, D12, D15, D16, D17}.
But it is less stable in the data sets of {D10, D11, D13, D14,
and D18}. These results prove that the GA has moderate

stability and the algorithm is more influenced by two param-
eters of mutation and compound. Fig. 17 shows the results of
different implementations of the BBA.

Fig. 17 shows that the BBA achieves better stability in the
datasets of {D1: D9, D15, D16}, but in datasets of {D10, D11,
D12, D13, D14, D18} exhibits less stability. These results

Table 8 Average number of features of the proposed BFFAG and other algorithms

Dataset GA BBA BPSO BFPA BGWO BDA BCCSA BFFAG

D1 6 4 4.6 4.8 4.6 4.1 7 3.5

D2 5 5.1 4.8 5.6 5.6 5 6 4.8

D3 10.4 14 16.4 18.7 19.6 13.2 30 13.5

D4 13 13.1 14.1 20.5 24.8 16.6 18 13.6

D5 9 7.8 11.1 15.6 17 12.7 12 11.8

D6 5 3.6 3.6 6.9 3.9 3.2 6 3.2

D7 11 7.4 8 13.2 9.4 7.1 12 7.1

D8 4 3.2 3.8 6.3 5.9 5 3 2.2

D9 17 9.7 18.2 21.7 21.3 9.8 12 15.4

D10 16.1 21.7 22.5 36.1 33.3 16.1 28 16

D11 7 8.4 6.6 11.1 11 7.3 11 8.7

D12 10.2 9.5 13.4 14.4 10.9 9.6 12 8.3

D13 3 4.2 5.2 8.5 7 4.5 8 6.8

D14 14 12.3 13.1 20.2 15.1 9.6 12 11.2

D15 5.1 5.6 4.7 9.6 5.8 4.6 8 6.2

D16 16 10.7 15.3 14 16.6 16.1 21 12

D17 7 4.4 5.6 8 8.1 6.3 6 6.6

D18 5 5.5 8.1 9.8 7.2 6 6 5.1

Table 9 Comparison of the proposed approach and other algorithms in terms of classification accuracy

Dataset GA BBA BPSO BFPA BGWO BDA BCCSA BFFAG

D1 0.2231 0.2165 0.2389 0.2068 0.2312 0.2408 0.2336 0.2379

D2 0.9800 0.9486 0.9800 0.9514 0.9743 0.9800 0.9714 0.9800

D3 0.9719 0.9544 0.9825 0.9544 0.9860 0.9825 0.9649 0.9614

D4 0.9836 0.8907 0.9891 0.9399 0.9836 0.9891 0.9727 0.9836

D5 0.746 0.642 0.758 0.704 0.752 0.76 0.73 0.74

D6 0.972 0.6542 0.972 0.6729 0.972 0.972 0.9626 0.972

D7 0.6795 0.5641 0.6923 0.7436 0.6154 0.7308 0.6154 0.7051

D8 0.7500 0.6678 0.726 0.661 0.7055 0.7466 0.7021 0.6849

D9 0.892 0.8466 0.8977 0.8125 0.8864 0.9034 0.8636 0. 9148

D10 0.9375 0.8125 0.9375 0.6875 0.875 0.9375 0.875 0.875

D11 0.8378 0.5946 0.8784 0.6622 0.7838 0.8649 0.7973 0.726

D12 0.7164 0.6791 0.7537 0.694 0.7388 0.7313 0.6716 0.7612

D13 0.8593 0.7333 0.8741 0.6444 0.8593 0.8519 0.6889 0.8444

D14 0.7147 0.6365 0.8043 0.6354 0.6365 0.7961 0.8033 0.8033

D15 0.8383 0.8298 0.8426 0.8213 0.8426 0.8468 0.8426 0.8426

D16 0.8240 0.7728 0.828 0.8036 0.8244 0.8300 0.8196 0.8260

D17 0.9438 0.7303 0.9438 0.6742 0.9326 0.9438 0.9438 0.9438

D18 0.9216 0.8824 0.9412 0.6667 0.9216 0.9608 0.902 0.9804
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prove that the BBA approach has relatively moderate stability,
and its results are less reliable. Fig. 18 shows the results of the
different implementations of the BPSO algorithm.

From Fig. 18, it can be seen that the BPSO achieves better
stability in the datasets of {D1: D9, D12, D15, D17}. But it is
less stable in the datasets of {D1, D10, D11, D13, and D14}.
However, in the D14 dataset, this algorithm performs the
worst possible. These results prove that the BPSO has mod-
erate stability and results in some datasets are less reliable.
Fig. 19 shows the results of different implementations of the
BFPA.

From Fig. 19, it can be seen that the BFPA achieves better
stability in the datasets of {D1: D9, D11, D12, D14, D16}.
But it is less stable in the datasets of {D10, D13, D17, and
D18}. However, in the D10 dataset, this algorithm performs
the worst possible. These results prove that the BFPA has
better stability than BBA and BPSO. Fig. 20 shows the results
of different implementations of the BGWO.

From Fig. 20, it can be seen that the BGWO achieves
better stability in the datasets of {D1: D6, D8, D9, D12,
D15, D18}. But it is less stable in the datasets of {D10,
D11, D13, and D14}. These results prove that the
BGWO has better stability than GA, BPSO, and BBA

and its results are more acceptable. Fig. 21 shows the
results of different implementations of the BDA.

From Fig. 21, it can be seen that the BDA achieves better
stability in the datasets of {D1: D6, D8, D9, D12, D15, D17}.
But it is less stable in the datasets of {D10, D11, D13, D14 and
D18}. These results prove that the BDA has better stability
than GA, BPSO, and BBA and its results are more acceptable.
Fig. 22 shows the results of different implementations of the
BCCSA.

From Fig. 22, it can be seen that the BCCSA achieves
better stability in the datasets of {D1: D6, D8:D12, D15,
D16, and D17}. But it is less stable in the datasets of {D7,
D13, D14 and D18}. These results prove that the BCCSA has
relatively good stability compared to other algorithms. Fig. 23
shows the results of different implementations of the BFFAG.
From Fig. 23, it can be seen that the BFFAG achieves better
stability in the datasets of {D1: D6, D8, D9, D11, and D18}.
But it is less stable in the datasets of {D7, D10}. These results
prove that the BFFAG has relatively stronger stability than
other algorithms. Fig. 24 shows the results of the average of
the five performances.

From Fig. 24, it can be seen that the proposed BFFAG
approach is a reliable and high-performance method in feature
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selection compared to other methods.This algorithm has a
significant advantage over other methods.

5.2 T-test

The t-test as a type of inferential statistics is used to determine
the significant difference between the mean of a group with a
default value or the means of two groups. There are different
types of t-tests, the three most common of which are:

1. One-Sample t-test (This test is used to examine the average
of a community.)

2. Paired-samples t-test (This test is used to examine two
means of a community.)

3. Independent-Samples t-test (This test is used to examine the
mean of two independent communities.)
In this article, we utilize the Paired-samples t-test in SPSS

software. Our purpose is to show the effect of the proposed
algorithm on improving the evaluation parameters. To this
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end, two related groups are considered, one is the proposed
method and the other is one of the comparable algorithms. The
optimal mean value of the proposed methods (BFFAG and
BFFAS) and the other competing methods are extracted based
on the Tables 6 and 7, and then their mean difference are
obtained in pairs. The results of the t-test are presented in
Table 10.

Moreover, the average number of selected features of the
proposed method (BFFAG) and several other algorithms are
extracted from Table 8 and then their mean difference are

obtained in pairs. The results of the t-test related to the evalu-
ation of the average number of selected features are shown in
Table 11.

From Tables 10 and 11, we can find that the significance
level (Sig.) is less than the test level of 0.05 in most cases, and
so the null hypothesis is rejected. In other words, the results
show that there is a significant difference in the mean value of
the objective function (Table 10) as well as the average num-
ber of selected features (Table 11) of the proposed method in
different datasets compared to the other methods. According
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to the number of means after improving the method, the mean
of the objective function (Mean) of the proposed method is
negative, i.e. it decreases compared to most of the competing
methods. Therefore, it can be concluded that the new algo-
rithm reduces the optimal mean.

5.3 Experiments on emotion analysis dataset

In this sub-section, the performance of the proposed ap-
proaches is evaluated on a large dataset with more fea-
tures. To this end, the emotion analysis dataset as one of
the largest datasets is used. Here, we have used the pop-
ular emotion analysis data in IMDB Large Movie Review
Dataset, where the opinions of 50,000 IMDB users are
stored. This dataset contains two classes as negative and
positive (i.e. positive and negative opinions). Because it
takes a long time to analyze this dataset, researchers select
a percentage of it and perform the necessary tests. In this
paper, 2000 training data and 200 test data were used. The
purpose of using this data is to construct a model that can
correctly classify the given test texts into one of two clas-
ses of positive or negative. On the other hand, we need a

dataset with features. Here, we use the common natural
language processing libraries such as nltk, scikit-learn,
and regular-expression (re).

In this experiment, the textual data is first read in Python
programming language, and each of the opinions is classified
into positive (1) and negative (0) groups. With the re and nltk
libraries, punctuation marks are removed from the texts. At
this point, the texts are converted to a list of separate words
using the word_tokenize module. To extract the root of the
words and remove the words’ extras, LancasterStemmer is
used as a word rooter module. This process is applied to the
training and test data. We then use the TfidfVectorizer module
in the nltk library to convert the resulting words into the input
features for the classification algorithms. Each text in the al-
gorithm is mapped to a vector according to the following
points:

& The number of words used in the text.
& The repetition rate of each word in the text.
& The location of a particular word in the text relative to the

other words and the adjacent words.
& Total number of unique words in all text collections.

Table 10 Paired Samples Test for Mean

Paired Differences t df Sig.(2-tailed)

Mean Std. Deviation Std. Error Mean 95% Confidence Interval of the Difference

Lower Upper

Pair 1 BFFAG - FFA −.0227944 .0224919 .0053014 −.0339794 −.0116095 −4.300 17 .000

Pair 2 BFFAS - FFA −.0048111 .0130468 .0030752 −.0112991 .0016769 −1.565 17 .136

Pair 3 BFFAG - GA .0834833 .0631142 .0148762 .0520974 .1148693 5.612 17 .000

Pair 4 BFFAG - BBA −.5893278 2.3449170 .5527022 −1.7554276 .5767720 −1.066 17 .301

Pair 5 BFFAG - BPSO .0498556 .0571544 .0134714 .0214333 .0782778 3.701 17 .002

Pair 6 BFFAG - BFPA −.0185111 .0281459 .0066341 −.0325077 −.0045145 −2.790 17 .013

Pair 7 BFFAG - BGWO .0642278 .0640673 .0151008 .0323679 .0960877 4.253 17 .001

Pair 8 BFFAG - BDA .0735944 .0586976 .0138352 .0444048 .1027841 5.319 17 .000

Pair 9 BFFAG - BCCSA .0596889 .0623222 .0146895 .0286968 .0906810 4.063 17 .001
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Fig. 24 Comparison of the
proposed BFFAG approach with
other algorithms in terms of the
mean of different performances
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After a complete preprocessing, 3675 features are built
using the TfidfVectorizer algorithm, and also a feature is se-
lected to determine the positive and negative classes. Here we
use basic algorithms including GA, BBA, BPSO, BFPA,
BGWO, BDA and BCCSA to compare with the proposed
BFFAG approach. The Application architecture of the pro-
posed approach is shown in Fig. 25.

Figure 26 shows convergence rate of the objective function
of two proposed approaches and other comparative algorithms
on the preprocessing with 2200 samples and 3675 features
with different iterations.

From Figs. 26 and 27, it is seen that the BFFAG approach
exhibits better convergence in 7 of 10 iterations, indicating
that this approach performs better by increasing the number
of iterations. This approach, however, performs poorly in two
iterations of 20 and 80. Table 12 shows the results of the
proposed and other algorithms in terms of the average number
of selected features.

This table shows that the BFFAG approach performs very
well. This approach has proven to work well in most

iterations. The BFFAS approach also shows acceptable results
compared to the FFA. Fig. 28 compares classification accura-
cy of two proposed approaches with that of other comparative
algorithms in different number of iterations on the emotion
analysis dataset.

As can be seen from Fig. 28, the classification accu-
racy of the BFFAG approach is higher than that of the
other methods, in addition to the better feature selection
shown in Table 12. This is because that both feature
selection and classification accuracy are considered in
the objective function. According to Figs. 26, 27 and
Table 12, it can be seen that the BFFAG approach out-
performs other methods in terms of convergence, classi-
fication accuracy and the objective function on dataset
emotional analysis.

6 Conclusions and future work

The FFA is a new meta-heuristic algorithm that is powerful in
solving optimization problems due to its local and global
memories and division of solutions into good and bad. In this
paper, two new binary versions of FFA, namely BFFAS and
BFFAG, was proposed for feature selection problem. In the
proposed BFFAS and BFFAG approaches, respectively, the
sigmoid transfer function and new genetic operators were in-
troduced to convert the continuous FFA into binary versions.
The proposed genetic operators, namely BGMU and BLMU,
were used to update binary solutions based on global memory
and total search space, and local and global memory, respec-
tively. Also, the DM operator was utilized to maintain explo-
ration in the FFA, rather than the parameter w. These three
operators increase the performance of the original FFA. At the
same time, the number of parameters of the FFA are reduced.

The experiments were implemented on 18 datasets from
UCI datasets. Experimental results showed that our BFFAG
approach outperforms the BFFAS and FFA in most criteria.

Emotion 
analysis 

1

Dataset

Preprocessing 
with 

TfidfVectorizer 

Feature Extraction

Normalization

Feature Selection 
with BFFAG and 

BFFAS 

Classification  
with KNN

Evaluation Criteria 

Fig. 25 Application Architecture

Table 11 Paired Samples Test for average feature selection

Paired Differences t df Sig. (2-tailed)

Mean Std. Deviation Std. Error Mean 95% Confidence Interval of the Difference

Lower Upper

Pair 1 BFFAG - GA −.4333333 2.3154214 .5457501 −1.5847653 .7180987 −.794 17 .438

Pair 2 BFFAG - BBA .3222222 2.3979294 .5651974 −.8702400 1.5146845 .570 17 .576

Pair 3 BFFAG - BPSO −1.2833333 2.3522830 .5544384 −2.4530961 −.1135705 −2.315 17 .033

Pair 4 BFFAG - BFPA −4.9444444 4.4008318 1.0372860 −7.1329266 −2.7559623 −4.767 17 .000

Pair 5 BFFAG - BGWO −3.9500000 4.3355236 1.0218927 −6.1060052 −1.7939948 −3.865 17 .001

Pair 6 BFFAG - BDA −.0444444 2.1861118 .5152715 −1.1315723 1.0426834 −.086 17 .932

Pair 7 BFFAG - BCCSA −3.4444444 4.7669477 1.1235804 −5.8149918 −1.0738971 −3.066 17 .007
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Furthermore, the BFFAG approach achieves better results in
the objective function value, average number of features and
classification accuracy compared to the state-of-the-art algo-
rithms, namely GA, BBA, BPSO, BFPA, BGWO, BDA, and
BCCS, on most of the datasets. We used t-test to better

compare and analyze outputs of the methods. The t-test results
showed that there is a significant difference in the mean value
of the objective function as well as the average number of
selected features of the proposed method in different datasets
compared to the other methods.

Table 12 Average number of selected features of two proposed approaches and other algorithms on emotion analysis dataset

Iteration GA BBA BPSO BFPA BGWO BDA BCCSA BFFAG

10 1824 1712 1853 2350 2317 1673 1807 1641

20 1809 1742 1852 2371 2793 1781 1863 1842

30 1828 1802 1810 2359 2671 1762 1854 1841

40 1858 1892 1842 2354 2691 1836 1852 1780

50 1797 1897 1794 2343 2561 1862 1868 1797

60 1846 1820 1835 2337 2928 1897 1831 1820

70 1860 1890 1820 2375 2895 1746 1834 1834

80 1853 1856 1869 2352 2938 1708 1834 1813

90 1831 1814 1800 2352 2698 1831 1834 1802

100 1815 1789 1803 2359 2894 1813 1842 1726

Fig 26 Convergence rate of the proposed approach and other algorithms on low iteration emotion analysis datasets
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Moreover, the proposed BFFAG approach was implement-
ed on the popular IMDB Large Movie Review Dataset. In this

case, 3675 attributes were extracted from this database to
compare algorithms in high dimensions. The results of this

Fig. 27 The convergence rate of the proposed approach and other algorithms on the emotion analysis dataset with further iteration
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experiment demonstrated the superiority of the BFFAG ap-
proach compared the other algorithms in terms of the conver-
gence, average number of features and accuracy.

For future work, the proposed approaches can be applied to
real world problems such as 0–1 knapsack problem, schedul-
ing problem and etc. Also, the proposed approaches can be
applied on datasets with dimensions larger than 500. In addi-
tion, other classifiers such as decision tree, support vector
machine and naive Bayes can be used to evaluate the perfor-
mance of the proposed approaches. Finally, investigating the
impact of local search processes by proposed approaches on a
large and small scales will be an interesting task for the future.
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